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Abst ract

The Multi-Chassis Link Aggregation Goup (MC-LAG technol ogy enabl es
the establishnent of a |ogical port-channel connection with a
redundant group of independent nodes. The purpose of multi-chassis
LAGis to provide a solution to achi eve higher network availability,
whil e providing different nmodes of sharing/balancing of traffic. EVPN
standard defines EVPN based MC-LAG with single-active and all-active
mul ti-hom ng | oad- bal anci ng node. The current draft expands on

exi sting redundancy mechani sns supported by EVPN and i ntroduces
support of port-active | oad-bal ancing node. In the current draft,
port-active | oad-bal ancing node is also referred to as per interface
active/ st andby.

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF), its areas, and its working groups. Note that
other groups nmay al so distribute working docunents as
Internet-Drafts.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

The list of current Internet-Drafts can be accessed at
http://ww.ietf.org/lid-abstracts. htni

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow. htmn
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Copyri ght and License Notice

Copyright (c) 2018 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1

I nt roducti on

EVPN, as per [RFC7432], provides all-active per flow | oad bal anci ng
for multi-homng. It also defines single-active with service carving
node, where one of the PEs, in redundancy relationship, is active per
servi ce.

While these two nulti-hom ng scenarios are nost widely utilized in
data center and service provider access networks, there are scenarios
where active-standby per interface nulti-hom ng redundancy is useful
and required. Main consideration for this node of redundancy is the
determinismof traffic forwarding through specific interface rather
than statistical per flow load bal ancing across nultiple PEs
providing nmulti-hom ng. The determ ni sm provided by active-standby
per interface is also required for certain QOS features to work
Whi |l e using this node, custoners al so expect ninimzed convergence
during failures. A new term of |oad-bal ancing node "port-active | oad-
bal ancing" is then defined.

This draft describes how that new redundancy node can be supported
via EVPN

+-- -+
| CE1|
+-- -+

Figure 1. MC- LAG topol ogy

Figure 1 shows a MC-LAG nul ti-hom ng topol ogy where PE1 and PE2 are
part of the same redundancy group providing nulti-honming to CELl via
interfaces 11 and 12. Interfaces I1 and |2 are Bundl e- Et her net

i nterfaces running LACP protocol. The core, shown as |P or MPLS

enabl ed, provides w de range of L2 and L3 services. MCLAG nulti-

homi ng functionality is decoupled fromthose services in the core and
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it focuses on providing multi-honming to CE. Wth per-port
active/standby redundancy, only one of the two interface 11 or 12
woul d be in forwarding, the other interface will be in standby. This
also inplies that all services on the active interface are in active
node and all services on the standby interface operate in standby
node. When EVPN is used to provide MC-LAG functionality, we refer to
it as EVLAGin this draft.

1.1 Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2. Multi-Chassis Ethernet Bundl es

Wien a CE is nulti-honed to a set of PE nodes using the [802. 1AX]

Li nk Aggregation Control Protocol (LACP), the PEs nust act as if they
were a single LACP speaker for the Ethernet links to forma bundl e,
and operate as a Link Aggregation Goup (LAG. To achieve this, the
PEs connected to the sane nulti-honed CE nust synchronize LACP
configuration and operational data anmong them | CCP-based protoco

has been used for that purpose since a long while. EVLAG sinplifies
greatly that solution. Along with the sinplification conmes few
assunpti ons:

- Links in the Ethernet Bundl e MJST operate in all-active | oad-
bal anci ng node

- Sane LACP paraneters MJST be configured on peering PEs such as
systemid, port priority, etc.

Any di screpancies fromthis list is left for future study.
Furt hernmore, ms-configuration and m s-wiring detection across
peering PEs are also left for further study.

3. Port-active | oad-bal anci ng procedure

Fol | owi ng steps describe the proposed procedure with EVLAG to support
port-active | oad-bal anci ng node:

1- ESI MJST be assigned per access interface as described in
[ RFC7432], which may be auto derived or manual |y assigned. Access
interface MAY be a Layer-2 or Layer3 interface.

2- Ethernet-Segnent MUST be configured in port-active | oad-bal anci ng
nmode on peering PEs for specific interface
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3- Peering PEs MAY exchange only Ethernet-Segnent route (Route Type-
4)

4- PEs in the redundancy group | everages DF election defined in
[draft-ietf-bess-evpn-df-election] to determ ne which PE keeps the
port in active node and whi ch one(s) keep it in standby node. Wile
the DF election defined in [draft-ietf-bess-evpn-df-election] is per
<ES, VLAN> granularity, for port-active node of multi-hom ng, the DF
el ection is done per <ES>. The details of this algorithmare
described in Section 4.

5- DF router MJST keep correspondi ng access interface in up and
forwardi ng active state for that Ethernet-Segnent

6- Non-DF routers MJST bring and keep peering access interface
attached to it in operational down state. If the interface is running
LACP protocol, then the non-DF PE MAY al so set the LACP state to OCS
(Qut of Sync) as opposed to interface state down. This allows for
better convergence on standby to active transition.

4. Algorithmto el ect per port-active PE

The default node of Designated Forwarder El ection algorithmrenains
as per [RFC7432] at the granularity of <ES>

However, Hi ghest Random Wi ght (HRW algorithmdefined in [draft-
i etf-bess-evpn-df-election] is |everaged, and nodified to operate at
the granularity of <ES> rather than per <ES, VLAN>

Let Active(ESI) denote the PE that will be the active PE for port
with Ethernet segnent identifier - ESI. The other PEs in the
redundancy group will be standby PE(s) for the sane port (ES). A is
the address of the PEi and weight() is a pseudorandom function of ES
and Ai, Wand() function defined in [draft-ietf-bess-evpn-df-
election] is used as the Weight() function

Active(ESI) = PEi: if Weight(ESI, Al) >= Wight(ESI, A), for all j,

0 <=1,j <= Nunber of PEs in the redundancy group. In case of a tie,
choose the PE whose I P address is nunerically the |east.
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5. Port-active over Integrated Routing-Bridging Interface

[ CORE [

| GM | | G |
|(1RB)| [ (IRB)|
| PEL | | PE2 |

S S
| CEL| | CE2|
S S

Figure 2. EVPN-IRB Port-active | oad-bal anci ng

Figure 2 shows a sinple network where EVPN-IRB is used for inter-
subnet connectivity. IRB interfaces on PEL and PE2 are configured in
anycast gateway (sane MAC, sanme IP). CE1l device is nulti-honed to
both PE1 and PE2. The Ethernet-segnment | oad-bal anci ng node, of the
connected CE1 to peering PEs, can be of any type e.g. all-active,
single-active or port-active. CE2 device is connected to a single PE
(PE2). It operates as single-honed device via an orphan port 13.
Finally, port-active load-balancing is apply to IRB interface on
peering PEs (PEl and PE2). Manual Ethernet-Segnent Identifier is
assigned per IRB interface. ESI auto-generation is also possible
based on the I RB anycast |P address.

DF election is perforned between peering PE over IRB interface (per
ESI/EVI). Designed forwarder (DF) IRB interface remains in up state.
Non- desi gnated forwarder (NDF) I RB interface goes down. Furthernore,
if all access interfaces connected to an IRB interface are down state
(failure or admin) ORin blocked forward state(NDF), IRB interface is
brought down. For example, interface 13 fails at the same time than
interface 12 (in single-active |oad-bal ancing node) is in bl ocked
forwardi ng state.

In the exanple where IRB on PE2 is NDF, all L3 traffic conming from
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PE3 is going via PEl. An IRB interface in down state doesn't attract
traffic fromcore side. CE2 device reachability is done via an L2
subnet stretch between PEl and PE2. Therefore L3 traffic comng from
PE3 destinated to CE2 goes via GM first, then via an L2 connection
to PE2 and finally via interface 13 to CE2 devi ce.

There are many reasons of configuring port-active |oad-bal anci ng node
over IRB interface:
- Ease replacenent of |egacy technol ogy such VRRP / HSRP

- Better scalability than | egacy protocols
- Traffic predictability

- Optimal routing and entirely independent of |oad-bal anci ng node
configured on any access interfaces

6. Convergence considerations

To improve the convergence, upon failure and recovery, when port-
active | oad- bal anci ng node is used, sone advanced synchroni zati on
bet ween peering PEs may be required. Port-active is challenging in a
sense that the "standby" port is in down state. It takes sonme tine to
bring a "standby" port in up-state and settle the network. For |IRB
and L3 services, ARP / MD cache may be synchroni zed. Mreover

associ ated VRF tables nay al so be synchroni zed. For L2 services, MAC
tabl e synchroni zati on may be considered. Finally, using bundl e-

Et hernet interface, where LACP is running, is usually a smart thing
since it provides the ability to set the "standby" port in "out-of-
sync" state aka "warm standby".

6. Applicability

A common depl oynent is to provide L2 or L3 service on the PEs
providing nulti-hom ng. The services could be any L2 EVPN such as
EVPN VPW5, EVPN [ RFC7432], etc. L3 service could be in VPN context

[ RFC4364] or in global routing context. When a PE provides first hop
routing, EVPN I RB could al so be deployed on the PEs. The nechani sm
defined in this draft is used between the PEs providing the L2 or L3
service, when the requirenent is to use per port active

A possible alternate solution is the one described in this draft is
MC-LAG with | CCP [ RFC7275] active-standby redundancy. However, | CCP
requires LDP to be enabled as a transport of | CCP nessages. There are
many scenari os where LDP is not required e.g. deploynents with VXLAN
or SRv6. The solution defined in this draft with EVPN does not
mandat e the need to use LDP or ICCP and is independent of the overlay
encapsul ati on.
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7. Overall Advantages

There are many advantages in EVLAG to support port-active |oad-
bal anci ng node. Here is a non-exhaustive |ist:

- Open standards based per interface single-active redundancy
mechani smthat elinmnates the need to run | CCP and LDP

- Agnostic of underlay technol ogy (MPLS, VXLAN, SRv6) and associ ated
services (L2, L3, Bridging, E-LINE, etc).

- Provides a way to enable deternministic QOS over MC- LAG attachnent
circuits

- Fully compliant with RFC- 7432, does not require any new protoco
enhancenent to existing EVPN RFCs.

- Can | everage various DF election algorithns e.g. nodul o, HRW etc.

- Repl aces | egacy MC-LAG | CCP-based solution, and offers foll ow ng
addi ti onal benefits:

- Efficiently supports 1+N redundancy node (w th EVPN using BGP
RR) where as ICCP requires full mesh of LDP sessions anong PEs in
redundancy group

- Fast convergence with mass-withdraw is possible with EVPN, no
equi valent in I CCP

- Custoners want per interface single-active redundancy, but don’t

want to enable LDP (e.g. they may be running VXLAN or SRv6 in the
network). Currently there is no alternative to this.
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8 Security Considerations

The sane Security Considerations described in [RFC7432] are valid for
thi s docunent.

9 | ANA Consi derations

There are no new | ANA considerations in this docunent.
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