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Abstract

The Alternate Marki ng nethod, as presented in RFC 8321 [ RFC8321], can
be applied only to point-to-point flows because it assunes that all
the packets of the flow neasured on one node are neasured again by a
singl e second node. This docunent aims to generalize and expand this
met hodol ogy to neasure any kind of unicast flows, whose packets can
foll ow several different paths in the network, in wider ternms a

mul tipoint-to-multipoint network. For this reason the techni que here
described is called Multipoint Alternate Marking. Sone definitions
here introduced extend the scope of RFC 5644 [RFC5644] in the context
of alternate marking schena.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on Decenber 31, 2018
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enabl es flexible and adaptive performance nmeasurenments in a managed
net wor k.

The Alternate Marking net hodol ogy described in RFC 8321 [ RFC8321] has
the property to synchroni ze neasurenents in different points

mai nt ai ni ng the coherence of the counters. So it is possible to show
what is happening in every marking period for each nonitored flow.
The monitoring paraneters are the packet counter and tinestanps of a
flow for each marking peri od.

There are sone applications of the alternate nmarki ng nethod where
there are a lot of nonitored fl ows and nodes. Miltipoint Alternate
Marking ainms to reduce these val ues and nakes the perfornmance
monitoring nore flexible in case a detailed analysis is not needed.
For instance, by considering n neasurenent points and m nonitored
flows,the order of nagnitude of the packet counters for each tine
interval is n*mr2 (1 per color). |If both n and mare high val ues the
packet counters increase a |ot and Multipoint Alternate Marking
offers a tool to control these paraneters

The approach presented in this docunent is applied only to unicast
flows and not to nmulticast. BUM (Boradcast Unkown Unicast Milticast)
traffic is not considered here, because traffic replication is not
covered by the Multipoint Alternate Marking method.

Al ternate Marking method works by definition for multipoint to
mul ti poi nt paths but the network clustering approach presented in
this docunent is the formalization of howto inplenent this property
and it allows a flexible and optimn zed perfornmance neasurenent
support .

Wthout network clustering, it is possible to apply alternate marking
only for all the network or per single flow Instead, with network
clustering, it is possible to use the network clusters partition at
different levels to performthe needed degree of detail. In sone
circumstances it is possible to nonitor a Miltipoint Network by

anal yzing the Network Custering, without examining in depth. In
case of problens (packet loss is nmeasured or the delay is too high)
the filtering criteria could be specified nore in order to performa
detail ed analysis by using a different conbination of clusters up to
a per-flow neasurenent as described in RFC 8321 [ RFC8321].

An application could be the Software Defined Network (SDN) paradi gm
where the SDN Controllers are the brains of the network and can
manage fl ow control to the switches and routers and, in the sane way,
can calibrate the performance neasurenents dependi ng on the
necessity. An SDN Controller Application can orchestrate how deep
the network performance nonitoring is setup
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2

Correl ation with RFC5644

RFC 5644 [RFC5644] is limted to active measurenents using a single
source packet or stream and observations of correspondi ng packets
along the path (spatial), at one or nore destinations (one-to-group),
or both. Instead, the scope of this meno is to define multiparty
metrics for passive and hybrid nmeasurenents in a group-to-group
topology with nultiple sources and destinati ons.

RFC 5644 [ RFC5644] introduces netric nanes that can be reused al so
here but have to be extended and rephrased to be applied to the
al ternate marking schena:

a. the multiparty netrics are not only one-to-group netrics but can
be al so group-to-group netrics;

b. the spatial netrics, used for measuring the perfornmance of
segnments of a source to destination path, are applied here to
group-to-group segnments (called dusters).

Fl ow cl assification

An unicast flowis identified by all the packets having a set of
common characteristics. This definitionis inspired by RFC 7011
[ RFC7011] .

As an exanple, by considering a flow as all the packets sharing the
same source | P address or the sane destination |P address, it is easy
to understand that the resulting pattern will not be a point-to-point
connection, but a point-to-mnultipoint or multipoint-to-point
connecti on.

In general a flow can be defined by a set of selection rules used to
mat ch a subset of the packets processed by the network device. These
rul es specify a set of headers fields (ldentification Fields) and the
relative values that must be found in matchi ng packets.

The choice of the identification fields directly affects the type of
paths that the flow would followin the network. |In fact, it is
possible to relate a set of identification fields with the pattern of
the resulting graphs, as listed in Figure 1.

A TCP 5-tuple usually identifies flows following either a single path
or a point-to-point nmultipath (in case of |oad balancing). On the
contrary, a single source address selects flows followi ng a point-to-
multipoint, while a nultipoint-to-point can be the result of a

mat ching on a single destination address. In case a selection rule
and its reverse are used for bidirectional neasurenents, they can
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in one direction and a
in the opposite direction

In this way the flows to be nonitored are selected into the

nmoni toring points using packet selection rules,

the pattern of the nonitored network

that can al so change

The alternate marking nmethod is applicable only to a single path (and

partially to a one-to-one nultipath),
t hi s docunent
mul ti poi nt-to-nultipoint,
Fi gure 1.

poi nt-to-point single path

is suitable also for the nobst genera
whi ch enbraces al

so the extension proposed in
case of
the ot her patterns of
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Figure 1: Flow classification

mance Measur enent

By Using the "traditional" alternate marking nmethod only point-to-

poi nt paths can be nonitored.
follows a point-to-point path we have to define,
5 identification fields (1P Source,
Source Port,

val ue,
Pr ot ocol ,

To have an | P (TCP/ UDP) fl ow that
with a specific

| P Destination, Transport
Destination Port).

Mul tipoint Alternate Marking enabl es the perfornance neasurenent for
mul tipoint flows selected by identification fields w thout any

Fi occola, et al.

Expi res Decenber 31, 2018 [ Page 6]



Internet-Draft Mul ti point AM June 2018

constraints (even the entire network production traffic). It is also
possible to use multiple marking points for the same nonitored flow.

4.1. Monitoring Network

The Monitoring Network is deduced fromthe Production Network, by
i dentifying the nodes of the graph that are the measurenent points,
and the links that are the connections between nmeasurenent points.

There are sone techniques that can help with the building of the
nmoni toring network (as an exanple it is possible to nmention
[I-D.anf-ippmroute]). 1In general there are different options: the
nmoni tori ng network can be obtained by considering all the possible
paths for the traffic or also by checking the traffic sonetimes and
updat e the graph consequently.

So a graph nodel of the nonitoring network can be built according to
the alternate marking nmethod: the nonitored interfaces and |inks are
identified. Only the measurenment points and |inks where the traffic
has fl owed have to be represented in the graph

The following figure shows a sinple exanple of a Monitoring Network
gr aph:
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[ S, +
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\ 4------ +
<> R10 <>---
P +

Figure 2: Mnitoring Network G aph

Each nonitoring point is characterized by the packet counter that
refers only to a marking period of the nonitored flow

The sane is applicable also for the delay but it will be described in
the follow ng sections.

Mul ti poi nt Packet Loss

Since all the packets of the considered flow | eaving the network have
previously entered the network, the nunber of packets counted by al
the input nodes is always greater or equal than the nunber of packets
counted by all the output nodes.

And in case of no packet loss occurring in the marking period, if all
the input and output points of the network domain to be nonitored are
measur enent points, the sumof the nunber of packets on all the
ingress interfaces and on all the egress interfaces is the same. In
this circunstance, if no packet |oss occurs, the internediate

measur enent points have only the task to split the neasuremnent.

It is possible to define the Network Packet Loss (for 1 flow, for 1
period): <<In a packet network, the number of |ost packets is the
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nunber of packets counted by the input nodes minus the nunber of
packets counted by the output nodes>>  This is true for every packet
flow in each marking period.

The Monitored Network Packet Loss with n input nodes and m out put
nodes is given by:

PL = (PI1l +Pl2 +. ..+ Pln) - (POL + P2 +...+ PQm
wher e:
PL is the Network Packet Loss (number of |ost packets)

Pli is the Nunber of packets flowed through the i-th Input node in
this period

PG is the Nunber of packets flowed through the j-th Qutput node in
this period

The equation is applied on a per-tine-interval basis.
6. Network Cdustering

The previous Equation can deterni ne the nunber of packets | ost
globally in the nonitored network, exploiting only the data provided
by the counters in the input and output nodes.

In addition it is also possible to |l everage the data provided by the
other counters in the network to converge on the small est

i dentifiable subnetworks where the | osses occur. These subnetworks
are naned Cl usters.

A Cluster graph is a subnetwork of the entire Monitoring Network
graph that still satisfies the packet |oss equation where PL in this
case is the nunber of packets lost in the COuster

For this reason a Cluster should contain all the arcs emanating from
its input nodes and all the arcs termnating at its output nodes.
This ensures that we can count all the packets (and only those)
exiting an input node again at the output node, whatever path they
fol | ow

In a conpletely nonitored network (a network where every network
interface is nmonitored), each network device corresponds to a Cl uster
and each physical link corresponds to two Clusters (one for each
direction).
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Clusters can have different sizes depending on flow filtering
criteria adopted.
Mor eover, sonetinmes Clusters can be optionally sinplified. For
exanpl e when two nonitored interfaces are divided by a single router
(one is the input interface and the other is the output interface and
the router has only these two interfaces), instead of counting
exactly tw ce, upon entering and leaving, it is possible to consider
a single neasurenent point (in this case we do not care of the
i nternal packet |oss of the router).

6.1. Algorithmfor Cluster partition

A simple algorithmcan be applied in order to split our nonitoring
network into Clusters. It is a two-step algorithm

0 Goup the links where there is the sane starting node;
0 Join the grouped links with at |east one ending node in comon.

In our nonitoring network graph exanple it is possible to identify
the Clusters partition by applying this two-step algorithm

The first step identifies the foll owing groups:

1. Goup 1. (RI-R?2), (R1-R3), (R1-R10)

2. Goup 2: (R-R4), (R2-R5)

3. Goup 3: (R3-R5), (R3-R9)

4. Goup 4: (R4-R6), (R4-R7)

5. Goup 5 (R5-R8)

And then, the second step builds the Custers partition (in
particul ar we can underline that Goup 2 and Group 3 connect
together, since R5 is in conmon):

1. duster 1: (R1-R2), (R1-R3), (Rl-R10)

2. Custer 2: (R2-R4), (R2-R5), (R3-R5), (R3-R9)

3. Custer 3: (R4-R6), (R4-R7)

4. Custer 4: (R5-R8)

In the end the following 4 Clusters are obtained:
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Cluster 4
Fomm - - - +
---<> R5 <>
Homm - - - + \
\ o 4------ +
<> R8 <>---
C N +
Figure 3: Custers exanple
There are Clusters with nore than 2 nodes and two-nodes Clusters. In
the two-nodes Clusters the loss is on the link (Cluster 4). In nore-

t han-2-nodes Clusters the loss is on the duster but we cannot know
in which link (Cluster 1, 2, 3).

In this way the cal cul ati on of packet |oss can be nmade on C uster
basis. Note that CIR(Committed Information Rate) and El R(Excess
Informati on Rate) can al so be deduced on O uster basis.

Qbvi ously, by conbining sone Clusters in a new connected subnetwork
(call ed Super Cluster) the Packet Loss Rule is still true.

In this way in a very large network there is no need to configure
detailed filter criteria to inspect the traffic. You can check
mul ti point network and only in case of problens you can go deep with
a step-by-step cluster analysis, but only for the cluster or

conbi nation of clusters where the probl em happens.

7. Timng Aspects

The mark switching approach based on a fixed timer is considered in
thi s docunent.

So, if we analyze a nultipoint-to-nmultipoint path with nore than one
mar ki ng node, it is inportant to recognize the reference nmeasurenent
interval. |In general the nmeasurenent interval for describing the
results is the interval of the marking node that is nore aligned with
the start of the measurenent, as reported in the follow ng figure.
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time -> start stop
T(RL)  [-----mmmmeee- |
T(R2)  -mmmmemmeees |
T(R3) R |

Fi gure 4: Measurenent |nterva

T(R1l) is the neasurenment interval and this is essential in order to
be conpati bl e and nmake conparison with other active/passive/hybrid
Packet Loss netrics.

That is why, when we expand to multipoint-to-nultipoint flows, we
have to consider that all source nodes mark the traffic.

Regarding the tining aspects of the nethodol ogy, RFC 8321 [ RFC8321]
al ready describes two contributions that are taken into account: the
clock error between network devices and the network del ay between
measur enent points.

But we shoul d now consider an additional contribution. Since al
source nodes mark the traffic, the source neasurenent intervals can
be of different lengths and with different offsets and this m snmatch
m can be added to d, as shown in figure.

... BBBBBBBBB | AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA | BBBBBBBBB. . .
| < >|
I L I
>| < >< >| <
I L/ 2 L/ 2 |
| <:><:::>| | <:::><:>|
m d | | d m
| < >|

avai l abl e counting interva

Figure 5: Timng Aspects for Miltipoint paths

So the m salignnent between the narking source routers gives an
additional constraint and the value of mis added to d (that already
i ncludes clock error and network del ay).

In the end, the condition that nust be satisfied to enable the nethod
to function properly is that the avail able counting interval nust be
> 0, and that nmeans: L - 2m- 2d > 0 for each neasurenent point on
the multipoint path. Therefore, the m snatch between neasurenent
intervals nust satisfy this condition
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8.

8.

8.

8.

8.

1.

1.

2

2

Mul ti point Delay and Del ay Variation

The sane |ine of reasoning can be applied to Delay and Del ay
Variation. It is inportant to highlight that both delay and del ay
vari ation neasurenments nmake sense in a nmultipoint path. The Del ay
Variation is calcul ated by considering the sane packets sel ected for
nmeasuring the Del ay.

In general, it is possible to performdelay and delay variation
measur enents on nul ti point paths basis or on single packets basis:

0 Delay neasurenments on nultipoint paths basis neans that the del ay
value is representative of an entire nultipoint path (e.g. whole
mul ti point network, a cluster or a conbination of clusters).

0 Delay neasurenents on single packets basis neans that you can use
mul tipoint path just to easily couple packets between inputs and
out put nodes of a nmultipoint path, as it is described in the
foll owi ng sections.

Del ay measurenents on mnul tipoint paths basis
1. Single Marking neasurenent

Mean del ay and nmean del ay variation neasurenents can al so be
generalized to the case of nultipoint flows. It is possible to
comput e the average one-way del ay of packets, in one block, in a
cluster or in the entire nonitored network.

The average | atency can be neasured as the difference between the
wei ght ed averages of the nean tinmestanps of the sets of output and
i nput nodes.

Del ay measurenents on single packets basis
1. Single and Doubl e Marking measurenent

Del ay and del ay variation neasurenments relative to only one picked
packet per period (both single and double marked) can be performed in
the Multipoint scenario with sone linmitations:

Singl e marking based on the first/last packet of the interva
woul d not work, because it would not be possible to agree on the
first packet of the interval

Doubl e marking or nultipl exed marki ng woul d work, but each
measur enent woul d only give information about the delay of a
single path. However, by repeating the neasurenent nultiple
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times, it is possible to get information about all the paths in
the multipoint flow This can be done in case of point-to-

mul tipoint path but it is nmore difficult to achieve in case of
mul tipoint-to-nultipoint path because of the nultiple source
routers.

if we would performa delay neasurenent for nore than one picked
packet in the same marking period and, especially, if we want to get
del ay nesurenments on mnultipoint-to-nultipoint basis, both single and
doubl e marki ng met hod are not useful in the Miltipoint scenario,
since they would not be representative of the entire flow The
packets can follow different paths with various delays and in genera
it can be very difficult to recognize nmarked packets in a nultipoint-
to-nultipoint path especially in case they are nore than one per

peri od.

A desirable option is to nonitor sinultaneously all the paths of a
mul tipoint path in the sane marking period and, for this purpose,
hashi ng can be used as reported in the next Section

8.2.2. Hashing selection method

RFC 5474 [ RFC5474] and RFC 5475 [ RFC5475] introduce sanpling and
filtering techniques for |IP Packet Selection

The hash-based sel ecti on et hodol ogi es for del ay measurement can work
ina multipoint-to-mnultipoint path and can be used both coupled to
mean del ay or stand al one.

[1-D. mzrahi-ippm conpact-alternate-marking] introduces how to use
the Hash nmethod conbi ned with alternate marki ng nethod for point-to-
point flows. It is also called Mxed Hashed Marking: the coupling of
mar ki ng met hod and hashing technique is very useful because the
mar ki ng bat ches anchor the sanples selected with hashing and this
simplifies the correlation of the hashing packets al ong the path.

It is possible to use a basic hash or a dynanic hash nethod. One of
the chal l enges of the basic approach is that the frequency of the
sampl ed packets may vary considerably. For this reason the dynanic
approach has been introduced for point-to-point flowin order to have
the desired and al nost fixed nunber of sanples for each neasurenent
period. In the hash-based sanpling, alternate marking is used to
create periods, so that hash-based sanples are divided into batches
all owing to anchor the selected sanples to their period. Mreover in
the dynam ¢ hash-based sanmpling, by dynamically adapting the | ength
of the hash value, the nunber of sanples is bounded in each marking
period. This can be realized by choosing the nmaxi num nunber of
sanples (NMAX) to be catched in a marking period. The algorithm
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starts with only few hash bits, that permt to select a greater
percent age of packets (e.g. with O bit of hash all the packets are
sampled, with 1 bit of hash half of the packets are sanpled, and so
on). Wen the nunber of sel ected packets reaches NMAX, a hashing bit
is added. As a consequence, the sanpling proceeds at half of the
original rate and al so the packets already selected that don't match
the new hash are discarded. This step can be repeated iteratively.

It is assuned that each sanple includes the tinmestanp (used for del ay
measur enent) and the hash value, allow ng the managenent systemto
mat ch the sanpl es received fromthe two neasurenent points. The
dynani ¢ process statistically converges at the end of a nmarking
period and the final nunber of selected sanples is between NMAX/ 2 and
NMAX. Therefore, the dynam c approach paces the sanpling rate,

all owi ng to bound the nunber of sanpl ed packets per sampling period.

In a nultipoint environnent the behaviour is simlar to point-to
point flow In particular, in the context of nultipoint-to-
mul ti point flow, the dynanic hash could be the solution to perform
del ay neasurenents on specific packets and to overcone the single and
doubl e marking linitations.

The managenent systemreceives the sanples including the tinestanps
and the hash value fromall the MPs, and this happens both for point-
to-point and for multipoint-to-rmultipoint flow Then the | ongest
hash used by MPs is deduced and it is applied to couple tinestanmps of
same packets of 2 MPs of a point-to-point path or of input and out put
MPs of a Cluster (or a Super Cluster or the entire network). But
some considerations are needed: if there isn't packet |oss the set of

i nput sanples is always equal to the set of output sanples. |In case
of packet | oss the set of output sanples can be a subset of input
sampl es but the method still works because, at the end, it is easy to

coupl e the input and output tinestanps of each catched packet using
the hash (in particular the "unused part of the hash" that should be
different for each packet).

In summary, the basic hash is logically sinilar to the double marking
met hod, and in case of point-to-point path doubl e marking and basic
hash sel ection are equivalent. The dynam c approach scal es the
nunber of neasurenents per interval, and it would seemthat double
mar ki ng woul d al so work well if we reduced the interval |ength, but
this can be done only for point-to-point path and not for nultipoint
pat h, where we cannot couple the picked packets in a multipoint
paths. So, in general, if we want to get delay mesurenents on

mul ti point-to-multipoint path basis and want to sel ect nore than one
packet per period, double marking cannot be used because we coul d not
be able to couple the picked packets between input and out put nodes.
On the other hand we can do that by using hashing sel ection
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10.

An SDN enabl ed Perfornmance Managenent

The Multipoint Alternate Marking framework that is introduced in this
docunent adds flexibility to PM because it can reduce the order of
magni t ude of the packet counters. This allows an SDN Orchestrator to
supervi se, control and manage PMin |arge networks.

The monitoring network can be considered as a whole or can be split
in Clusters, that are the small est subnetworks (group-to-group
segnents), nmaintaining the packet |oss property for each subnetwork.
They can al so be conbined in new connected subnetworks at different
| evel s depending on the detail we want to achieve.

An SDN Controller can calibrate Performance Measurements. |t can
start without examining in depth. In case of necessity (packet |oss
is nmeasured or the delay is too high), the filtering criteria could
be immediately specified nore in order to performa partition of the
network by using Clusters and/or different conbinations of Cdusters.
In this way the problemcan be localized in a specific Cluster or in
a single conmbination of Clusters and a nore detail ed anal ysis can be
performed step-by-step by successive approximtion up to a point-to-
poi nt flow detail ed anal ysi s.

In addition an SDN Controller could also collect the nmeasurenent
hi story.

Exanpl es of application

There are three application fields where it may be useful to take
into consideration the Multipoint Alternate Marking:

o VPN The IP traffic is selected on IP source basis in both
directions. At the end point WAN interface all the output traffic
is counted in a single flow The input traffic is conposed by al
the other flows aggregated for source address. So, by considering
n end-points, the nonitored flows are n (each flowwith 1 ingress
point and (n-1) egress points) instead of n*(n-1) flows (each
flow, with 1 ingress point and 1 egress point);

o Mbbile Backhaul: LTE traffic is selected, in the Up direction, by
the EnodeB source address and, in Down direction, by the EnodeB
destination address because the packets are sent fromthe Mbile
Packet Core to the EnodeB. So the nonitored flowis only one per
EnodeB in both directions;

o0 OIT(Over The Top) services: The traffic is selected, in the Down
direction by the source addresses of the packets sent by OIT
Servers. In the opposite direction (Up) by the destination IP
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12.

13.

14.

14.

14.

addresses of the same Servers. So the nonitoring is based on a
single flow per OIT Servers in both directions.

Security Considerations

Thi s docunent specifies a nmethod to perform nmeasurenments that does
not directly affect Internet security nor applications that run on
the Internet. However, inplenentation of this nethod nust be m ndful
of security and privacy concerns, as explained in RFC 8321 [ RFC8321].
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