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Abst r act

Thi s docunent describes the distributed data collection mechani sm
that allows nmultiple data streans to be nanaged using a single
subscription. Specifically, multiple data streans are pushed
directly to the collector wthout passing through a broker for

i nternal consolidation.

Requi renment s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on April 21, 2019.
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1. Introduction

Streaming telenetry refers to sending a continuous stream of
operational data froma device to a renote receiver. This provides
an ability to nonitor a network fromrenote and to provi de network
anal ytics. Devices generate telenetry data and push that data to a
collector for further analysis. By streanming the data, nuch better
performance, finer-grained sanpling, nonitoring accuracy, and
bandwi dth utilization can be achieved than with polling-based
alternatives
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YANG- Push [I-D.ietf-netconf-yang-push] defines a transport-

i ndependent subscription nechani smfor datastore updates, in which a
subscri ber can subscribe to a stream of datastore updates froma
server, or update provider. The current design involves subscription
to a single push server. This conceptually centralized nodel
encounters efficiency linmtations in cases where the data sources are
t henmsel ves distributed, such as line cards in a piece of network

equi prent. In such cases, it will be a lot nmore efficient to have
each data source (e.g., each line card) originate its own stream of
updates, rather than requiring updates to be tunnel ed through a
central server where they are conbined. Wat is needed is a

di stributed mechanismthat allows to directly push multiple

i ndi vi dual data substreans, without needing to first pass them
through an additional processing stage for internal consolidation

but still allow ng those substreans to be managed and controlled via
a single subscription

Thi s docunent will describe such distributed data collection
mechani sm and how it can work by extending existing YANG Push
mechani sm The proposal is general enough to fit many scenari os.

2. Use Cases

2.1. Use Case 1: Data Collection from Devices with M n-board and Li ne-
cards

For data collection fromdevices with main-board and |ine-cards,

exi sting YANG Push sol utions consider only one push server typically
reside in the main board. As shown in the following figure, data are
collected fromline cards and aggregate to the nmain board as one
consol idated stream So the main board can easily becone the
performance bottl e-neck. The optimzation is to apply the

di stributed data collection mechani sm which can directly push data
fromline cards to a collector. On one hand, this will reduce the
cost of scarce conpute and nenory resources on the nain board for
data processing and assenbling. On the other hand, distributed data
push can off-load the streanming traffic to multiple interfaces.
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Fig. 1 Data Collection from Devices with Min-board and Li ne-cards
2.2. Use Case 2: |oT Data Coll ection
In the I oT data collection scenario, as shown in the follow ng
figure, collector usually cannot access to |oT nodes directly, but is

i solated by the border router. So the collector subscribes data from
the border router, and let the border router to disassenble the
subscription to corresponding |oT nodes. The border router is
typically the traffic convergence point. |It's intuitive to treat the
border router as a broker assenbling the data collected fromthe IoT
nodes and forwarding to the collector[I-D.ietf-core-coap-pubsub].
However, the border router is not so powerful on data assenmbling as a
network device. |It’s nore efficient for the collector, which may be
a server or even a cluster, to assenble the subscribed data if
possible. In this case, push servers that reside in | oT nodes can
streamdata to the collector directly while traffic only passes

t hrough the border router.
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Fig. 2 |1oT Data Coll ection
3. Ternmninol ogi es

Subscri ber: generates the subscription instructions to express what
and how the collector want to receive the data

Receiver: is the target for the data publication

Publ i sher: pushes data to the receiver according to the subscription
i nfornation.

Subscription Server: which manages capabilities that it can provide
to the subscri ber.

G obal Subscription: the subscription requested by the subscriber
It may be deconposed into nultiple Conponent Subscriptions.

Conponent Subscription: is the subscription that defines the data
fromeach individual telenmetry source which is nanaged and controll ed
by a single Subscription Server.

Q@ obal Capability: is the overall subscription capability that the
group of Publishers can expose to the Subscri ber

Conponent Capability: is the subscription capability that each
Publ i sher can expose to the Subscri ber.

Mast er Publication Channel: the session between the Master Publisher
and the Receiver.

Zhou, et al. Expires April 21, 2019 [ Page 5]



Internet-Draft Multiple Steam Originators Cct ober 2018

Agent Publication Channel: the session between the Agent Publisher
and t he Recei ver.

4, Sol ution Overview

Al'l the use cases described in the previous section are very sinilar
on the data subscription and publication node, hence can be
abstracted to the follow ng generic distributed data collection
framework, as shown in the follow ng figure

A Col l ector usually includes two conponents,

o the Subscriber generates the subscription instructions to express
what and how the coll ector want to receive the data;

0 the Receiver is the target for the data publication

For one subscription, there may be one to many receivers. And the
subscri ber does not necessarily share the sanme address with the
receivers.

In this framework, the Publisher pushes data to the receiver
according to the subscription information. The Publisher has the
Master role and the Agent role. Both the Master and the Agent

i nclude the Subscription Server which actually manages capabilities
that it can provide to the subscriber.

The Master knows all the capabilities that the attached Agents and
itself can provide, and exposes the d obal Capability to the
Col l ector. The Collector cannot see the Agents directly, so it wll
only send the d obal Subscription information to the Master. The
Mast er di sassenbl es the @ obal Subscription to nultiple Conponent
Subscriptions, each involving data froma separate telenetry source
The Conponent Subscriptions are then distributed to the corresponding
Agent s.

When data streaning, the Publisher collects and encapsul ates the
packets per the Conponent Subscription, and pushes the piece of data
whi ch can serve directly to the designated data Collector. The

Coll ector is able to assenble many pieces of data associated with one
A obal Subscription, and can al so deduce the missing pieces of data.
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Fig. 3 The Ceneric Distributed Data Coll ection Framework
Master and Agents may interact with each other in several ways:
0 Agents need to have a registration or announcenent handshake with
the Master, so the Master is aware of themand of life-cycle
events (such as Agent appearing and di sappearing).

o Contracts are needed between the Master and each Agent on the
Conponent Capability, and the format for stream ng data structure.

0 The Master relays the conponent subscriptions to the Agents.
0 The Agents indicate status of Conponent Subscriptions to the
Master. The status of the overall subscription is maintained by

the Master. The Master is also responsible for notifying the
subscriber in case of any problens of Conponent Subscriptions.
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Any technical mechanisnms or protocols used for the coordination of
operational information between Master and Agent is out-of-scope of
the solution. We will need to instrunent the results of this
coordination on the Master Node.

5.  Subscription Deconposition

Since Agents are invisible to the Collector, the Collector can only
subscribe to the Master. This requires the Master to:

1. expose the dobal Capability that can be served by nultiple
Publ i shers;

2. disassenble the d obal Subscription to multiple Conponent
Subscriptions, and distribute themto the corresponding tel enetry
sour ces;

3. notify on changes when portions of a subscription noving between
di fferent Agents over tine.

To achi eve the above requirenments, the Master need a d oba

Capabi lity description which is typically the YANG [ RFC7950] data
nmodel . This gl obal YANG nodel is provided as the contract between
the Master and the Collector. Each Agent associating with the Master
owns a |l ocal YANG nodel to describe the Conponent Capabilities which
it can serve as part of the dobal Capability. Al the Agents need
to know t he nanmespace associated with the Mster

The Master also need a data structure, typically a Resource-Location
Tabl e, to keep track of the mapping between the resource and the
corresponding | ocation of the Subscription Server which conmits to
serve the data. Wen a d obal Subscription request arrives, the
Master will firstly extract the filter information fromthe request.
Consequently, according to the Resource-Location Table, the d oba
Subscription can be di sassenbled into nultiple Conponent
Subscriptions, and the corresponding | ocati on can be associ at ed.

The deci si on whether to deconpose a G obal Subscription into nultiple
Conponent Subscriptions rests with the Resource-Location Table. A
Mast er can decide to not deconpose a d obal Subscription at all and
push a single streamto the receiver, because the | ocation

i nformation indicates the @ obal Subscription can be served locally
by the Master. Similarly, it can decide to entirely deconpose a

G obal Subscription into nultiple Conponent Subscriptions that each
push their own streans, but not fromthe Master. It can al so decide
to deconpose the @ obal Subscription into several Conponent
Subscriptions and retain sone aspects of the d obal Subscription
itself, also pushing its own stream
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Conponent Subscriptions belonging to the same d obal Subscription
MUST NOT overlap. The conbination of all Conponent Subscriptions
MUST cover the sanme range of nodes as the d obal Subscription. Also,
the sane subscription settings apply to each Conponent Subscription
i.e., the sane receivers, the sane tine periods, the sanme encodi ngs
are applied to each Conponent Subscription per the settings of the

d obal Subscription

Each Conponent Subscription in effect constitutes a full-fl edged
subscription, with the follow ng constraints:

0 Conponent subscriptions are systemcontrolled, i.e. managed by the
Mast er, not by the subscriber.

o Conmponent subscription settings such as tinme periods, danpening
peri ods, encodings, receivers adopt the settings of their d oba
Subscri ption.

o The life-cycle of the Conponent Subscription is tied to the life-
cycle of the G obal Subscription. Specifically, termnating/
renovi ng the G obal Subscription results in term nation/renoval of
Conponent Subscri ptions.

0 The Conponent Subscriptions share the sane Subscription ID as the
d obal Subscription

6. Publication Conposition

The Publisher collects data and encapsul ates t he packets per the
Conponent Subscription. There are several potential encodings,

i ncluding XM, JSON, CBOR and GPB. The format and structure of the
data records are defined by the YANG schema, so that the conposition
at the Receiver can benefit fromthe structured and hierarchical data
i nst ance.

The Receiver is able to assenble many pieces of data associated with
one subscription, and can al so deduce the missing pieces of data.

The Receiver recognizes data records associated with one subscription
according the Subscription ID. Data records generated per one
subscription are assigned with the sane Subscription ID

For the tinme series data stream records are produced periodically
fromeach streamoriginator. The message arrival tinme varies because
of the distributed nature of the publication. The Receiver assenbles
data generated at the sanme tinme period based on the recording tine
consisted in each data record. In this case, tine synchronization is
required for all the Publishers.
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10.

11.

To check the integrity of the data generated fromdifferent
Publ i shers at the same tinme period, the Message Generator ID
[I-D.ietf-netconf-notification-messages]is helpful. This requires
the Subscriber to know the nunber of Conponent Subscriptions which
the @ obal Subscription is deconposed to. For the dynamc
subscription, the reponse of the "establish-subscription" and

"nodi fy-subscription" RPC defined in
[I-D.ietf-netconf-subscribed-notifications] can include a list of
Message Generator IDs to indicate how the d obal Subscriptionis
deconposed into several Conponent Subscriptions. The "subscription-
started" and "subscription-nodified" notification defined in
[I-D.ietf-netconf-subscribed-notifications] can also include a |ist
of Message Cenerator IDs to notify the current Publishers for the
correspondi ng d obal Subscription

Subscription State Change Notifications
In addition to sending event records to receivers, the Master MJST
al so send subscription state change
notifications[l-D.ietf-netconf-subscribed-notifications] when events
related to subscription managenent have occurred. Al the
subscription state change notifications MJIST be delivered by the
Mast er Publication Channel which is the session between the Mster
Publ i sher and the Receiver.
When t he subscription deconposition result changed, the
"subscription-nodified" notification will be sent to indicate the new
a list of Publishers.

I ANA Consi derations
TBD

Security Considerations
It’s expected to reuse the existing secure transport |ayer protocols,
such as TLS [ RFC5246] and DTLS [ RFC6347], to secure the telenetry
stream

Acknowl edgenent s
TBD
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Appendi x A. Change Log
(To be renmoved by RFC editor prior to publication)
vO1l
0 Mnor revision on Subscription Deconposition
0 Revised term nol ogi es
0 Renoved nost inplenentation related text

o Place holder of two sections: Subscription Managenment, and
Notifications on Subscription State Changes

v02

0 Revised section 4 and 5. Myved them from apendix to the main
text.

v03

0 Added a section for Terninol ogi es.

0 Added a section for Subscription State Change Notifications.

0 |Inproved the Publication Conposition section by adding a nethed to
check the integrity of the data generated fromdifferent
Publ i shers at the sane tine period.

0 Revised the solution overview for a nore clear description
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