PCEP Extensions for BIER
draft-chen-pce-bier-04

Abstract

Bit Index Explicit Replication (BIER)-TE shares architecture and packet formats with BIER as described in [I-D.ietf-bier-architecture]. BIER-TE forwards and replicates packets based on a BitString in the packet header, but every BitPosition of the BitString of a BIER-TE packet indicates one or more adjacencies. BIER-TE Path can be derived from a Path Computation Element (PCE).

This document specifies extensions to the Path Computation Element Protocol (PCEP) to handle requests and responses for the computation of paths for BIER-TE.

Status of This Memo

This Internet-Draft is submitted in full conformance with the provisions of BCP 78 and BCP 79.

Internet-Drafts are working documents of the Internet Engineering Task Force (IETF). Note that other groups may also distribute working documents as Internet-Drafts. The list of current Internet-Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maximum of six months and may be updated, replaced, or obsoleted by other documents at any time. It is inappropriate to use Internet-Drafts as reference material or to cite them other than as "work in progress."

This Internet-Draft will expire on May 19, 2019.

Copyright Notice

Copyright (c) 2018 IETF Trust and the persons identified as the document authors. All rights reserved.

This document is subject to BCP 78 and the IETF Trust’s Legal Provisions Relating to IETF Documents (https://trustee.ietf.org/license-info) in effect on the date of
1. Introduction

Bit Index Explicit Replication (BIER)-TE shares architecture and packet formats with BIER as described in [I-D.ietf-bier-architecture]. BIER-TE forwards and replicates packets based on a BitString in the packet header, but every BitPosition of the BitString of a BIER-TE packet indicates one or more adjacencies. BIER-TE Path can be derived from a Path Computation Element (PCE).

This document specifies extensions to the Path Computation Element Protocol (PCEP) to handle requests and responses for the computation of paths for BIER-TE.
2. Conventions used in this document

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC2119.

3. Overview of PCEP Operation in BIER Networks

BIER-TE forwards and replicates packets based on a BitString in the packet header. In a PCEP session, an ERO object specified in [RFC5440] can be extended to carry a BIER-TE path consists of one or more BIER-ERO subobject(s). BIER-TE computed by a PCE can be represented in the following forms:

- An ordered set of adjacencies BitString(s) in which each bit represents that the adjacencies to which the BFR should replicate packets to in the domain.

In this document, we define a set of PCEP protocol extensions, including a new PCEP capability, a new Path Setup Type (PST), a new BIER END-POINT Object, new ERO subobjects, new RRO subobjects, new PCEP error codes and procedures.

4. BIER PCEP Message Extensions

The following section describes the protocol extensions required to support BIER-TE path.

4.1. BIER Capability Advertisement

4.1.1. The OPEN Object

This document defines a new optional TLV for use in the OPEN Object.

4.1.1.1. The BIER PCE Capability TLV

The BIER-PCE-CAPABILITY TLV is an optional TLV associated with the OPEN Object to exchange BIER capability of PCEP speakers. The format of the BIER-PCE-CAPABILITY TLV is shown in the following figure:
The code point for the TLV type is to be defined by IANA.

Length: 4 bytes.

The "Reserved" (2 octet) and "Flags" (2 octet) fields are currently unused, and MUST be set to zero on transmission and ignored on reception.

4.1.1.1.1. Exchanging BIER Capability

This document defines a new optional BIER-PCE-CAPABILITY TLV for use in the OPEN object to negotiate the BIER capability. The inclusion of this TLV in the OPEN message destined to a PCC indicates the PCE’s capability to perform BIER-TE path computations, and the inclusion of this TLV in the OPEN message destined to a PCE indicates the PCC’s capability to support BIER-TE Path.

A PCE that is able to support the BIER extensions defined in this document SHOULD include the BIER-PCE-CAPABILITY TLV on the OPEN message. If the PCE does not include the BIER-PCE-CAPABILITY TLV in the OPEN message and PCC does include the TLV, it is RECOMMENDED that the PCC indicates a mismatch of capabilities.

4.2. Path Computation Request/Reply Message Extensions

4.2.1. The RP/SPR Object

In order to setup an BIER-TE, a new PATH-SETUP-TYPE TLV[I-D.ietf-pce-lsp-setup-type] MUST be contained in RP or SRP object. This document defines a new Path Setup Type (PST) for BIER as follows:

- PST = 2: Path is setup using BIER Traffic Engineering technique.

If a PCEP speaker does not recognize the PATH-SETUP-TYPE TLV, it MUST ignore the TLV in accordance with [RFC5440]. If a PCEP speaker recognizes the TLV but does not support the TLV, it MUST send PCErr with Error-Type = 2 (Capability not supported).
4.2.2. The New BIER END-POINT Object

The END-POINTS object is used in a PCReq message to specify the BIER information of the path for which a path computation is requested. To represent the end points for a BIER path efficiently, we define a new END-POINT Object for the BIER path:

The format of the new END-POINTS Object is as follows:

```
+----------------------------------------+
| Subdomain-ID   |   BS Length   |         Source BFR-id         |
+----------------------------------------+
| Destination BFR-id |       ...     |                          |
+----------------------------------------+
| Destination BFR-id |       ...     |                          |
+----------------------------------------+
```

Figure 2

Subdomain-id: Unique value identifying the BIER sub-domain. 1 octet

BS Length: A 1 octet field encoding the supported BitString length.

Source BFR-id: A 2 octet field encoding the source BFR-id.

Destination BFR-id: A 2 octet field encoding the destination BFR-id.

4.2.3. ERO Object

BIER-TE consists of one or more adjacencies BitStrings where every BitPosition of the BitString indicates one or more adjacencies, as described in ([I-D.eckert-bier-te-arch]).

The ERO object specified in [RFC5440] is used to encode the path of a TE LSP through the network. The ERO is carried within a PCRep message to provide the computed TE LSP if the path computation was successful. In order to carry BIER-TE explicit paths, this document defines a new ERO subobjects referred to as "BIER-ERO subobjects" whose formats are specified in the following section. An BIER-ERO subobjects carrying a adjacencies BitStrings consists of one or more BIER-ERO subobject(s).
4.2.3.1. BIER-ERO Subobject

Type: TBD
Length: 4 bytes

BS Length: A 1 octet field encoding the supported BitString length.
The "Reserved" (1 octets) fields are currently unused, and MUST be set to zero on transmission and ignored on reception.

Adjacency BitString: A 4 octet field encoding the Adjacency BitString where every BitPosition of the BitString indicates one or more adjacencies.

4.2.3.1.1. BIER-ERO Processing

If a PCC finds a non-recognize the BIER-ERO subobject, the PCC MUST respond with a PCErr message with Error-Type=3 ("Unknown Object") and Error-Value=2 ("Unrecognized object Type") or Error-Type=4 ("Not supported object") and Error-Value=2 ("Not supported object Type") as described in [RFC5440].

If a PCC receives an BIER-ERO subobject in which either BitStringLength or Adjacency BitString is absent, it MUST consider the entire BIER-ERO subobject invalid and send a PCErr message with Error-Type = 10 ("Reception of an invalid object") and Error-Value = TBD ("BitStringLength is absent ") and Error-Value = TBD ("Adjacency BitString is absent ")

If a PCC detects that all subobjects of BIER-ERO are not identical, it MUST send a PCErr message with Error-Type = 10 ("Reception of an invalid object") and Error-Value = TBD ("Non-identical BIER-ERO subobjects").
If a PCC receives an BIER-ERO subobject in which BitStringLength values are not chosen from: 64, 128, 256, 512, 1024, 2048, and 4096, as it described in ([I-D.ietf-bier-architecture]). The PCC MUST send a PCErr message with Error-Type = 10 ("Reception of an invalid object") and Error-Value = TBD ("Invalid BitStringLength").

4.2.4. RRO Object

A PCC can record BIER-ERO explicit paths and report the paths to a PCE via RRO. An RRO object contains one or more subobjects called "BIER-RRO subobjects" whose formats are the same as that of BIER-ERO subobject.

4.2.4.1. RRO Processing

Processing rules of BIER-RRO subobject are identical to those of BIER-ERO subobject defined in section 4.2.3.1 in this document.

5. Security Considerations

TBD.

6. IANA Considerations

6.1. PCEP Objects

As discussed in Section 4.2.2, a new END-POINTS Object-Type is defined. IANA has made the following Object-Type allocations from the "PCEP Objects" sub-registry:

<table>
<thead>
<tr>
<th>Object</th>
<th>Object-Class Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIER END-POINT Object</td>
<td>TBD</td>
</tr>
</tbody>
</table>

As discussed in Section 4.2.3 and 4.2.4, a new sub-object type for the PCEP explicit route object (ERO), and a new sub-object type for the PCEP record route object (RRO) are defined. IANA has made the following sub-objects allocation from the RSVP Parameters registry:
6.2. PCEP-Error Objects and Types

As described in Section 4.2.3.1.1, a number of new PCEP-ERROR Object Error Values have been defined.

<table>
<thead>
<tr>
<th>Error-Type</th>
<th>Meaning</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Reception of an invalid object.</td>
<td>RFC5</td>
</tr>
<tr>
<td>540</td>
<td>Error-value = TBD: BitStringLength is absent</td>
<td>This</td>
</tr>
<tr>
<td></td>
<td>Error-value = TBD: BitString is absent</td>
<td>This</td>
</tr>
<tr>
<td></td>
<td>Error-value = TBD: Invalid BitStringLength</td>
<td>This</td>
</tr>
</tbody>
</table>

6.3. PCEP TLV Type Indicators

IANA is requested to allocate a new code point in the PCEP TLV Type Indicators registry, as follows:

<table>
<thead>
<tr>
<th>Value</th>
<th>Meaning</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>TBD</td>
<td>BIER-PCE-CAPABILITY TLV</td>
<td>This document</td>
</tr>
</tbody>
</table>

6.4. New Path Setup Type

IANA is requested to allocate a new code point in the PCEP PATH_SETUP_TYPE TLV PST field registry, as follows:

<table>
<thead>
<tr>
<th>Value</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Path is setup using BIER Traffic Engineering technique</td>
<td>This document</td>
</tr>
</tbody>
</table>
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Abstract

Bit Index Explicit Replication (BIER) [RFC8279] is an architecture that provides multicast forwarding through a "BIER domain" without requiring intermediate routers to maintain multicast related per-flow state. BIER can be supported in MPLS and non-MPLS networks. The common BIER header format and encapsulation for MPLS and non-MPLS networks is specified in [RFC8296].

This document specifies the required extensions to the IS-IS [RFC1195] and OSPFv2 [RFC2328] protocol for supporting BIER in non-MPLS networks using BIER in Ethernet encapsulation.
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1. Introduction

Bit Index Explicit Replication (BIER) [RFC8279] is an architecture that provides multicast forwarding through a "BIER domain" without requiring intermediate routers to maintain multicast related per-flow state. BIER can be supported in MPLS and non-MPLS networks. [RFC8296] specifies a common BIER header format for both MPLS and non-MPLS networks, though the first 20-bits of the BIER header (referred as BIFT-id) is a "MPLS Label" in case of MPLS networks and is a "domain-wide-unique-value" representing the combination of SD-BSL-SI in case of non-MPLS networks. [I-D.ietf-bier-non-mpls-bift-encoding] specifies two optional ways of statically assigning domain-wide-unique mapping between BIFT-IDs and SD-BSL-SI combination.

However, BIER architecture [RFC8279] does NOT require domain-wide-unique BIFT-IDs to be used (even for non-MPLS encapsulation). As discussed in [I-D.zzhang-bier-rift], the BIFT-ID in case of non-MPLS encapsulation can also just be a local 20-bit opaque value and signaled just like in MPLS case.

As an example, suppose a particular BIER domain contains a SD (SD 0), supports two BSLs (256 and 512), and contains 1024 BFRs. A BFR that is provisioned for above SD, and that supports both BSLs, could advertise the following set of BIFT-id’s:

- BIFT-id 1: corresponding to SD 0, BSL 256, SI 0.
- BIFT-id 2: corresponding to SD 0, BSL 256, SI 1.
- BIFT-id 3: corresponding to SD 0, BSL 256, SI 2.
- BIFT-id 4: corresponding to SD 0, BSL 256, SI 3.
- BIFT-id 5: corresponding to SD 0, BSL 512, SI 0.
- BIFT-id 6: corresponding to SD 0, BSL 512, SI 1.

Notice that the example uses ranges of continuous BIFT-ids:

- BIFT-id range [1 to 4] correspond to <SD 0, BSL 256>. The first BIFT-id in the range correspond to SI=0, the second correspond to SI=1, and so on.
- BIFT-id range [5 to 6] correspond to <SD 0, BSL 512>. The first BIFT-id in the range correspond to SI=0, the second correspond to SI=1.

Strictly speaking, using contiguous range is not required, but it is done for the purpose of simplified signaling similar to MPLS label blocks (notice that locally assigning BIFT-ID ranges requires no manual processing just like in the case of MPLS label block allocation).

Processing and forwarding of BIER packets requires special software and hardware capabilities. The BFRs supporting a BIER encapsulation type MUST advertise this capability (along with the other required parameters specific to the encapsulation) to the other routers in BIER domain. This advertisement, for example, will enable the other BFRs in the BIER domain in deciding, whether to include or exclude the advertising router from the BAR and/or IPA algorithm while computing the multicast path for a specific encapsulation type.
[RFC8401] and [RFC8444] specifies the required extensions to the IS-IS [RFC1195] and OSPFv2 [RFC2328] protocol respectively for the distribution of BIER sub-domain information including the Sub-sub-TLV required to support BIER in MPLS encapsulation for MPLS networks.

This document specifies the required extensions to the IS-IS [RFC1195] and OSPFv2 [RFC2328] protocol for supporting BIER using BIER in Ethernet encapsulation with dynamically and locally assigned BIFT-IDs.

Support for other encapsulation types are outside the scope of this document.

2. Terminology

Some of the terminology specified in [RFC8279] is replicated here and extended by necessary definitions:

BIER: Bit Index Explicit Replication
(The overall architecture of forwarding multicast using a Bit Position).

BIER-MPLS: BIER in MPLS encapsulation.
(Encapsulation of BIER header inside MPLS header in MPLS networks).

BIER-ETH: BIER in Ethernet encapsulation.
(Encapsulation of BIER header inside Ethernet header (EtherType=0xAB37) in non-MPLS networks).

BFR: Bit Forwarding Router (A router that participates in Bit Index Multipoint Forwarding). A BFR is identified by a unique BFR-prefix in a BIER domain.

BIFT: Bit Index Forwarding Table used to forward the BIER packets in a domain.

BAR: BIER Algorithm. Used to calculate underlay nexthops as defined by the BAR value.

IPA: IGP Algorithm. May be used to modify, enhance or replace the calculation of underlay paths as defined by the BAR value.
2.1. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all capitals, as shown here.

3. Specification

A BIER sub-domain MAY support multiple BIER encapsulation types like BIER-MPLS, BIER-ETH. The different encapsulation types supported by a BFR in a sub-domain MUST share the same BFR-id. This would allow the BFR’s in transit to translate the encapsulation from one type to the other while forwarding the packet in the BIER sub-domain.

When a BFIR/BFR supports multiple BIER encapsulation types, when sending to a BIER neighbor it MUST use a type that the neighbor also supports. If the neighbor also supports more than one encapsulation type that this BFIR/BFR supports, the type selection could be a matter of local policy and is outside the scope of this document.

3.1. IS-IS BIER Ethernet Encapsulation Sub-sub TLV

BIER Info sub-TLV defined in [RFC8401] is used to advertise the sub-domain id, and other associated parameters of the sub-domain like BFR-id, MT, BAR, IPA.

This document introduces new sub-sub-TLV under BIER Info sub-TLV to advertise the ethernet encapsulation capability and other associated parameters of the encapsulation.

This sub-sub-TLV carries the information for the BIER Ethernet encapsulation including the BitString length supported for a certain <MT,SD> pair.

It is advertised within the BIER Info sub-TLV defined in [RFC8401] which in-turn is carried within the TLVs 235, 237 [RFC5120] or TLVs 135 [RFC5305], or TLV 236 [RFC5308].

This sub-sub-TLV MAY appear multiple times within a single BIER Info sub-TLV. If the same BitString length is repeated in multiple BIER Ethernet encapsulation sub-sub-TLVs inside the same BIER Info sub-TLV, the BIER Info sub-TLV MUST be ignored.
Type: 2 (suggested value - To be assigned by IANA).

Length: 4

Max SI: A 1 octet field encoding the Maximum Set Identifier (Section 1 of [RFC8279]) used in the encapsulation for this BIER subdomain for this BitString length. The first BIFT-id is for SI=0, the second BIFT-id is for SI=1, etc. If the BIFT-id associated with the Maximum Set Identifier exceeds the 20-bit range, the sub-sub-TLV MUST be ignored.

Local BitString Length (BS Len): A 4 bit field encoding the bitstring length (as per [RFC8296]) supported for the encapsulation.

BIFT-id: A 20 bit field encoding the first BIFT-id of the BIFT-id range.

The "BIFT-id range" is the set of 20-bit values beginning with the BIFT-id and ending with (BIFT-id + (Max SI)). A unique BIFT-id range is allocated for each BitString length and sub-domain-id. These BIFT-id’s are used for BIER forwarding as described in [RFC8279] and [RFC8296].

The size of the BIFT-id range is determined by the number of SI’s (Section 1 of [RFC8279]) that are used in the network. Each SI maps to a single BIFT-id in the BIFT-id range: the first BIFT-id is for SI=0, the second BIFT-id is for SI=1, etc.

If the BIFT-id associated with the Maximum Set Identifier exceeds the 20-bit range, the BIER Ethernet Encapsulation Sub-sub-TLV containing the error MUST be ignored.

3.2. OSPFv2 BIER Ethernet Encapsulation Sub-TLV

BIER Sub-TLV defined in [RFC8444] is used to advertise the sub-domain id, and other associated parameters of the sub-domain like BFR-id, MT, BAR, IPA.
This document introduces new Sub-TLV under BIER Sub-TLV to advertise the ethernet encapsulation capability and other associated parameters of the encapsulation.

This Sub-TLV carries the information for the BIER Ethernet encapsulation including the BitString length supported for a certain <MT,SD> pair.

It is advertised within the BIER Sub-TLV defined in [RFC8444] which in-turn is carried within the OSPFv2 Extended Prefix TLV defined in [RFC7684].

This Sub-TLV MAY appear multiple times within a single BIER Sub-TLV. If the same BitString length is repeated in multiple BIER Ethernet encapsulation Sub-TLVs inside the same BIER Sub-TLV, the BIER Sub-TLV MUST be ignored.

<table>
<thead>
<tr>
<th>0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>+---------------------------------+-------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>+---------------------------------+-------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>+---------------------------------+-------</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

**Type**: 11 (suggested value - To be assigned by IANA).

**Length**: 8

**Max SI**: A 1 octet field encoding the Maximum Set Identifier (Section 1 of [RFC8279]) used in the encapsulation for this BIER subdomain for this BitString length. The first BIFT-id is for SI=0, the second BIFT-id is for SI=1, etc. If the BIFT-id associated with the Maximum Set Identifier exceeds the 20-bit range, the sub-sub-TLV MUST be ignored.

**BIFT-id**: A 3-octet field, where the 20 rightmost bits represent the first BIFT-id in the BIFT-id range. The 4 leftmost bits MUST be ignored.

The "BIFT-id range" is the set of 20-bit values beginning with the BIFT-id and ending with (BIFT-id + (Max SI)). A unique BIFT-id range is allocated for each BitString length and sub-domain-id. These BIFT-id’s are used for BIER forwarding as described in [RFC8279] and [RFC8296].
The size of the BIFT-id range is determined by the number of SI’s (Section 1 of [RFC8279]) that are used in the network. Each SI maps to a single BIFT-id in the BIFT-id range: the first BIFT-id is for SI=0, the second BIFT-id is for SI=1, etc.

If the BIFT-id associated with the Maximum Set Identifier exceeds the 20-bit range, the BIER Ethernet Encapsulation Sub-sub-TLV containing the error MUST be ignored.

Local BitString Length (BS Len): A 4 bit field encoding the bitstring length (as per [RFC8296]) supported for the encapsulation.

Reserved: SHOULD be set to 0 on transmission and MUST be ignored on reception.

4. Security Considerations

Security concerns for IS-IS are addressed in [RFC5304] and [RFC5310] and the security concerns for IS-IS extensions for BIER are addressed in [RFC8401]. This document introduces new sub-sub-TLV for the already existing IS-IS TLVs defined for distributing the BIER sub-domain information in [RFC8401]. It does not introduce any new security risks to IS-IS.

Security concerns and required extensions for OSPFv2 are addressed in [RFC2328] and [RFC7684] and the security concerns for OSPFv2 extensions for BIER are addressed in [RFC8444]. This document introduces new Sub-TLV for the already existing OSPFv2 TLV defined for distributing the BIER sub-domain information in [RFC8444]. It does not introduce any new security risks to OSPFv2.

5. IANA Considerations

The document requests new allocations from the IANA registries as follows

5.1. IS-IS sub-sub-TLVs for BIER Info sub-TLV Registry

- BIER Ethernet Encapsulation sub-sub-TLV: 2 (suggested)

5.2. OSPFv2 Extended Prefix TLV Sub-TLVs Registry

- BIER Ethernet Encapsulation Sub-TLV: 11 (suggested)
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Abstract

Point to multipoint (P2MP) BFD is designed to verify multipoint connectivity. This document specifies the application of P2MP BFD in BIER network.
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1. Introduction

Bit Index Explicit Replication (BIER) [RFC8279] provides optimal forwarding of multicast data packets through a multicast domain. It does so without requiring any explicit tree-building protocol and without requiring intermediate nodes to maintain any per-flow state. BIER resilience use cases are described in [I-D.xiong-bier-resilience] including End-to-End 1+1 and 1:1 Protection and the failure detection mechanisms MAY use P2MP BFD and P2MP active tail detection method respectively.

[I-D.ietf-bfd-multipoint] defines a method of using Bidirectional Forwarding Detection (BFD) to monitor and detect unicast failures between the sender (head) and one or more receivers (tails) in multipoint or multicast networks.


This document describes the procedures for using such mode of BFD protocol to verify multipoint or multicast connectivity between a multipoint sender (the "head", Bit-Forwarding Ingress Routers (BFIRs)) and a set of one or more multipoint receivers (the "tails", Bit-Forwarding Egress Routers (BFERs)). The BIER BFD only supports the
unidirectional multicast. This document defines the use of P2MP BFD as per [I-D.ietf-bfd-multipoint], and active tail as per [I-D.ietf-bfd-multipoint-active-tail] for BIER-specific domain.

2. Conventions used in this document

2.1. Terminology

This document uses the acronyms defined in [RFC8279] along with the following:

BFD: Bidirectional Forwarding Detection.

OAM: Operations, Administration, and Maintenance.

P2MP: Point to Multi-Point.

2.2. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all capitals, as shown here.

3. BIER BFD Encapsulation

BEIR BFD encapsulation uses the BIER OAM packet format defined in [I-D.ietf-bier-ping]. The value of the Msg Type field MUST be set to BIER BFD (TBD1 by IANA). BFD Control packet, defined in Section 4 [RFC5880] immediately follows the BIER OAM header.

4. Bootstrapping BIER BFD

4.1. BIER OAM Ping Bootstrap

The BIER OAM ping could be used for BIER BFD bootstrap. The BFIR sends the BIER OAM ping Echo request messages carrying a BFD discriminator TLV which immediately follows the Target SI-Bitstring TLV (section 3.3.2 [I-D.ietf-bier-ping]) which MUST be included to carry the set of BFER information (Sub-domain-id, Set ID, BS Len, Bitstring) for the purpose of session establishment.

The BFD discriminator TLV is a new TLV for BIER OAM TLV with the type (TBD2 by IANA) and the length of 4. The value contains the 4-byte local discriminator generated by BFIR for this session.
4.2. IGP protocol Bootstrap

An alternative option to bootstrap the BIER BFD is to advertise the BFD information IGP protocol in control plane. This document defines a new BIER BFD Sub-TLV carried in IS-IS and OSPF capability to advertise My Discriminator for BFIR.

4.2.1. IS-IS extension for BIER BFD

The new BIER BFD Sub-TLV is carried in the ISIS router capability TLV. The format is as follows.

```
0                   1                   2                   3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|    Type       |     Length    |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                      My Discriminator                           |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|     RESERVED          |            BIFT-id                    |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                 BitString  (first 32 bits)                    |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                      BitString (last 32 bits)                  |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

Figure 1: BIER BFD Sub-TLV for IS-IS extension

Type : TBD3 by IANA.

Length : Length of the BIER BFD Sub-TLV for IS-IS extension, in bytes.

My Discriminator : A unique, nonzero discriminator value generated by BFIR for each multipoint path.

The BitString field carries the set of BFR-IDs of BFER(s) that the BFIR expects to establish BIER BFD session.

The BIFT-id represents a particular Bit Index Forwarding Table (BIFT) as per [RFC8279].
4.2.2. OSPF extension for BIER BFD

The new BIER BFD Sub-TLV is carried in the Router Information Link State Advertisement (LSA). The format is as follows.

```
<table>
<thead>
<tr>
<th>Type</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>My Discriminator</td>
<td></td>
</tr>
<tr>
<td>RESERVED</td>
<td>BIFT-id</td>
</tr>
<tr>
<td>BitString (first 32 bits)</td>
<td></td>
</tr>
<tr>
<td>BitString (last 32 bits)</td>
<td></td>
</tr>
</tbody>
</table>
```

Figure 2: BIER BFD Sub-TLV for OSPF extension

Type : TBD4 by IANA.
Length : Length of the BIER BFD Sub-TLV for OSPF extension, in bytes.
Other fields in BIER BFD Sub-TLV is the same with section 4.2.1.

5. Discriminators and Packet Demultiplexing

The tail(BFER) demultiplexes incoming BFD packets based on a combination of the source address and My discriminator as specified in [I-D.ietf-bfd-multipoint]. The source address is BFIR-id and BIER MPLS Label (MPLS network) or BFIR-id and BIFT-id (Non-MPLS network) for BIER BFD.

6. Active Tail in BIER BFD

[I-D.ietf-bfd-multipoint-active-tail] defined an extension for Multipoint BFD, which allows tails to notify the head of the lack of multipoint connectivity. For BIER BFD in active tail mode, the BFIR may learn the state and connectivity of the BFERs. As per [I-D.ietf-bfd-multipoint-active-tail], the BFIR can send the Poll sequence messages in combination with the unicast BFD over the monitored BFERs.
7. Security Considerations

For BIER OAM packet processing security considerations, see [I-D.ietf-bier-ping].

For general multipoint BFD security considerations, see [I-D.ietf-bfd-multipoint].

No additional security issues are raised in this document beyond those that exist in the referenced BFD documents.
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9. IANA Considerations

IANA is requested to assign new type from the BIER OAM Message Type registry as follows:

<table>
<thead>
<tr>
<th>Value</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>TBD1</td>
<td>BIER BFD</td>
<td>[this document]</td>
</tr>
<tr>
<td>TBD2</td>
<td>BFD discriminator TLV</td>
<td>[this document]</td>
</tr>
<tr>
<td>TBD3</td>
<td>BIER BFD Sub-TLV for IS-IS</td>
<td>[this document]</td>
</tr>
<tr>
<td>TBD4</td>
<td>BIER BFD Sub-TLV for OSPF</td>
<td>[this document]</td>
</tr>
</tbody>
</table>
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1. Introduction

This document defines a YANG data model for BIER configuration and operation.

2. Design of the Data Model

module: ietf-bier
augment /rt:routing:
  +--rw bier
    +--rw bier-global
      +--rw encapsulation-type? identityref
      +--rw bitstringlength? bsl
      +--rw bfr-id? bfr-id
      +--rw ipv4-bfr-prefix? inet:ipv4-prefix
      +--rw ipv6-bfr-prefix? inet:ipv6-prefix
      +--rw sub-domain* [sub-domain-id]
        +--rw sub-domain-id sub-domain-id
        +--rw underlay-protocol-type? underlay-protocol-type
        +--rw mt-id? mt-id
        +--rw bfr-id? bfr-id
        +--rw bitstringlength? bsl
        +--rw igp-algorithm? ipa
        +--rw bier-algorithm? bar
    +--rw af
      +--rw ipv4* [bitstringlength bier-mpls-label-base]
        +--rw bitstringlength uint16
        +--rw bier-mpls-label-base rt-types:mpls-label
        +--rw max-si? max-si
      +--rw ipv6* [bitstringlength bier-mpls-label-base]
3. Configuration

This Module augments the "/rt:routing:" with a BIER container. This Container defines all the configuration parameters related to BIER for this particular routing.

The BIER configuration contains global configuration.

The global configuration includes BIER encapsulation type, imposition BitStringLengths, BFR-id, BFR-prefixes, and parameters associated with bier sub-domain.

In this document, we contains two types of BitStringLengths: Imposition and Disposition BitStringLengths, as defined in ([I-D.ietf-bier-architecture]). The imposition BitStringLengths is defined under bier-global container, and the disposition BitStringLengths is defined under the sub-domain.

4. Control plane configuration


This Module supports ISIS ([I-D.ietf-bier-isis-extensions]) and OSPF ([I-D.ietf-bier-ospf-bier-extensions]) as control plane for BIER.
5. States

The operational states contains basic parameters associated with bier, such as BIER encapsulation type, BitStringLengths, BFR-id, BFR-prefixes, and parameters associated with bier sub-domain.

It also includes the Bit Index Routing Table (BIRT).

6. Notification

This Module includes bfr-id-collision, bfr-zero, and sub-domain-id-collision.

7. BIER YANG Data Model

<CODE BEGINS> file "ietf-bier@2018-09-29.yang"
module ietf-bier {
    namespace "urn:ietf:params:xml:ns:yang:ietf-bier";

    prefix "bier";

    import ietf-routing {
        prefix "rt";
    }

    import ietf-inet-types {
        prefix "inet";
    }

    import ietf-routing-types {
        prefix "rt-types";
    }

    import ietf-isis {
        prefix "isis";
    }

    import ietf-ospf {
        prefix "ospf";
    }

    organization
        "IETF BIER(Bit Indexed Explicit Replication ) Working Group";

    contact
        "WG List: <mailto:bier@ietf.org>"
The YANG module defines a generic configuration model for BIER.

revision 2018-09-29{
  description
    "latest revision";
  reference "RFC XXXX: YANG Data Model for BIER Protocol.";
}

revision 2018-02-07{
  description
    "03 revision";
  reference "RFC XXXX: YANG Data Model for BIER Protocol.";
}

revision 2017-08-10{
  description
    "02 revision";
  reference "RFC XXXX: YANG Data Model for BIER Protocol.";
}

revision 2017-01-20{
  description
    "01 revision";
  reference "RFC XXXX: YANG Data Model for BIER Protocol.";
}
revision 2016-07-23{
    description
    "00 revision";
    reference "RFC XXXX: YANG Data Model for BIER Protocol.";
}

revision 2016-05-12{
    description
    "04 revision";
    reference "RFC XXXX: YANG Data Model for BIER Protocol.";
}

revision 2016-03-16 {
    description
    "03 revision";
    reference "RFC XXXX: YANG Data Model for BIER Protocol.";
}

revision 2015-12-03 {
    description
    "02 revision";
    reference "RFC XXXX: YANG Data Model for BIER Protocol.";
}

revision 2015-10-16 {
    description
    "01 revision.";
    reference "RFC XXXX: YANG Data Model for BIER Protocol.";
}

revision 2015-06-22 {
    description
    "Initial revision.";
    reference "RFC XXXX: YANG Data Model for BIER Protocol.";
}

/* Identities */
identity bier-encapsulation{
    description
    "Base identity for BIER encapsulation.";
}

identity bier-encapsulation-mpls {
    base bier-encapsulation;
    description
    "This identity represents MPLS encapsulation for bier.";
}

    identity bier-encapsulation-ipv6 {
        base bier-encapsulation;
description
   "This identity represents ipv6 encapsulation for bier."
}
identity bier-encapsulation-ethernet {
    base bier-encapsulation;
    description
       "This identity represents ethernet encapsulation for bier."
}

/*Typedefs*/
typedef sub-domain-id {
    type uint16;
    description
       "The type for sub-domain-id"
}
typedef si {
    type uint16;
    description
       "The type for set identifier"
}
typedef bfr-id {
    type uint16;
    description
       "The type for bfr identifier"
}
typedef ipa{
    type uint8;
    description
       "The type for igp algorithm"
}
typedef bar{
    type uint8;
    description
       "The type for bier algorithm"
}
typedef mt-identity {
    type uint16;
    description
       "The type for multi-topology identifier"
}
typedef max-si{
    type uint8;
    description
       "Maximum Set Identifier .";
typedef bsl {
    type enumeration{
        enum 64-bit{
            value 1;
            description
            "bitstringlength is 64";
        }
        enum 128-bit{
            value 2;
            description
            "bitstringlength is 128";
        }
        enum 256-bit{
            value 3;
            description
            "bitstringlength is 256";
        }
        enum 512-bit{
            value 4;
            description
            "bitstringlength is 512";
        }
        enum 1024-bit{
            value 5;
            description
            "bitstringlength is 1024";
        }
        enum 2048-bit{
            value 6;
            description
            "bitstringlength is 2048";
        }
        enum 4096-bit{
            value 7;
            description
            "bitstringlength is 4096";
        }
    }
    description
    "The bitstringlength type for imposition mode";
}
typedef underlay-protocol-type {
    type enumeration{
        enum ISIS{
            value 1;
description
"isis protocol";
}
enum OSPF{
  value 2;
  description
  "ospf protocol";
}
enum BGP{
  value 3;
  description
  "bgp protocol";
}

description
"the underlay protocol type";
}

/*grouping*/
grouping bier-protocol-extensions{
  leaf mt-id{
    type mt-id;
    description
    "Multi-topology associated with bier sub-domain.";
  }
  container bier-global {
    leaf enable {
      type boolean;
      default false;
      description
      "Enables bier protocol extensions.";
    }
    leaf advertise {
      type boolean;
      default true;
      description
      "Enable to advertise the parameters associated with bier.";
    }
    leaf receive {
      type boolean;
      default true;
      description
      "Enable to receive the parameters associated with bier.";
    }
    description
    "BIER global config.";
  }
}

description
"the underlay protocol type";
"Defines protocol extensions."
}

grouping bier-parameters{
  leaf encapsulation-type {
    type identityref {
      base bier-encapsulation;
    }
    default "bier-encapsulation-mpls";
    description "Dataplane to be used.";
  }
  leaf bitstringlength{
    type bsl;
    description "imposition bitstringlength.";
  }
  leaf bfr-id {
    type bfr-id;
    description "BIER bfr identifier.";
  }
  leaf ipv4-bfr-prefix {
    type inet:ipv4-prefix;
    description "BIER IPv4 prefix.";
  }
  leaf ipv6-bfr-prefix {
    type inet:ipv6-prefix;
    description "BIER IPv6 prefix.";
  }
  description " BIER parameters.";
}

grouping bier-mpls-cfg{
  leaf bitstringlength {
    type uint16;
    description "BIER bitstringlength.";
  }
  leaf bier-mpls-label-base{
    type rt-types:mpls-label;
    description "BIER label base.";
  }
  leaf max-si{
type max-si;
description "Maximum Set Identifier."
;

description "Defines the necessary label ranges per bitstring length."
;

augment "/rt:routing" {

description "This augments routing-instance configuration with bier."

container bier{

container bier-global {

uses bier-parameters;

list sub-domain{

key "sub-domain-id";

leaf sub-domain-id{

type sub-domain-id;

description "sub-domain ID."
;

}

leaf underlay-protocol-type {

type underlay-protocol-type;

description "the underlay protocol type."
;

}

leaf mt-id {

type mt-id;

description "multi-topology ID."
;

}

leaf bfr-id{

type bfr-id;

description "BIER bfr identifier."
;

}

leaf bitstringlength{

type bsl;

description "Disposition bitstringlength."
;

}

leaf igp-algorithm{

type ipa;

description "IGP Algorithm, the values are from the IGP Algorithm registry."
;

}
leaf bier-algorithm{
    type bar;
    description "bier Algorithm.Specifies a BIER-specific algorithm used to calculate underlay paths to reach BFERs";
}
container af {
    list ipv4 {
        key "bitstringlength bier-mpls-label-base";
        uses bier-mpls-cfg;
        description "Defines the necessary label ranges per bitstring length in ipv4.";
    }
    list ipv6 {
        key "bitstringlength bier-mpls-label-base";
        uses bier-mpls-cfg;
        description "Defines the necessary label ranges per bitstring length in ipv6.";
    }
    description "Bier mapping entries.";
}
description "Denfines subdomain configuration";
}
description "BIER global config.";
}
description "BIER config.";
}
container bier-state{
    config false;
    description "BIER operational state.";
}
container bier-global-state{
    config false;
    uses bier-parameters;
}
list sub-domain{
    key "sub-domain-id";
    leaf sub-domain-id{
        type sub-domain-id;
        description "sub-domain ID.";
    }
    leaf underlay-protocol-type {
        type underlay-protocol-type;
        description
"the underlay protocol type.";
}  
leaf mt-id {
  type mt-id;
  description
    "multi-topology ID.";
}
leaf bfr-id{
  type bfr-id;
  description
    "BIER bfr identifier.";
}
leaf bitstringlength{
  type bsl;
  description
    "Disposition bitstringlength.";
}
leaf igp-algorithm{
  type ipa;
  description
    "IGP Algorithm, the values are from the IGP Algorithm registry.";
}
leaf bier-algorithm{
  type bar;
  description
    "bier Algorithm.Specifies a BIER-specific algorithm used to calculate underlay paths to reach BFERs";
}
list ipv4 {
  key "bitstringlength bier-mpls-label-base";
  uses bier-mpls-cfg;
  description
    "Show the necessary label ranges per bitstring length in ipv4.";
}
list ipv6 {
  key "bitstringlength bier-mpls-label-base";
  uses bier-mpls-cfg;
  description
    "Show the necessary label ranges per bitstring length in ipv6.";
}
container birts-state{
  description
    "Defines subdomain configuration";
}
  description
    "Parameters associated with bier.";
}

list birt{
    key "sub-domain-id";
    leaf sub-domain-id{
        type sub-domain-id;
        description
        "BIER sub domain ID";
    }
}

list birt-bitstringlength {
    key "bitstringlength";
    leaf bitstringlength{
        type uint16;
        description
        "BIER bitstringlength.";
    }
}

list birt-si {
    key "si";
    leaf si{
        type si;
        description
        "BIER set identifier.";
    }
    leaf f-bm{
        type uint16;
        description
        "BIER Forwarding Bit Mask.";
    }
    leaf bier-mpls-in-label{
        type rt-types:mpls-label;
        description
        "BIER in-label.";
    }
    leaf bfr-nbr{
        type inet:ip-address;
        description
        "BIER BFR Neighbors.";
    }
    leaf bier-mpls-out-label{
        type rt-types:mpls-label;
        description
        "BIER out-label.";
    }
}

description
"Query the BIRT based on the key set identifier & bitstringlength & sub-domain-id.";
}

description
"Query the BIRT based on the key bitstringlength & sub-domain-id.";
}
"Query the BIRT based on the key sub-domain."

/* Notifications */

notification bfr-id-collision{
  leaf bfr-id{
    type bfr-id;
  }
}
8. Security Considerations

TBD.
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1. Introduction

The Bit Index Explicit Replication (BIER - [RFC8279]) forwarding technique enables IP multicast transport across a BIER domain. When receiving or originating a packet, ingress routers have to construct a bit mask indicating which BIER egress routers located within the same BIER domain will receive the packet. A stateless approach would consist of forwarding all incoming packets toward all egress routers, which would in turn make a forwarding decision based on local information. But any more efficient approach would require ingress routers to keep some state about egress routers multicast membership information, hence requiring state sharing from egress routers toward
This document specifies how to use the Multicast Listener Discovery protocol version 2 [RFC3810] (resp. the Internet Group Management protocol version 3 [RFC3376]) as the ingress part of a BIER multicast flow overlay (BIER layering is described in [RFC8279]) for IPv6 (resp. IPv4). It enables multicast membership information sharing from egress routers, acting as listeners, toward ingress routers, acting as queriers. Ingress routers keep per-egress-router state, used to construct the BIER bit mask associated with IP multicast packets entering the BIER domain.

This document defines an MLDv2 and IGMPv3 extension type, using the extension scheme defined in [I-D.ietf-pim-igmp-mld-extension], that is used to provide BIER specific information about the message originator.

This specification is applicable to both IP version 4 and version 6. It therefore specifies two separate mechanisms operating independently. For the sake of simplicity, the rest of this document uses IPv6 terminology. It can be applied to IPv4 by replacing 'MLDv2' with 'IGMPv3', and following specific requirements when explicitly stated.

2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all capitals, as shown here.

The terms "Bit-Forwarding Router" (BFR), "Bit-Forwarding Egress Router" (BFER), "Bit-Forwarding Ingress Router" (BFIR), "BFR-id" and "BFR-Prefix" are to be interpreted as described in [RFC8279].

Additionally, the following definitions are used:

BIER Multicast Listener Discovery (BMLD): The modified version of MLD specified in this document.

BMLD Querier: A BFR implementing the Querier part of this specification. A BMLD Node MAY be both a Querier and a Listener.

BMLD Listener: A BFR implementing the Listener part of this specification. A BMLD Node MAY be both a Querier and a Listener.
3. Overview

This document proposes to use the mechanisms described in MLDv2 in order to enable multicast membership information sharing from BFERs toward BFIRs within a given BIER domain. BMLD queries (resp. reports) are sent over BIER toward all BMLD Nodes (resp. BMLD Queriers) using modified MLDv2 messages which IP destination is set to a configured ‘all BMLD Nodes’ (resp. ‘all BMLD Queriers’) IP multicast address.

By running MLDv2 instances with per-listener explicit tracking, BMLD Queriers are able to map BMLD Listeners with MLDv2 membership states. This state is then used to construct the set of BFERs associated with each incoming IP multicast data packet.

4. Applicability Statement

BMLD runs on top of a BIER Layer and provides the ingress part of a BIER multicast flow overlay, i.e., it specifies how BFIRs construct the set of BFERs for each ingress IP multicast data packet. The BFER part of the Multicast Flow Overlay is out of scope of this document.

The BIER Layer MUST be able to transport BMLD messages toward all BMLD Queriers and Listeners. Such packets are IP multicast packets with a BFR-Prefix as source address, a multicast destination address, and containing a MLDv2 message.

BMLD only requires state to be kept by Queriers, and is therefore more scalable than PIMv2 [RFC7761] in terms of overall state, but is also likely to be less scalable than PIMv2 in terms of the amount of control traffic and the size of the state that is kept by individual routers.

This specification is applicable to both IP version 4 and version 6. It therefore specifies two separate mechanisms operating independently. For the sake of simplicity, this document uses IPv6 terminology. It can be applied to IPv4 by replacing ‘MLDv2’ with ‘IGMPv3’, and following specific requirements when explicitly stated.
If multiple BFIRs have connectivity to the same source, a mechanism is needed to determine which BFIR should be the forwarder, that is not specified in this document. As a special case, if BIER is used end-to-end such that sources would be directly connected to the BFIRs, then an election mechanism is needed if there are multiple BFIRs on the same link as the source. One option is to utilize PIM DR Election where the DR is the BIER forwarder, but other election mechanisms could be used. In order to allow quick failover, the BFIRs that are not forwarders should still track BFER interest so that they have the correct state in case they become forwarders.

5. Querier and Listener Specifications

Routers desiring to receive IP multicast traffic (e.g., for their own use, or for forwarding) MUST behave as BMLD Listeners. Routers receiving IP multicast traffic from outside the BIER domain, or originating multicast traffic, MUST behave as BMLD Queriers.

BMLD Queriers (resp. BMLD Listeners) MUST act as MLDv2 Queriers (resp. MLDv2 Listeners) as specified in [RFC3810] unless stated otherwise in this section.

5.1. Configuration Parameters

Both Queriers and Listeners MUST operate as BFIRs and BFERs within the BIER domain in order to send and receive BMLD messages. They MUST therefore be configured accordingly, as specified in [RFC8279].

All Listeners MUST be configured with an ‘all BMLD Queriers’ multicast address and the BFR-ids of all the BMLD Queriers. This is used by Listeners to send BMLD reports over BIER toward all Queriers. All Queriers MUST be configured to accept BMLD reports sent to this address.

All Queriers MUST be configured with an ‘all BMLD Nodes’ multicast address and the BFR-ids of all the Queriers and Listeners. This information is used by Queriers to send BMLD queries over BIER toward all BMLD Nodes. All BMLD Nodes MUST be configured to accept BMLD queries sent to this address.

It may be cumbersome to configure the exact set of BFR-ids for Queriers and Listeners. One MAY configure the set of BFR-ids to contain any potentially used BFR-id, perhaps having all bit positions set. There is no harm in configuring unused BFR-ids. Configuring the BFR-ids of additional routers would in most cases cause no harm, as a router would drop the BMLD message unless it is configured as a Querier or a Listener.
Note that BMLD (unlike MLDv2) makes use of per-instance configured multicast group addresses rather than well-known addresses so that multiple instances of BMLD (using different group addresses) can be run simultaneously within the same BIER domain. Configured group addresses MAY be obtained from allocated IP prefixes using [RFC3306]. One MAY choose to use the well-known MLDv2 addresses in one instance, but different instances MUST use different addresses.

IP packets coming from outside of the BIER domain and having a destination address set to the configured ‘all BMLD Queriers’ or the ‘all BMLD Nodes’ group address MUST be dropped. It is RECOMMENDED that these configured addresses have a limited scope, enforcing this behavior by scope-based filtering on BIER domain’s egress interfaces.

5.2. MLDv2 instances.

BMLD Queriers MUST run a MLDv2 Querier instance with per-host tracking, which means they keep track of the MLDv2 state associated with each BMLD Listener. For that purpose, Listeners are identified by their respective BFR-Prefix, used as IP source address in all BMLD reports.

BMLD Listeners MUST run a MLDv2 Listener instance expressing their interest in the multicast traffic they are supposed to receive for local use or forwarding.

BMLD Listeners and Queriers MUST NOT run the MLDv1 (IGMPv2 and IGMPv1 for IPv4) backward compatibility procedures.

5.2.1. Sending Queries

BMLD Queries are IP packets sent over BIER by BMLD Queriers:

* Toward all BMLD Nodes (i.e., providing to the BIER Layer the BFR-ids of all BMLD Nodes).


* With the IP destination address set to the ’all BMLD Nodes’ group address.

* With a deterministic IP source address. It is RECOMMENDED that the address is a BFR-Prefix of the sender, but it MAY be another value. This address is only used for querier election.
* With a TTL value large enough such that the packet can be received
  by all BMLD Nodes, depending on the underlying BIER layer (whether
  it decrements the IP TTL or not) and the size of the network. The
  default value is 64.

* The extension type defined in Section 6 MUST be included once,
  specifying the Sub-domain-id, BFR-id and BFR-Prefix of the sender.
  This information may be useful for logging and debugging.

5.2.2. Sending Reports

BMLD Reports are IP packets sent over BIER by BMLD Listeners:

* Toward all BMLD Queriers (i.e., providing to the BIER layer the
  BFR-ids of all BMLD Queriers).

* Without the IPv6 router alert option [RFC2711] in the hop-by-hop
  extension header [RFC8200] (or the IPv4 router alert option

* With the IP destination address set to the ‘all BMLD Queriers’
  group address.

* With a deterministic IP source address. It is RECOMMENDED that
  the address is a BFR-Prefix of the sender.

* With a TTL value large enough such that the packet can be received
  by all BMLD Queriers, depending on the underlying BIER layer
  (whether it decrements the IP TTL or not) and the size of the
  network. The default value is 64.

* The extension type defined in Section 6 MUST be included once,
  specifying the Sub-domain-id, BFR-id and BFR-Prefix of the sender.
  This information is used to create the necessary forwarding state
  for requested flows, and may be useful for logging and debugging.

Since the reports may contain a large number of records, they may
become larger than the maximum BIER payload that can be delivered to
all the BMLD Queriers. Hence an implementation will need to either
use a small default maximum size, allow configuration of a maximum
size, or rely on MTU discovery. MTU discovery may be done for a sub-
domain using BIER MTU Discovery [I-D.ietf-bier-mtud] or for the set
of BMLD Queriers using Path MTU Discovery
[I-D.ietf-bier-path-mtu-discovery].
5.2.3. Receiving Queries

BMLD Queriers and Listeners MUST check the destination address of all the IP packets that are received or forwarded over BIER whenever their own BIER bit is set in the packet. If the destination address is equal to the 'all BMLD Nodes' group address the packet is processed as specified in this section.

If the IPv6 (resp. IPv4) packet contains an ICMPv6 (resp. IGMP) message of type 'Multicast Listener Query' (resp. of type 'Membership Query'), and include the extension defined in Section 6), it is processed by the MLDv2 (resp. IGMPv3) instance run by the BMLD Querier. It MUST be dropped otherwise.

During the MLDv2 processing, the packet MUST NOT be checked against the MLDv2 consistency conditions (i.e., the presence of the router alert option, the TTL equaling 1 and, for IPv6 only, the source address being link-local).

5.2.4. Receiving Reports

BMLD Queriers MUST check the destination address of all the IP packets that are received or forwarded over BIER whenever their own BIER bit is set. If the destination address is equal to the 'all BMLD Queriers’ the packet is processed as specified in this section.

If the IPv6 (resp. IPv4) packet contains an ICMPv6 (resp. IGMP) message of type 'Multicast Listener Report Message v2’ (resp. 'Version 3 Membership Report’), and include the extension defined in Section 6), it is processed by the MLDv2 (resp. IGMPv3) instance run by the BMLD Querier. It MUST be dropped otherwise.

During the MLDv2 processing, the packet MUST NOT be checked against the MLDv2 consistency conditions (i.e., the presence of the router alert option, the TTL equaling 1 and, for IPv6 only, the source address being link-local).

5.3. Packet Forwarding

BMLD Queriers configure the BIER Layer using the information obtained using BMLD, and the extension Section 6), to track membership state, including the Sub-domain-id, BFR-id and BFR-Prefix of the members.
More specifically, the membership state associated with each BMLD Listener is provided to the BIER layer such that whenever a multicast packet enters the BIER domain, if that packet matches the membership information from a BMLD Listener, its Sub-domain-id and BFR-id is added to the set of Sub-domains and BFR-ids the packet should be forwarded to by the BIER-Layer.

6. BIER MLD/IGMP Extension Type

A new MLD/IGMP extension type adds BIER specific information to IGMP/MLD messages, using the extension scheme defined in [I-D.ietf-pim-igmp-mld-extension]). The BIER specific information is the same as the PTA tunnel identifier in [RFC8556] and is shown in Figure 1. Note that, as defined in the MLD (resp. IGMP), existing implementations are supposed to ignore this additional data.

```
0                   1                   2                   3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|          Ext Type TBD          |       Extension Length        |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Sub-domain ID |   Reserved    |             BFR-ID            |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                         BFR-Prefix 1                          |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                         BFR-Prefix n                          |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

Figure 1: MLD/IGMP Extension Type for BIER

* Ext Type: Assigned by IANA, identifying this BIER extension.

* Extension Length: The length in octets of the data after this field. If there are n IPv4 prefixes, the length would be 4 + 4 * n, if there are n IPv6 prefixes, the length would be 4 + 16 * n.

* Sub-domain-id: A single octet containing a BIER sub-domain-id (see [RFC8279]). This indicates the BIER sub-domain of the router originating the message.

* Reserved: A single octect, MUST be set to 0 when sending and ignored when receiving.
* BFR-id: A two-octet field containing the BFR-id, in the specified sub-domain, of the router originating the message.

* BFR-prefix: The BFR-prefix (see [[RFC8279]]) of the router that is originating the message. The BFR-prefix will either be a /32 IPv4 address or a /128 IPv6 address.

This extension type MUST be present once in all IGMP and MLD messages when originated with a BIER header to identify the BIER originator. It is expected that any BIER router originating IGMP/MLD messages in BIER supports this specification. Any IGMP/MLD messages that do not contain the extension Section 6) MUST be dropped by the decapsulating router with no processing other than potentially logging or debugging. It is expected that any BIER router processing IGMP/MLD messages with BIER encapsulation supports this specification. If they do not, they will likely ignore the report since they cannot identify the BIER receiver, but they may be able to derive some of the receiver information from the BIER header.

7. Security Considerations

BMLD makes use of IGMPv3/MLDv2 messages transported over BIER in order to configure the BIER Layer of BFIRs. BMLD messages MUST be secured, either by relying on physical or link-layer security, by securing the IP packets (e.g., using IPSec [RFC4301]), or by relying on security features provided by the BIER Layer.

By spoofing the IP source address, an attacker could become the IGMP/MLD querier. Once one becomes the querier, several attack vectors are possible. This is similar to regular IGMP/MLD without BIER encapsulation.

An attacker could send reports with the BIER IGMP/MLD extension Section 6) specifying a BFR-ID and BIER prefix identifying another router. This would allow the attacker to:

* Redirect undesired traffic toward the spoofed router by subscribing to undesired multicast traffic.

* Prevent desired multicast traffic from reaching the spoofed router by unsubscribing to some desired multicast traffic.

8. IANA Considerations

This document requests that IANA assigns a new type called BIER information in the registry defined in [I-D.ietf-pim-igmp-mld-extension].
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Appendix A. BIER Use Case in Data Centers

In current data center virtualization, virtual eXtensible Local Area Network (VXLAN) [RFC7348] is a kind of network virtualization overlay technology which is overlaid between NVEs and is intended for multi-tenancy data center networks, whose reference architecture is illustrated as per Figure 2.

```
+--------+                                             +--------+
| Tenant +--+                                     +----| Tenant |
| System |  |                                    (')   | System |
+--------+  |          ................         (   )  +--------+
|  +-+--+  .              .  +--+-+  (_)
|  | NVE|--.              .--| NVE|   |
+--|    |  .              .  |    |---+
+-+--+  .              .  +--+-+
/       .              .
/        .  L3 Overlay  .  +--+-++--------+
+--------+   /         .    Network   .  | NVE|| Tenant |
| Tenant +--+          .              .--|    || System |
| System |             .              .  +--+-++--------+
+--------+             ................
```

Figure 2: NVO3 Architecture

And there are two kinds of most common methods about how to forward BUM packets in this virtualization overlay network. One is using PIM as underlay multicast routing protocol to build explicit multicast distribution tree, such as PIM-SM [RFC7761] or PIM-BIDIR [RFC5015] multicast routing protocol. Then, when BUM packets arrive at NVE, it requires NVE to have a mapping between the VXLAN Network Identifier and the IP multicast group. According to the mapping, NVE can encapsulate BUM packets in a multicast packet which group address is the mapping IP multicast group address and steer them through explicit multicast distribution tree to the destination NVEs. This method has two serious drawbacks. It need the underlay network
supports complicated multicast routing protocol and maintains
multicast related per-flow state in every transit nodes. What is
more, how to configure the ratio of the mapping between VNI and IP
multicast group is also an issue. If the ratio is 1:1, there should
be 16M multicast groups in the underlay network at maximum to map to
the 16M VNIs, which is really a significant challenge for the data
center devices. If the ratio is n:1, it would result in inefficiency
bandwidth utilization which is not optimal in data center networks.

The other method is using ingress replication to require each NVE to
create a mapping between the VXLAN Network Identifier and the remote
addresses of NVEs which belong to the same virtual network. When NVE
receives BUM traffic from the attached tenant, NVE can encapsulate
these BUM packets in unicast packets and replicate them and tunnel
them to different remote NVEs respectively. Although this method can
eliminate the burden of running multicast protocol in the underlay
network, it has a significant disadvantage: large waste of bandwidth,
especially in big-sized data center where there are many receivers.

BIER [RFC8279] is an architecture that provides optimal multicast
forwarding through a "BIER domain" without requiring intermediate
routers to maintain any multicast related per-flow state. BIER also
does not require any explicit tree-building protocol for its
operation. A multicast data packet enters a BIER domain at a "Bit-
Forwarding Ingress Router" (BFIR), and leaves the BIER domain at one
or more "Bit-Forwarding Egress Routers" (BFRs). The BFIR router
adds a BIER header to the packet. The BIER header contains a bit-
string in which each bit represents exactly one BFIR to forward the
packet to. The set of BFRs to which the multicast packet needs to
be forwarded is expressed by setting the bits that correspond to
those routers in the BIER header. Specifically, for BIER-TE, the
BIER header may also contain a bit-string in which each bit indicates
the link the flow passes through.

The following sub-sections try to propose how to take full advantage
of overlay multicast protocol to carry virtual network information,
and create a mapping between the virtual network information and the
bit-string to implement BUM services in data centers.

A.1. Convention and Terminology

The terms about NVO3 are defined in [RFC7365]. The most common
terminology used in this appendix is listed below.

NVE: Network Virtualization Edge, which is the entity that
implements the overlay functionality. An NVE resides at the
boundary between a Tenant System and the overlay network.
VXLAN: Virtual eXtensible Local Area Network

VNI: VXLAN Network Identifier

Virtual Network Context Identifier: Field in an overlay encapsulation header that identifies the specific VN the packet belongs to.

A.2. BIER in data centers

This section tries to describe how to use BIER as an optimal scheme to forward the broadcast, unknown and multicast (BUM) packets when they arrive at the ingress NVE in data centers.

The principle of using BIER to forward BUM traffic is that: firstly, it requires each ingress NVE to have a mapping between the Virtual Network Context Identifier and the bit-string in which each bit represents exactly one egress NVE to forward the packet to. And then, when receiving the BUM traffic, the BFIR/Ingress NVE maps the receiving BUM traffic to the mapping bit-string, encapsulates the BIER header, and forwards the encapsulated BUM traffic into the BIER domain to the other BFERs/Egress NVEs indicated by the bit-string.

Furthermore, as for how each ingress NVE knows the other egress NVEs that belong to the same virtual network and creates the mapping is the main issue discussed below. Basically, BIER Multicast Listener Discovery is an overlay solution to support ingress routers to keep per-egress-router state to construct the BIER bit-string associated with IP multicast packets entering the BIER domain. The following section tries to extend BIER MLD to carry virtual network information (such as Virtual Network Context identifier), and advertise them between NVEs. When each NVE receive these information, they create the mapping between the virtual network information and the bit-string representing the other NVEs belonged to the same virtual network.

A.3. A BIER MLD solution for Virtual Network information

The BIER MLD solution allows having multiple MLD instances by having unique pairs of BMLD Nodes and BMLD Querier addresses for each instance. Assume for now that we have a unique instance per VNI and that all BMLD routers are using the same mapping between VNIs and BMLD address pairs. Also for each VNI there is a multicast group used for encapsulation of BUM traffic over BIER. This group may potentially be shared by some or all of the VNIs.

Each NVE acquires the Virtual Network information, and advertises this Virtual Network information to other NVEs through the MLD messages. For a given VNI it sends BMLD reports to the BMLD nodes.
address used for that VNI, for the group used for delivering BUM traffic for that VNI. This allows all NVE routers to know which other NVE routers have interest in BUM traffic for a particular VNI. If one attached virtual network is migrated, the NVE will withdraw the Virtual Network information by sending an unsolicited BMLD report. Note that NVEs also respond to periodic queries to BMLD Nodes addresses corresponding to VNIs for which they have interest.

When ingress NVE receives the Virtual Network information advertisement message, it builds a mapping between the receiving Virtual Network Context Identifier in this message and the bit-string in which each bit represents one egress NVE who sends the same Virtual Network information. Subsequently, once this ingress NVE receives some other MLD advertisements which include the same Virtual Network information from some other NVEs, it updates the bit-string in the mapping and adds the corresponding sending NVE to the updated bit-string. Once the ingress NVE removes one virtual network, it will delete the mapping corresponding to this virtual network as well as send withdraw message to other NVEs.

After finishing the above interaction of MLD messages, each ingress NVE knows where the other egress NVEs are in the same virtual network. When receiving BUM traffic from the attached virtual network, each ingress NVE knows exactly how to encapsulate this traffic and where to forward them to.

This can be used in both IPv4 network and IPv6 network. In IPv4, IGMP protocol does the similar extension for carrying Virtual Network information TLV in Version 2 membership report message.

Note that it is possible to have multiple VNIs map to the same pair of BMLD addresses. Provided VNIs that map to the same BMLD address uses different multicast groups for encapsulation, this is not a problem, because each instance is tracking interest for each multicast group separately. If multiple VNIs map to the same pair and the multicast group used is not unique, some NVEs may receive BUM traffic for which they are not interested. An NVE would drop packets for an unknown VNI, but it means wasting some bandwidth and processing. This is similar to the non-BIER case where there is not a unique multicast group for encapsulation. The improvement offered by using BMLD is by using multiple instance, hence reducing the problems caused by using the same transport group for multiple VNIs.
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Abstract

This document defines an IGP based mechanism for discovering the MTU of a BIER sub-domain. This document defines extensions to OSPF and IS-IS, but other protocols could potentially be extended. MTU discovery is usually done for a given path, while this document defines it for a sub-domain. This allows the computed MTU to be independent of the set of receivers. Also, the MTU is independent of rerouting events within the sub-domain.
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1. Introduction

This document defines an IGP based mechanism for discovering the MTU of a BIER sub-domain. The discovered MTU indicates the largest possible BIER packet that can be sent across any link in a BIER sub-domain. This is different from [I-D.ietf-bier-path-mtu-discovery] which performs Path MTU Discovery (PMTUD) for a set of receivers. PMTUD is based on probing, and when there are routing changes, e.g., a link going down, the actual MTU for a path may become less than was previously discovered, and there will be some delay until the next probe is performed. Also, the set of receivers for a flow may change at any time, which may cause the MTU to change. This document instead discovers a BIER sub-domain MTU, which is independent of paths and receivers within the sub-domain.

Discovering the sub-domain MTU is much simpler than discovering the multicast path MTU, and is more robust with regards to path changes as discussed above. However, the sub-domain MTU may be a lot smaller than the path MTU would have been for a given flow. The discovery mechanisms may be combined, allowing the discovery of the path MTU for certain flows as needed.

The BIER sub-domain MTU defined here provides the maximum size of a BIER packet that can be forwarded through the sub-domain regardless of path. A BIER router that performs BIER encapsulation will need to subtract the encapsulation overhead to find the largest size packet that can be encapsulated. This would give the IP MTU, and may be...
used for IP PMTUD by for instance sending an ICMP Packet too big message if an IP packet will be too large after BIER encapsulation.

2. Conventions used in this document

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all capitals, as shown here.

3. MTU discovery procedure

An interface on a router is said to be a BIER interface if the router has a BIER neighbor on the interface. That is, there is a directly connected router on that interface that is announcing a BIER prefix. Further, the BIER interface is said to belong to a given sub-domain if the router itself announces a prefix tagged with the sub-domain, and there is BIER neighbor on the interface also announcing a prefix tagged with the sub-domain.

The BIER MTU of an interface is the largest BIER packet that can be sent out of the interface. Further, the local sub-domain MTU of a router is the minimum of all the BIER MTUs of the BIER interfaces in the sub-domain. Note that the local sub-domain MTU of a router is only defined if it has at least one BIER interface in the sub-domain.

A BIER router announces a BIER prefix in either IS-IS or OSPF as specified in [RFC8401] and [RFC8444]. They both define a BIER Sub-TLV to be included with the prefix. There is one BIER Sub-TLV included for each sub-domain. This document defines how a router includes its local sub-domain MTU in each of the BIER Sub-TLVs it advertizes.

A router can discover the MTU of a BIER sub-domain by identifying all the prefixes that have a BIER Sub-TLV for the sub-domain. It then computes the minimum of the advertised MTU values for that sub-domain. This includes its own local sub-domain MTU. This allows all the routers in the sub-domain to discover the same sub-domain wide MTU.

Note that a router should announce a new local MTU for a sub-domain immediately if the value becomes smaller than what it currently announces. This would happen if the MTU of an interface is configured to a smaller value, or the first BIER neighbor for a sub-domain is detected on an interface, and the MTU of the interface is less than all the other local BIER interfaces in the sub-domain. However, if BIER neighbors go away, or if an interface goes down, so
that the local MTU becomes larger, a router SHOULD NOT immediately announce the larger value. A router MAY after some delay announce the new larger MTU. The intention is that dynamic events such as a quick link flap should not cause the announced MTU to be increased.

It is a concern that the sub-domain MTU will be based on the link with the smallest MTU. This means that if for instance a single link is accidentally configured with an extra small MTU, it will impact the sub-domain MTU and potentially all the flows through the sub-domain. As an example, an administrator might decide to use jumbo frames and has configured that on all the links. But accidentally forget to configure it on a new link before it is brought up. To provide some protection against this, an implementation SHOULD provide a configurable minimum BIER sub-domain MTU. When this is configured, the MTU discovery is still done according to the above procedure, but if the resulting MTU value is less than the configured minimum, the configured minimum MUST be used instead. If the discovery procedure later should provide an MTU larger than the minimum, then the discovered MTU MUST be used. An implementation SHOULD provide notification to the administrator when the discovered MTU is less than the minimum, as this is likely a configuration mistake that should be corrected.

4. IS-IS BIER Sub-Domain MTU Sub-sub-TLV

A router uses the BIER Sub-Domain MTU Sub-sub-TLV to announce the minimum BIER MTU of all its BIER enabled interfaces in a sub-domain. The BIER Sub-Domain MTU is the largest BIER packet that can be sent out of all the interfaces in a sub-domain. The Sub-sub-TLV MUST be ignored if it is included multiple times.

```
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|      Type     |     Length    |             MTU               |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

Type: TBD
Length: 2
MTU: MTU in octets
5. OSPF BIER Sub-Domain MTU Sub-TLV

A router uses the BIER Sub-Domain MTU Sub-TLV to announce the minimum BIER MTU of all its BIER enabled interfaces in a sub-domain. The BIER Sub-Domain MTU is the largest BIER packet that can be sent out of all the interfaces in a sub-domain. The Sub-TLV MUST be ignored if it is included multiple times.

```
+-----------------------------------+-----------------------------------+-----------------------------------+-----------------------------------+
|                                   |                                   |                                   |                                   |
|                                   |                                   |                                   |                                   |
|                                   |                                   |                                   |                                   |
|                                   |                                   |                                   |                                   |
|                                   |                                   |                                   |                                   |
|                                   |                                   |                                   |                                   |
|                                   |                                   |                                   |                                   |
|                                   |                                   |                                   |                                   |
|                                   |                                   |                                   |                                   |
|                                   |                                   |                                   |                                   |
|                                   |                                   |                                   |                                   |
|                                   |                                   |                                   |                                   |
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```

Type: TBD2
Length: 4
MTU: MTU in octets

6. IANA considerations

An allocation from the "sub-sub-TLVs for BIER Info sub-TLV" registry as defined in [RFC8401] is requested for the IS-IS BIER Sub-Domain MTU Sub-sub-TLV. Please replace the string TBD in this document with the appropriate value.

An allocation from the "OSPF Extended Prefix sub-TLV" registry as defined in [RFC7684] is requested for the OSPF BIER Sub-Domain MTU Sub-TLV. Please replace the string TBD2 in this document with the appropriate value.
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Abstract

The BIER WG has a charter item to work on mechanisms which use BIER natively in IPv6. This document is intended to help the WG with this effort by describing the problem space of transporting packets, with Bit Index Explicit Replication (BIER) headers, in an IPv6 environment. There will be a need to send IPv6 payloads, to multiple IPv6 destinations, using BIER. There have been several proposed solutions in this area. But there hasn’t been a document which describes the problem and why this may be necessary. The goal of this document is to describe the BIER IPv6 problem space, basic use cases, why new solutions may be needed and briefly summarize some of the proposed solutions.
1. Introduction

Bit Index Explicit Replication (BIER) [RFC8279] is an architecture that provides optimal multicast forwarding, without requiring intermediate routers to maintain per-flow state, through the use of a multicast-specific BIER header. [RFC8296] defines two types of BIER encapsulation to run on physical links: one is BIER MPLS encapsulation to run on various physical links that support MPLS, the other is BIER Ethernet encapsulation to run on ethernet links, with an ethertype 0xAB37. This document describes using BIER in non-MPLS IPv6 environments. We explain the problem space of transporting IPv4/IPv6 multicast payloads, from an IPv6 router (BFIR) to multicast IPv6 destinations (BFERs), using BIER. This can include native IPv6 encapsulation and generic tunneling. There have been several proposed solutions in this area. But there hasn’t been a document which describes the problem and why this may be necessary. The goal
of this document is to describe the BIER v6 problem space, use cases, encapsulations, existing solutions and why new solutions may be needed. This draft is intended to help the BIER WG evaluate the need for an encapsulation that is IPv6-specific through describing the problem and summarizing BIERV6 related solutions.

1.1. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119 [RFC2119].

1.2. Terminology

- BIER: Bit Index Explicit Replication. Provides optimal multicast forwarding through adding a BIER header and removing state in intermediate routers.
- BUM: Broadcast, Unknown Unicast, Multicast. Term used to describe the three types of Ethernet modes that will be forwarded to multiple destinations

2. Problem Statement

The problem is the ability of the network to transport BUM packets, with BIER headers, in an IPv6 environment. In an IPv6 network, many deployments consider using a non-MPLS encapsulation for unicast as the data-plane. In such case, it may be expected to have a BIER IPv6 encapsulation which is compliant with various kinds of physical links, perhaps in a hop-by-hop manner, and maintain the benefit of "fast reroute" of an IPv6 tunnel.

3. BIER IPv6 encapsulation Scenario’s

```
+--------------------------------------------+
|                                            |
|                                         +------+
|                                         | BFER |
|                                         +------+
|                                            |
|                                         +------+
|                                         | BFER |
|                                         +------+
|                                            |
+--------------------------------------------+
```

This basic scenario depicts the need to replicate bier packets from a BFIR to BFERs across an IPv6 core. The IPv6 environment may include
a variety of link types, may be entirely IPv6, may be dual stack or any type of combination which includes IPv6. Regardless of the environment, there are times when a BIER header, including the BIER bitstring used to determine the set of BIER forwarding egress routers, will need to traverse a IPv6 domain. The ways in which BIER will function in an IPv6 environment is the problem that needs to be solved. [RFC8354] lists some good IPv6 related use cases which we will similarly reference in this document.

3.1. BIERv6 for Access Network

Access networks deliver a variety of types of multicast video traffic from the service provider’s network to the home (or Enterprise) environment and from the home towards the service provider’s network.

There will be a need to send traffic from the IPv4 access towards the service provider’s IPv6 network and vice versa. A packet could be mapped into a providers IPv6 network through the use of a BIERv6 header. The access devices would not need to know specific details about the packet to perform this mapping; instead the access device would only need to know how to process a BIER header unless there is end to end IPv6.

3.2. BIERv6 for Data Center

Some Data Center operators are transitioning their Data Center infrastructure from IPv4 to native IPv6 only, in order to cope with IPv4 address depletion and to achieve larger scale. In such environment, BIERv6, can be used to natively steer multicast data across an IPv6 data center.

3.3. BIERv6 for Core Networks

While the overall amount of traffic offered to the network continues to grow and considering that multiple types of traffic with different characteristics and requirements are quickly converging over single network architecture, the network operators are starting to face new challenges.

Some operators are currently building, or plan to build in the near future, an IPv6 only native infrastructure for their core network. Having a native BIERv6 infrastructure will help maintain simplicity of the network and reduce state versus traditional IP Multicast.
3.4. Implications for BIER in SRv6

The Source Packet Routing in Networking (SPRING) architecture describes how Segment Routing can be used to steer packets through an IPv6 or MPLS network using the source routing paradigm. [RFC8354] focuses on use cases for Segment Routing in an IPv6 only environment, something which is equally important for BIER in an IPv6 only environment.

4. Example Proposed Solutions

Although this is not a solutions document it should be helpful to list the various proposed solutions, without addressing the benefits of one over another, to help understand the problem more clearly. The following are solutions that have been proposed to solve BIER in IPv6 environments.

As illustrated in these examples, the BIER header, or the BitString, may appear in the IPv6 Header, IPv6 Extension Header, IPv6 Payload, or IPv6 Tunnel Packet:

4.1. BIER-ETH encapsulation in IPv6 networks

<table>
<thead>
<tr>
<th>Ethernet</th>
<th>BIER header</th>
<th>payload</th>
</tr>
</thead>
<tbody>
<tr>
<td>(ethType = 0xAB37)</td>
<td>(BITF-id, ...)</td>
<td>Next Header</td>
</tr>
</tbody>
</table>

BIER-ETH encapsulation (BIER header for Non-MPLS networks as defined in [RFC8296]) can be used to transport the multicast data in the IPv6 network by encapsulating the multicast user data payload within the BIER-ETH header. However, using BIER-ETH in IPv6 networks is not considered to be a native IPv6 solution which utilizes the IPv6 header to forward the packet. Below listed are some of the properties of BIER-ETH encapsulation which could be seen as the reasons for the same,

- BIER-ETH is not agnostic to the underlying (L2) data link type. It can be deployed only in the networks with Ethernet data link and cannot be deployed in an network which deploys any other data link types. Use of BIER-ETH in IPv6 networks might also result in using different BIER encapsulations, when BIER is used as a E2E multicast transport across a larger heterogeneous IPv6 networks with different data link types used in different layers of the network.
o BIER-ETH in IPv6 networks is considered similar to 6PE solution where-in the multicast user data packet is encapsulated within the BIER-MPLS header.

* It is worth noting that the only major difference between BIER-MPLS and BIER-Non-MPLS header is that BIER-MPLS uses downstream assigned MPLS label while BIER-Non-MPLS header uses a domain-wide-unique BIFT-id. While the use of domain-wide-unique BIFT-id in BIER-ETH header takes away the complexity of allocation and state maintenance from the network, it still requires some sort of ID (similar to label) to identify the application context after the decapsulation of BIER header (example: MVPN VRF Label). Encoding of such an ID/LABEL before encapsulating the multicast user data payload with BIER-ETH header cannot be avoided.

* The absence of an IPv6 header, and the optional IPv6 extension headers, deprives BIER of some of the useful cases (ex: Use of IPv6 address for identification of network function or service mapping) that is otherwise possible in native IPv6 encapsulation which utilizes a IPv6 header.

* Tunneling of BIER packets is one common technique used for FRR, to tunnel over BIER incapable nodes etc. While it is possible for the BIER-ETH encapsulated packet to be further encapsulated within a GRE6 or SRv6, etc tunnel, it might not be possible to parse and decapsulate different types of tunnel headers and forward the BIER packet completely in hardware fast path similar to the label stack processing in BIER-MPLS networks. It would be useful to select an encapsulation which could help in processing the tunnel and BIER header and make the forwarding decision completely in hardware fast path, which is lacking in BIER-ETH encapsulation if chosen to be deployed in pure IPv6 networks.

4.2. Encode Bitstring in IPv6 destination address

+---------------+-------------------
|  IPv6 header  | payload           |
| (BitString in |                  |
|  DA lower bits)|                  |
|  Next Header  |                   |
+---------------+-------------------

As described in [I-D.pfister-bier-over-ipv6], The information required by BIER is stored in the destination IPv6 address. The BIER BitString is encoded in the low-order bits of the IPv6 destination address of each packet. The high-order bits of the IPv6 destination
address are used by intermediate routers for unicast forwarding, deciding whether a packet is a BIER packet, and if so, to identify the BIER Sub-Domain, Set Identifier and BitString length. No additional extension or encapsulation header is required. Instead of encapsulating the packet in IPv6, the payload is attached to the BIER IPv6 header and the IPv6 protocol number is set to the type of the payload. If the payload is UDP, the UDP checksum needs to change when the BitString in the IPv6 destination address changes.

4.3. Add BIER header into IPv6 Extension Header

+---------------+-----------------+-------------------+
|  IPv6 header  | IPv6 Ext header | payload            |
| (Multicast DA)| (BIER header in |                   |
|               |   TLV Type = X) |                   |
| Next Header   |   Next Header   |                   |
+---------------+-----------------+-------------------+

According to [RFC8200] In IPv6, optional internet-layer information is encoded in separate headers that may be placed between the IPv6 header and the upper-layer header in a packet. There is a small number of such extension headers, each one identified by a distinct Next Header value. An IPv6 packet may carry zero, one, or more extension headers, each identified by the Next Header field of the preceding header. Extension headers (except for the Hop-by-Hop Options header) are not processed, inserted, or deleted by any node along a packet’s delivery path, until the packet reaches the node (or each of the set of nodes, in the case of multicast) identified in the Destination Address field of the IPv6 header. The Hop-by-Hop Options header is not inserted or deleted, but may be examined or processed by any node along a packet’s delivery path, until the packet reaches the node (or each of the set of nodes, in the case of multicast) identified in the Destination Address field of the IPv6 header. The Hop-by-Hop Options header, when present, must immediately follow the IPv6 header. Its presence is indicated by the value zero in the Next Header field of the IPv6 header.

Two of the currently-defined extension headers are the Hop-by-Hop Options header and the Destination Options header which carry a variable number of type-length-value (TLV) encoded "options".

In [I-D.xie-bier-ipv6-encapsulation] an IPv6 BIER Destination Option is carried by the IPv6 Destination Option Header (indicated by a Next Header value 60). It is initialized in a packet sent by an IPv6 BFIR router to inform the following BFR routers in an IPv6 BIER domain to replicate to destination BFER routers hop-by-hop. BIER is generally a hop-by-hop and one-to-many architecture and it is required for a
BIER IPv6 encapsulation to include the BIER Header ([RFC8296]) as an IPv6 Extension Header, to pilot the hop-by-hop BIER replication.

Hop by hop Options Headers may be considered. The Hop-by-Hop Options header is used to carry optional information that may be examined and processed by every node along a packet’s delivery path. The Hop-by-Hop Options header is identified by a Next Header value of 0 in the IPv6 header.

Defining New Extension Headers and Options may also be considered, if the IPv6 Destination Option Header is not good enough and new extension headers can solve the problem better.

Such proposals may include requests to IANA to allocate a "BIER Option" code from "Destination Options and Hop-by-Hop Options", and/or a "BIER Option Header" code from "IPv6 Extension Header Types".

4.4. Transport BIER as IPv6 payload

<table>
<thead>
<tr>
<th>IPv6 header</th>
<th>IPv6 Ext header (optional)</th>
<th>BIER Hdr + payload as IPv6 payload</th>
</tr>
</thead>
<tbody>
<tr>
<td>Next Header</td>
<td>Next Header = X</td>
<td></td>
</tr>
</tbody>
</table>

There is a proposal for a transport-independent BIER encapsulation header which is applicable regardless of the underlying transport technology. As described in [I-D.xu-bier-encapsulation] and [I-D.zhang-bier-bierin6], the BIER header, and the payload following it, can be combined as an IPv6 payload, and be indicated by a new Upper-layer IPv6 Next-Header value. A unicast IPv6 destination address is used for the replication and changes when replicating a packet out to a neighbor.

Such proposals may include a request to IANA to allocate an IPv6 Next-Header code from "Assigned Internet Protocol Numbers".

4.5. Tunneling BIER in a IPv6 tunnel

<table>
<thead>
<tr>
<th>IPv6 header</th>
<th>IPv6 Ext header (optional)</th>
<th>GRE header</th>
<th>BIER Hdr + payload as GRE Payload</th>
</tr>
</thead>
<tbody>
<tr>
<td>Next Header</td>
<td>Next Header</td>
<td>Proto = X</td>
<td></td>
</tr>
</tbody>
</table>
A generic IPv6 Tunnel could be used to encapsulate the bier packet within an IPv6 domain.

GRE is a mechanism by which any ethernet payload can be carried by an IP GRE tunnel due to the 16-bits 'Protocol Type' field. Both IPv4 and IPv6 can be used to carry GRE. The Ethernet type codepoint 0xAB37, defined for BIER, can be used in a GRE header to indicate the subsequent BIER header and payload in an IPv6 network.

+---------------+-----------------+------------+----------------+
|  IPv6 header  | IPv6 Ext header | UDP header | BIER Hdr +     |
|               | (optional)      |            | payload as UDP |
| Next Header   | Next Header     | DPort = X  | Payload        |
+---------------+-----------------+------------+----------------+

UDP-based tunneling is another mechanism which uses a specific UDP port to indicate a UDP payload format. Both IPv4 and IPv6 can support UDP. Such UDP-based tunnels can be used for BIER in a IPv6 network by defining a new UDP port to indicate the BIER header and payload.

5. Suggested Requirements

This is not a requirements document and we may eventually remove this section. We will, however, summarize some of the "requirements", that have been suggested on the BIER email list, to help further understand the problem. At a minimum, this may serve as a kick start to a requirements draft if one is deemed necessary by the WG:

The solution should be agnostic to the underlying L2 data link type.

The solution should not require hop-by-hop modification of the IP destination address field.

The solution should not require the BFRs to inspect layer 4 or require any changes to layer 4.

The solution should not allow a multicast address to be put in the IP source address field.

The solution should not assume that bits never get set incorrectly.

The solution should not require changes in source address filtering procedures.

The solution should be possible to be used to support the entire BIER architecture.
The solution should avoid having to use different encapsulation types, or use complex tunneling techniques, to support BIER as a E2E multicast transport.

The solution should enable the processing and forwarding of BIER packets in hardware fast path.

6. IANA Considerations

Some BIERv6 encapsulation proposals do not require any action from IANA while other proposals require new BIER Destination Option codepoints from IPv6 sub-registries or require new IP Protocol codes. This document, however, does not require anything from IANA.

7. Security Considerations

There are no security issues introduced by this draft.
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Abstract
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1. Introduction

With BIER [RFC8279], Bit-Forwarding Routers (BFRs) forward packets based on a bitstring in the BIER header using the information in their Bit Index Forwarding Tables (BIFTs). In case of a persistent link or node failure, BIER traffic may not be delivered until the BIFT has been updated based on the re-converged routing underlay. The routing underlay restores connectivity more quickly than BIER, in particular if the routing underlay leverages fast reroute (FRR) mechanisms because then the forwarding ability is retained before forwarding tables of the routing underlay have converged. In this document we propose Fast Reroute Extension for BIER (BIER-FRR). It enables a BFR to quickly reroute BIER packets as soon as the underlying routing works again and it is informed about a next-hop (NH) that is unreachable on a lower layer.

We first explain the problem and distinguish link and node failures for that purpose. In case of a persistent link failure, a BFR cannot deliver BIER traffic until the NH in the BIFT is updated with an appropriate node. In case of a node failure, the entire multicast subtree behind the failed node is not reachable until the BIFT is updated. Thus, in either case, BIER’s connectivity is restored only after the underlying routing has converged and the BIFTs have been updated. This may require substantial time during which BIER traffic is dropped. An exception are unreachable NHs to which BIER traffic is sent through tunnels in the routing underlay. They are reachable again as soon as the routing underlay works again.

BIER-FRR tackles this problems with two different modes that have different implementation complexity: link protection and node protection. In any case, a BFR with an unreachable NH needs to be informed about the failure and acts as a point of local repair (PLR). E.g., BFD mechanisms may be used [I-D.hu-bier-bfd] to detect failed NHs. With BIER-FRR link protection, a BFR tunnels affected BIER packets towards the NH using a tunnel in the underlying routing. Then, this traffic can be delivered as soon as the underlying routing works again. With BIER-FRR node protection, a BFR tunnels affected BIER packets to the NH and all relevant next-next-hops (NNHs) in the underlying routing after applying suitable backup bitmask to the
This document describes the concept of BIER-FRR, protection properties, the computation of backup bitmasks, and gives a detailed BIER-FRR forwarding example.

2. Terminology

The following sections require the understanding of certain abbreviations and definitions that were defined within other documents, especially [RFC8279]. To facilitate the reading of this document, they are shortly explained in this section.

- BFR: Bit-Forwarding Router, Section 1 of [RFC8279]
  A device that acts as a BIER forwarding device in the BIER domain.

- BFIR: Bit-Forwarding Ingress Router, Section 1 of [RFC8279]
  Entry point to the BIER domain. A BFIR adds a BIER header to a multicast packet.

- BFER: Bit-Forwarding Egress Router, Section 1 of [RFC8279]
  Exit point of the BIER domain. A BFER removes the BIER header of a multicast packet.

- NH: Next-hop
  The next downstream BFR to which a packet is forwarded.

- BIFT: Bit Index Forwarding Table, Section 6.4 of [RFC8279]
  A BFR uses its BIFT to determine the NH(s) of a BIER packet. The BIFT maps a F-BM to each NH of a BFR.

- F-BM: Forwarding bitmask Section 6.4 of [RFC8279]
  A F-BM is a bitmask that indicates which destinations are reached via the subtree of the corresponding NH. A F-BM is applied to the BIER header by bitwise AND’ing the F-BM with the bitstring in the BIER header. This prevents duplicates at BFERs.
Routing underlay: Section 4.1 of [RFC8279]

The routing underlay connects pairs of BFR. If a typical Interior Gateway Protocol (IGP) like OSPF is used, the multicast packets will be forwarded on shortest paths. Other routing underlays with different path layouts are possible. The routing underlay is used to determine the NH entries of the BIFT.

BIER Layer: Section 4.2 of [RFC8279]

Conceptually the BIER layer is placed above the routing underlay. The BIER layer can be understood as a transport layer for multicast packets. It consists of all necessary protocols and mechanisms to forward a BIER packet from a BFIR, over potentially multiple BFRs, to a set of BFERs.

Multicast Overlay: Section 4.3 of [RFC8279]

Conceptually the multicast overlay is placed above the BIER layer. It is used to maintain information about egress points of multicast groups. The multicast overlay passes those information to the BIER layer which then determines the corresponding BIER headers.

PLR: Point of Local Repair

A node that cannot forward a packet due to an unreachable NH.

BIER-FRR: Fast Reroute Extension for BIER (BIER-FRR)

A mechanism to restore connectivity on the BIER layer as soon as BFRs are informed about non-reachable NHs and the underlying routing works again.

BIER-FRR link protection

A mode of BIER-FRR that can handle only link failures.

BIER-FRR node protection

A mode of BIER-FRR that can handle both link and node failures. It is more complex than BIER-FRR link protection.

NNH: Next-next-hop

Next downstream BFR after the NH.
2.1. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

3. Problem Statement

We first consider the impact of link failures and then the one of node failures on the behavior of a BIER network without BIER-FRR.

3.1. Link Failures

The effect of a link failure depends on the technology used for encapsulation of BIER packets. We distinguish three cases. (1) BIER packets are carried over some lower-layer technology with protection. (2) BIER packets are tunneled through the routing underlay. (3) BIER packets are carried over some lower-layer technology without protection.

3.1.1. BIER Encapsulation within a Lower-Layer Technology with Protection

MPLS is an example for a lower-layer technology with protection capabilities. In case of a link failure, first packets are lost, then the protection mechanism of the lower-layer technology quickly restores the link. From then on, packets are no longer lost.

3.1.2. BIER Encapsulation within the Routing Underlay

IP is an example for a routing underlay. The routing underlay is expected to deal with failures of lower-layer technologies. In case of a link failure, packets are lost. If the failure persists due to a lower-layer technology without protection, the routing underlay is informed about the failure. The routing underlay may leverage FRR techniques, e.g., Loop-Free Alternates (LFAs) [RFC5286], to quickly restore reachability so that packets are delivered again which are sent encapsulated within the routing underlay. From then on, also BIER packets encapsulated within the routing underlay are delivered again.

At the same time, routing reconvergence is triggered. When the routing has converged after some time, forwarding tables of the routing underlay are updated. Based on them, new NHs for BIFTs are computed and installed so that the PLR delivers BIER packets to a different NH than the one that is still unreachable via the lower-layer technology.
3.1.3. BIER Encapsulation within a Lower-Layer Technology without Protection

Ethernet is an example for a lower-layer technology without protection. In case of a link failure, the failure persists from the perspective of BIER and the routing underlay unless the failure is repaired. As a consequence, packets are lost. Then, the routing underlay acts as described above to restore reachability and finally updates its forwarding tables. By that time, BIER packets encapsulated within the lower-layer technology are still dropped. Then, new NHs for BIFTs are computed based on the new forwarding tables of the routing underlay and are installed. From then on, BIER can deliver packets again over a different NH.

When BIER-FRR is used, BIER packets can be delivered again as soon as the BFR is informed about the unreachable NH and routing underlay works again.

3.2. Node Failures

The effect of node failures is more severe. First, the packets cannot be delivered to the failed node. This, however, cannot be repaired. Second, multicast distribution trees downstream of a failed NH cannot receive traffic as the failed NH replicate traffic towards relevant NNHs. This problem is solved neither by lower-layer technologies with link protection nor by BIER encapsulation within the routing underlay. Therefore, BIER packets sent to the failed NH are dropped until BIFTs are updated based on reconverged forwarding tables of the routing underlay. This may require quite some time.

When BIER-FRR node protection is used, BIER packets can be delivered along the affected multicast tree as soon as the BFR is informed about the unreachable NH and the routing underlay works again.

4. Fast Reroute Extension for BIER (BIER-FRR)

This section describes the concept of BIER-FRR. In case of a link or node failure, it reroutes BIER packets until the BIFTs are updated or the failure is repaired. BIER-FRR offers two modes: link protection and node protection. Their protection level is summarized.

4.1. BIER-FRR Link Protection

We introduce the mechanism and illustrate it by an example.
4.1.1. Mechanism

When a BFR is informed about an unreachable NH, it tunnels all BIER packets towards that NH through the routing underlay. As soon as the routing underlay works again, the BIER packets are delivered to the NH if the NH still works. Then, the NH forwards the BIER packets further along the multicast distribution tree.

4.1.2. Example

Figure 1 shows an example topology for the routing underlay and Figure 2 the multicast distribution tree for BFR 1 on the BIER Layer which is computed based on shortest paths.

```
1------2------3
|      |      |
4------v------|
```

Figure 1: Example topology for the routing underlay.

```
1
/ \ /
2   4
/   |
3
```

Figure 2: Multicast distribution tree for BFR 1 on the BIER Layer.

When BFR 1 sends a packet to BFR 3, the NH is BFR 2. If link 1<->2 fails, packets encapsulated within a lower-layer technology can no longer be delivered from BFR 1 to BFR 2. As soon as BFR 1 is informed that BFR 2 is no longer reachable, it encapsulates the BIER packets to BFR 3 within the routing underlay towards BFR 2. When the routing underlay has restored connectivity, the BIER packets are tunneled from BFR 1 via BFR 4 to BFR 2 which decapsulates them. Then BFR further forwards the BIER packets to BFR 3.

4.2. BIER-FRR Node Protection

We introduce the mechanism, illustrate it by an example, and explain how needed backup BIFT entries are computed.

4.2.1. Mechanism

When a BFR is informed about an unreachable NH, it tunnels all affected BIER packets to that NH if the NH receives a copy of the BIER packet, and to all NNHs over which copies of the BIER packet are
to be delivered. The latter are the relevant NNHs. Before tunneling the packets, their bitstrings are modified using backup F-BMs to avoid forwarding loops and duplicates.

The BIFT and its operation are explained in detail in Section 6.4 of [RFC8279]. We briefly revise them to facilitate further reading before introducing backup BIFT entries to support the solution presented above. Figure 3 illustrates the structure of the BIFT. The BIFT contains for each BFR-id a F-BM and the next hop (BFR-NBR). The BFR-id is mapped to a position in the bitstring of the BIER header; for this purpose, the bits within a bitstring are counted from right to left starting with 1. The F-BM is also a bitstring and indicates all BFRs that are reachable through the multicast distribution subtree via BFR-NBR. As a result, the F-BMs in a BIFT are either identical (same BFR-NBR) or disjoint with regard to activated bits. For transmission of BIER packets, the BIFT is used together with a copy of the bitstring of the BIER header. Processing is performed by the following loop. An entry from the BIFT is selected that holds a BFR-id which is set in the copy of the bitstring. Then, the F-BM of that entry is applied to the bitstring of the BIER packet and then the BIER packet is sent to the indicated BFR-NBR. The bits of the F-BM are cleared in the bitstring copy and the loop restarts. It ends when all bits in the bitstring copy are zero.

<table>
<thead>
<tr>
<th>BFR-id</th>
<th>F-BM</th>
<th>BFR-NBR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3: Structure of the BIFT according to [RFC8279].

<table>
<thead>
<tr>
<th>BFR-id</th>
<th>F-BM</th>
<th>BFR-NBR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>primary F-BM</td>
<td>primary NH</td>
</tr>
<tr>
<td></td>
<td>backup F-BM</td>
<td>backup NH</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Figure 4: Structure of a BIFT with primary and backup entries.

To support BIER-FRR node protection, backup BIFT entries for protected BFR-NBRs are added to the BIFT. That structure is illustrated in Figure 4. We call the normal BIFT entries primary entries. Backup BIFT entries have the same structure as primary BIFT entries and are used for forwarding in the same way. The set of
active bits in a primary BIFT entry must equal the set of active bits in its corresponding backup entries to guarantee that all destinations in the multicast distribution subtree via BFR-NBR are protected.

If the BFR-NBR of a primary BIFT entry is reachable, the corresponding backup BIFT entries are ignored in the forwarding process. If the BFR-NBR of a primary BIFT entry is unreachable, the BIER packet is processed using the corresponding backup BIFT entries instead of the primary BIFT entry. BIER packets sent by a backup BIFT entry MUST be tunneled through the routing underlay to the backup BFR-NBR after application of the backup F-BM.

There are other options to organize the backup entries just as there are options for more scalable BIFT organization.

4.2.2. Example

Figure 5 shows an example topology for the routing underlay and Figure 6 the multicast distribution trees for BFR 1 and BFR 2 on the BIER Layer which are computed based on shortest paths.

```
1------2------5
|      |      |
3------4------6
```

Figure 5: Example topology for the routing underlay.

```
1  
/  \
/   \  
2   3  4 5 1
/  \
/   \  
4   5 3 6
/  
6
```

Figure 6: Multicast distribution trees for BFR 1 and BFR 2 on the BIER Layer.

Figure 7 gives the BIFT for BFR 1 with backup entries.
When BFR 1 sends a BIER packet to BFR 6, the NH is BFR 2. If link 1<->2 fails, BIER packets encapsulated within a lower-layer technology can no longer be delivered from BFR 1 to BFR 2. As soon as BFR 1 is informed that BFR 2 is no longer reachable, it applies backup BIFT entries to forward affected BIER packets. That means, it modifies the bitstring of BIER packets towards BFR 6 with the appropriate backup F-BM and sends them to backup NH BFR 4 after encapsulation within the routing underlay. Therefore, the packets are tunneled from BFR 1 via BFR 3 to BFR 4. BFR 4 decapsulates the packet and a copy of the BIER packet is delivered to BFR 6.

4.2.3. Computation of Backup BIFT Entries

We explain the computation and give an example.

4.2.3.1. Computation

BIER-FRR node protection ensures that a PLR can send BIER packets in case of an unreachable NH to all BFRs in the downstream multicast subtree of the unreachable NH. For this purpose, backup entries for these BFRs need to be provided in the BIFT of the PLR. We compute them differently for the NHs of PLRs and for all other BFRs which
belong to multicast subtrees starting with a NNH. This leads to two computation rules:

1. BIER packets for NHs are sent to the NHs (backup-NH = NH) via a tunnel and the backup F-BM must ensure that these BIER packets are not forwarded any further. That means, the backup F-BM contains only the BFR-id of the NH.

2. BIER packets for other BFRs are sent via a tunnel to the NNH in the multicast subtree they belong to. Also all other BFRs in the same multicast subtree should be reached with the same BIER packet. Therefore, the backup F-BM for a BFR contains the BFR-ids for all BFRs in its multicast subtree starting with the respective NNH. Thus, the corresponding backup F-BM can be computed by ANDing the FLR’s F-BM for the NH and the NH’s F-BM for the specific NNH.

4.2.3.2. Example

We consider the BIFT of BFR 1 in Figure 7.

Example for rule (1): The backup BIFT entry for BFR 2 has a F-BM that just contains BFR 2 (000010).

Example for rule (2): The backup BIFT entry for BFR 4 has a F-BM that contains BFR 4 and BFR 6 (101000). It is computed ANDing the F-BM of BFR 1 for BFR 2 (111010) and the F-BM of BFR 2 for BFR 4 (101100). The latter has been derived from the multicast distribution tree of BFR 2 in Figure 6.

4.3. Protection Level

BIER-FRR is a protection scheme that reacts when a NH is no longer reachable. It is a local mechanism that does not require signaling or cooperation with other nodes, possibly except for the detection of locally unreachable NHs.

The protection ensures that BIER multicast traffic is forwarded to all destinations that are reachable over the routing underlay and that no duplicates occur. The protection is fast as it works as soon as the BFR is informed about an unreachable NH and the underlying routing works again after the failure occurred.

BIER-FRR link protection is able to protect single link failures within a network provided that the underlying routing can restore full connectivity. Multiple link failures within a network are not necessarily protected.
BIER-FRR node protection protects both single link and single node failures within a network provided that the underlying routing can restore full connectivity. Multiple link and node failures within a network are not necessarily protected.

The design of BIER-FRR guarantees loop-freeness on the BIER layer. Since the BIER packet is tunneled, the BIER is header is only used for forwarding if the tunneled packet arrives at the designated BFR. Loop-freeness on the routing underlay is out of the scope of this document.

5. Necessary Changes to the BIER Architecture

This section serves as an overview to list the necessary conceptual features or changes that are required for BIER-FRR.

5.1. Unicast Tunneling

Unicast tunnels to connect two not directly adjacent BFRs are already available. This feature is described in Section 6.9 of [RFC8279].

5.2. Detecting Unreachable N(N)Hs

A liveness component (e.g., BFD) has to be added to enable the detection of unreachable NHs. This feature has been proposed in [I-D.hu-bier-bfd].

5.3. BIFT with backup entries

The BIFT has to be extended with backup entries as described in Section XXX. When the regular BIER forwarding procedure yields an unreachable NH, the backup entry contains a backup F-BM for header modification and a NNH to which the BIER packet should be tunneled to.

6. Security Considerations

This memo does not extend the security considerations for BIER.

7. IANA Considerations

This document requests no action by IANA.
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Abstract

HTTP Level multicast, using BIER, is described as a use case in BIER Use cases document. HTTP Level Multicast is used in today’s video streaming and delivery services such as HLS, AR/VR etc., generally realized over IP Multicast. A realization of "HTTP Multicast" over "IP Multicast" is described. IP multicast is commonly used for IPTV services. DVB and BBF is also developing a reference architecture for IP Multicast service. Few problems with IPMC, such as waste of transmission bandwidth, increase in signaling when there are few users are described. Realization over BIER, through a BIER Multicast Overlay Layer, is described. How BIER Multicast Overlay operation improves over IP Multicast, such as reduction in signaling, dynamic creation of multicast groups to reduce signaling and bandwidth wastage is described. We conclude with few next steps.
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1. Introduction

BIER Use Cases document [I-D.ietf-bier-use-cases] describes an "HTTP Level Multicast" scenario, where HTTP Responses are carried over a BIER multicast infrastructure to multiple clients. Especially rate-adaptive HTTP solutions can benefit from the dynamic multicast group membership changes enabled by BIER. For this, the "server side NAP (Network Attachment Point), creates a list of outstanding client side NAP (Network Attachment Point) requests for the same HTTP resource. When the response is available, the list of NAPs with outstanding
client requests are converted into the BIER or BIER-TE bitstring and used to send the HTTP response.

In this draft, we describe how this class of use cases can be realized over IP Multicast and how the operation of the use case can be improved if realized over BIER. The realization over BIER is achieved through what is called "BIER Multicast overlay" layer, i.e., the methods by which the sending BIER router knows how to send other application packets. The requirements for BIER Multicast overlay layer is described in this document. It also describes the necessary functions that form the BIER multicast overlay and the operations that enable the desired "HTTP Level Multicast" behavior. One such operation is generating the PATH ID (represents the path between BFIR and BFER) based on named service relationship and translating it to appropriate BIER header. We describe a list of protocols needed for the realization of the individual operations.

We conclude with future steps and seek input from the WG.

1.1. Reference Deployment

Let us formulate the architecture of the BIER multicast overlay for the scenario outlined in [I-D.ietf-bier-use-cases]. This overlay is shown in Figure 1 below.
The multicast overlay is formed by the BFIR and BFER of the BIER layer and the additional SH (Service Handler) and PCE (Path Computation Element) elements shown in the figure. When interconnecting with a non-BIER enabled IP routed peering network, a special SH, such as Border Gateway may be used.

The Service Handler and BFER can be assumed to be collocated and can be viewed as Client Network Attachment Point (CNAP). Clients sends and receives HTTP transactions through CNAP.

On the server side, the Service handling function can be part of the Server Network Attachment Point (SNAP). It includes the BFIR function and SH. SNAP is responsible for aggregating the relevant
HTTP Requests and sending one or more BIER Multicast HTTP response to multiple clients who requested the same content.

The SH function is assumed to be collocated with BFIR / BFER. The BFIR and BFER is assumed to be normal router boxes in the network. If the additional function of SH cannot be added to normal routers, then SH can be deployed as a separate function outside the routers. In such scenario an interface between SH and BFIR or BFER needs to be defined.

As part of POINT/RIFE EU Horizon 2020 project, HTTP Level Multicast use case has been executed on SDN based and ICN based underlay network, as described in the [I-D.irtf-icnrg-deployment-guidelines].

"HTTP multicast" demonstrated benefits in HTTP-level streaming video delivery, when deployed on POINT test bed with 80+ nodes. This draft [I-D.irtf-icnrg-deployment-guidelines] also describes protocol requirements to enable HTTP multicast to work on ICN underlay.

2. Conventions used in this document

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

3. Use cases

With the extensive use of "web technology", "distributed services" and availability of heterogeneous network, HTTP has effectively transitioned into the common transport or session layer for E2E and multi-hop communication across the web that is also called Service signaling. Multi-hop when using a sequence of HTTP instance such as HTTP caches. The draft "On the use of HTTP as a Substrate" [I-D.ietf-httpbis-bcp56bis], describes how HTTP is commonly used among service instances to communicate with each other, thus abstracting the lower layer details to application developers.

Referring to the BIER Use Cases [I-D.ietf-bier-use-cases], multicast is used to scale out HLS (HTTP live streaming) to a large number of receivers that use HTTP. This is used today in solutions like DOCSIS hybrid streaming [TR_IPMC_ABR]. Multicast can speed up both live and high-demand VoD streaming. Adaptive Bit Rate IPMC [TR_IPMC_ABR] describes use of IP multicast towards the CMTS or a box beside it, where the content is converted to HTTP/TCP to stream to the receivers (e.g., homes). A server hosting the HLS content is shown as "NAP Server". The gateways acting as receivers for the multicast from the server are shown as "Client-NAP" (CNA). Each CNA can serve multiple clients.
HTTP request and response used in media streaming services like HLS, use HTTP response for delivery of content. In such scenarios, where semi-synchronous access to the same resource occurs (such as watching prominent videos over Netflix or similar platforms or live TV over HTTP), traffic grows linearly with the number of viewers since the HTTP-based server will provide an HTTP response to each individual viewer. This poses a significant burden on operators in terms of costs and on users in terms of likely degradation of quality.

This solution is not limited to traditional TV broadcasting. Consider a virtual reality use case where several users are joining a VR session at the same time, e.g., centered around a joint event. Hence, due to the temporal correlation of the VR sessions, we can assume that multiple requests are sent for the same content at any point, particularly when viewing angles of VR clients are similar or the same. Due to availability of virtual functions and cloud technology, the actual end point from where content is delivered may change.

4. Requirements

A realization for the "HTTP multicast" use case may have the following requirements:

- MUST support multiple FQDN-based service endpoints to exist in the overlay
- MUST send FQDN-based service requests at the network level to a suitable FQDN-based service endpoint via policy-based selection of appropriate path information
- MUST allow for multicast delivery of HTTP response to same HTTP request URI
- MUST provide direct path mobility, where the path between the egress and ingress Service Routers(SR) can be determined as being optimal (e.g., shortest path or direct path to a selected instance), is needed to avoid the use of anchor points and further reduce service-level latency

5. Realization over IP Multicast

IPTV or Internet video distribution in CDNs, uses HTTP Level Multicast and realized over IP Multicast (IPMC). Many features of the IPTV service uses IPMC Group dependent state. Besides popular features like PIM, Mldp, in a variable bit rate encoded content source, content consumption also depends on group state.
DVB released reference architecture [DVB_REF_ARCH] for an end-to-end system to deliver linear content over IP networks in a scalable and standards-compliant manner. It focuses on delivering Adaptive Bit Rate unicast content over a IP multicast network.

A Multicast gateway is deployed in a CPE, Upstream Network Edge device or Terminal and provides multicast to unicast conversion facilities for several homes. All in-scope traffic on the access network between the Multicast Gateway (e.g. network edge device) and the Terminal or home gateway device is unicast. The individual media files are encapsulated into other protocols, so that they can be recovered as discrete files, when they exit the multicast pipe, which is terminated at Multicast Gateway. Interface "L" between Multicast server and Content playback supports fetching of all specified types of Content, Conditional request, Range request, Caching etc. BBF also started similar work in October 2016, called WT-399. This work is now coordinated with DVB. BBF focuses on developing the device management model.

Assume clients that are consuming the same content (such as a TV program) and that this content has for each block (typically segments worth 2 seconds of content) a set of outstanding requests from its clients. When IP Multicast is used in the domain, such as in aforementioned pre-existing solutions like in Cablelabs/DOCSIS [TR_IPMC_ABR], all possible blocks of the content have to be mapped to some IP multicast group, and the CNAP will need to know the mapping of block to groups. For example, a live stream may have 11 different bitrates available. In the most simple Block to IP multicast group mapping scheme, there could be 11 multicast groups, one for all the blocks of one bitrate (note that this is not necessarily done in deployments of this solution, but we consider it here for the purpose of explanation).

If the multicast domain and especially the links into the CNAP has enough bandwidth, this solution work well with IP multicast. As soon as there is at least one Client connected to a CNAP for one particular content, the CNAP would join all 11 multicast groups for this content.

5.1. Mapping to Requirements

To realize "HTTP Level Multicast" over "IP Multicast", some additional functions needs to be supported in an intermediate (overlay) layer.

Support of mapping between FQDN based end points, Multicast Address. Creating multicast group from FQDN based end points.
Control mechanism related to time when to start sending response as the multicast group is created. It is required that the source should not send response immediately to the Multicast address. Wait for some time to build the group sufficiently and then send response.

Support of IGMP signaling between User device, NAPs and Multicast Router.

5.2. Problems

If the number of clients on a CNAP for a particular program is large, the approach will work fairly well, because the likelihood that each of the 11 bitrates of a content is necessary for at least one Client is then fairly high.

When the number of receivers is not very large, IP multicast runs into two issues. If all the bitrates for the content are sent across the same group, then many of the bitrates may not be required and would have to be received unnecessarily and dropped by the CNAP. If each bitrate was sent on a different IP multicast group, the CNAP could dynamically join/leave each multicast group based on the known receivers, but that would create an extremely high and undesirable amount of IP multicast signaling protocol activity (PIM/IGMP) that is easily overloading the network.

For efficiency reasons, the CNAP would need to dynamically join to only those bitrate streams where it does have outstanding requests, therefore achieving the best efficiency. This would mean in the worst case that a CNAP would need to send for each new block, aka.: every two second for every client one IGMP/PIM leave and one IGMP/PIM join towards the upstream router to get a block for an appropriate bitrate (or changed content) whenever bitrate or content on a client have changed. This high rate of control-plane signaling between CNAP and routers, and even between routers inside the multicast Domain is a major pain point and may easily prohibit deployment of these solutions because in many network devices, the performance of PIM/IGMP is not scaled for continuous change in forwarding. Even worse, the limit may not simply be the CPU performance of the routers control plane, but a limitation in the number of changes in forwarding that the forwarding plane units (NPU/ASICs) can support.

6. Realization over BIER
6.1. Description of a "BIER Multicast Overlay" to support HTTP Multicast

The Service Handler (as in Figure 1) in BIER Multicast Overlay, process the FQDN in the service request. At the service level, e.g. HTTP service, the fixed relationship among consumer and providers may be abstracted using "Service Names", and the changing relationship at the Service execution endpoints can be managed at the "multicast overlay" level, handing out the exact locations where service request or response needs to be sent to BIER layer.

Figure 2: Service name to Path ID translation

We illustrate this using HTTP URI as service names. It should be noted, other identifiers can also be used as service name, such as an IP address. In the example illustration, other layers such as TCP, IP has been terminated at the egress point. Outside BIER domain we terminate TCP/IP session to extract the URI. The URI is processed by the "multicast overlay" layer to generate PATH IDENTIFIER, which is used as BIER header.

Path Identifier or PATH ID, is used in path-based approach, which utilizes path information provided by the source of the packet for forwarding said packet in the network. This is similar to segment routing albeit differing in the type of information provided for such source-based forwarding.

Once the BIER header is determined and added at the BFIR, the rest of the transport layers is assumed to be any underlay technology as supported by BIER. We assume TCP friendly transport, which can assure reliable delivery.

6.1.1. BIER Multicast Overlay Components

With reference to Figure 1, the following components are part of BIER Multicast Overlay Layer.
o Service Handler (SH): The Service handler terminates transport level protocols, such as TCP, and extracts the URI. It processes the URI in order to determine the PATH ID by contacting the PCE for a suitable path resolution, which in turn is used to send the HTTP Request.

o Optional PCE: Path Computation Element keeps track of all service execution end points through a registration process. SH interacts with the PCE to obtain PATH information by resolving the FQDN from the incoming URI at the ingress SH to a suitable PATH ID.

o Interface functions to BFIR where the PATH ID is mapped to BIER header. An Interface to the BFER is likely not required because the BFER will only receive the traffic that they need and should be able to derive from the BIER payload which subset of its receivers need to get an HTTP encapsulated version of a particular reply.

6.1.2. BIER Multicast Overlay Operations

As shown in Figure 3, the "Multicast overlay function" includes a function called PCE (Path Computation Element function), which is responsible for selecting the correct multicast end point and possibly realizing path policy enforcement. The result of the selection is a BIER path identifier, which is delivered to the SH upon initial path computation request (or provided to the ingress router BFIR to be added as BIER header) (i.e., when sending a request to or response for a specific URL for the first time). The path identifier is utilized for any future request for a given URL-based request.

All service end points indicate availability to the PCE through a registration procedure, the PCE will instruct all SHs to invalidate previous path identifiers to the specific URL that might exist. This may result in an a renewed path computation request at the next service request forwarding. Through this, the newly registered service endpoint might be utilized if the policy-governed path computation selects said service instance. Otherwise, a previously resolved PATH ID for the URI determined at the ingress SH is being used instead, removing any resolution latency to an SH-local lookup of the PATH ID.
In the diagram shown above, an HTTP request is sent by an IP-based device towards the FQDN of the server defined in the HTTP request.

At the client facing SH, the HTTP request is terminated at the TCP level at a local HTTP proxy. The server side SH at the egress terminates any transport protocol on the outgoing (server) side. These terminating functions are assumed to be part of the client/server SH. As a consequence, the SH obtains the destination "Service Name" from the received HTTP request.

If no local BIER forwarding information exists at the client side SH, the path computation entity (PCE) is consulted, which calculates a unicast path from the BFIR to which the client SH is connected to the BFER to which the server SH is connected. The PCE provides the forwarding information (Path ID) to the client SH, which in turn caches the result. The Client SH may forward the Path ID to BFIR, which creates the BIER header.

Ultimately, the "HTTP Request" encapsulated by BIER header, as shown in above diagram, is forwarded by the client SH towards the server-facing SH via the local BFIR. We assume a (TCP-friendly) transport protocol being used for the transmission between client and server SH. The possibility of sending one HTTP response to several CNAPs makes this a reliable multicast transport protocol. The exact nature
of this transport protocol is left for further studies. A suitable transport or Layer 2 encapsulation, as supported by BIER layer, is added to the above payload.

<table>
<thead>
<tr>
<th>Transport L2 HEADER</th>
<th>BIER HEADER</th>
<th>HTTP REQUEST [ENCODED IN TEXT]</th>
</tr>
</thead>
</table>

Figure 5: Transport Encapsulation of BIER payload

Upon arrival of an HTTP request at the server SH, it forwards the HTTP request as a well-formed HTTP request locally to the server, awaiting an HTTP response for the reverse direction.

If no BIER forwarding information exists for the reverse direction towards the requesting client SH, this information is requested from the PCE, similar to the operation in forward direction.

6.2. Achieving Multicast Responses

Upon arrival of any further client SH request at the server SH to an HTTP request whose response is still outstanding, the client SR is added to an internal request table. Optionally, the request is suppressed from being sent to the server.

Upon arrival of an HTTP response at the server SH, the server SH consults its internal request table for any outstanding HTTP requests to the same request. The server SH retrieves the stored BIER forwarding information for the reverse direction for all outstanding HTTP requests and determines the path information to all client SHs through a binary OR over all BIER forwarding identifiers with the same SI field. This newly formed joint BIER multicast response identifier is used to send the HTTP response across the network.

BIER makes the solution scalable. Instead of IP multicast with IGMP/PIM, BIER is being used between Server NAP (SNAP) and CNAP, the SNAP simply coalesces the forwarded HTTP requests from the CNAP, and determines for every requested block the set of CNAPs requesting it. A set of CNAPs corresponds to a set of bits in the BIER bitstring, one bit per CNAP. The SNAP then sends the block into BIER with the appropriate bitstring set.
This completely eliminates any dynamic multicast signaling between CNAP and SNAP. It also avoids sending of any unnecessary data block, which in the IP multicast solution is pretty much unavoidable.

Furthermore, using the approach with BIER, the SNAP can also easily control how long to delay sending of blocks. For example, it may wait for some percentage of the time of a block (e.g., 50% = 1 second), therefore ensuring that it is coalescing as many requests into one BIER multicast answer as possible.

6.3. BIER multicast Overlay Traffic Management

BIER-TE (BIER Traffic Engineering [I-D.ietf-bier-te-arch]) forwards and replicates packets like BIER based on a BitString in the packet header. Where BIER forwards and replicates its packets on shortest paths towards BFER, BIER-TE allows (and requires) to also use bits in the bitstring to indicate the paths in the BIER domain across which the BIER-TE packets are to be sent. This is done to support Traffic Engineering for BIER packets via explicit hop-by-hop and/or loose hop forwarding of BIER-TE packets. A BIER-TE controller calculates explicit paths for this packet forwarding.

The Multicast Flow Overlay operates as in BIER. Instead of interacting with the BIER layer, it interacts with the BIER-TE Controller.

In this draft, "Name-based" service forwarding over BIER, is described to handle changes in service execution end points and manage adhoc relationship in a multicast group. BIER-TE is another way of doing this, while integrated with BIER architecture. The PCE function described earlier in the BIER Multicast Overlay, may become part of BIER-TE Controller. The SH function in the CNAP and SNAP communicates with BIER TE controller. SH sends the service name to the controller, which process the request using the PCE function and returns the "bitstring" to be used as BIER header for delivery of the HTTP response to multiple clients.

7. Next Steps

This Applicability Statement document describes how HTTP multicast responses can be realized over BIER. This document describes the functionalities in the multicast overlay layer to enable this functionality. We would like to get feedback and support from the WG to continue this work. We will elaborate further on specific protocols for the overlay layer and request adoption as a WG draft.
8. IANA Considerations

This document requests no IANA actions.

9. Security Considerations

The operations in Section 6 consider the forwarding of HTTP packets between ingress and egress points based on information derived from the HTTP request. The support for HTTPS is foreseen to ensure suitable encryption capability of such exchanges. Future updates to this draft will outline the support for such HTTPS-based exchanges.
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1. Introduction

Bit Index Explicit Replication (BIER) [RFC8279] is an architecture that provides optimal multicast forwarding without requiring intermediate routers to maintain any per-flow state by using a multicast-specific BIER header. BIERv6 refers to the deployment of BIER in Non-MPLS IPv6 networks using the BIER IPv6 encapsulation format defined in [I-D.xie-bier-ipv6-encapsulation].

SRv6 explained in [I-D.ietf-spring-segment-routing] refers to the deployment of segment routing in Non-MPLS IPv6 networks. [I-D.filsfils-spring-srv6-network-programming] introduces the Network programming concepts in SRv6 networks and explains how the 128-bit IPv6 address can be used as SRv6 SID in the format LOC:FUNCT, where
LOC part of the SID is routable, while FUNCT part of the SID is an opaque identification of a local function bound to the SID. It has also defined some well known standard functions like End.DT4 - Endpoint with decaps and IPv4 table lookup for L3VPN (equivalent to per-VRF VPN label). [I-D.dawra-idr-srv6-vpn] defines the TLVs to associate a function like End.DT4 with the L3VPN Unicast routes advertised via BGP. It also details how the functions of End.DT4, End.DT6, End.DT46 (End.DTx) can be used to identify a L3VPN/EVPN instead of using a VPN Label in MPLS-VPN [RFC4364] of the received data packet and thereby realize the L3VPN Services in the SRv6 Networks. However, it covers unicast services exclusively.

This document describes a method to realize MVPN services using BIER as a P-tunnel in the BIERv6 Networks. It defines a method to use an SRv6 Service SID like End.DTx as source address to identify the MVPN instance at the Egress PE. While the End.DTx is used as IPv6 destination address in unicast L3VPN scenarios as defined in [I-D.dawra-idr-srv6-vpn], this document extends the use of End.DTx as IPv6 source address. The LOC part and FUNCT part of this SRv6 Service SID represent the context and the upstream-assigned VPN Label respectively in MVPN scenario’s as defined in [I-D.ietf-bier-mvpn].

In particular, MVPN deployment in Non-MPLS IPv6 networks relies on L3VPN deployment on Non-MPLS IPv6 networks firstly, thus the c-multicast routing procedure like UMH Selection can be done. The L3VPN deployment in Non-MPLS IPv6 networks can be referred to [I-D.dawra-idr-srv6-vpn].

GTM defined in [RFC7716] is also covered in this document, as GTM shares the same BGP-MVPN signaling, while providing an approach of Non-VPN multicast over a service provider core with various P-tunnel type. For the same reason of UMH selection, and the requirement of basic operation like ping (e.g, to the multicast source address), the Global IPv4/IPv6 over SRv6 Core as described in [I-D.dawra-idr-srv6-vpn] is also required, and the [RFC5549] may be required further.

2. Terminology

Readers of this document are assumed to be familiar with the terminology and concepts of the documents listed as Normative References. Additionally the following terms are used through out the document.

- BIERv6 - BIER in Non-MPLS IPv6 networks using the BIER IPv6 encapsulation format defined in [I-D.xie-bier-ipv6-encapsulation].
3. Use of PTA and Prefix-SID Attribute in x-PMSI A-D Routes

The BGP-MVPN I-PMSI A-D (Type 1) or S-PMSI A-D (Type 3) route (called x-PMSI A-D route in this document), advertised by Ingress PE carries the BIER (Type 11) PTA as specified in [I-D.ietf-bier-mvpn]. The BIER PTA carried in the x-PMSI A-D route is used for explicitly tracking the receiver-site PEs which are interested in a specific multicast flow. It includes three BIER-specific fields, Sub-domain-id, BFR-id, and BFR-prefix. For BIER P-tunnel using the BIERv6 encapsulation in IPv6 networks, the BFR-prefix field in the PTA MUST be set to the BFIR IPv6 prefix and the MPLS Label field in the PTA MUST set to 0. For VPN over BIERv6, the End.DTx IPv6 address of the BFIR is used to identify the VRF instead of a MPLS Label. The End.DTx IPv6 Address (End.DT6 or End.DT4 or End.DT46) MUST be carried within an SRv6 L3 Service TLV [I-D.dawra-idr-srv6-vpn] of BGP Prefix-SID attribute in the x-PMSI A-D route.

The Ingress PE encapsulates the c-multicast IP packet with BIERv6 header and the source address in the outer IPv6 header will be set to the End.DTx IPv6 address advertised in the BGP-MVPN x-PMSI A-D routes. See section 3 of [I-D.xie-bier-ipv6-encapsulation] for the detailed packet format.

Egress PE (BFER) receiving the x-PMSI A-D routes with BIER PTA and SRv6 L3 Service TLV learns the End.DTx IPv6 address and uses it to identify the VRF of the c-multicast packet.

When Egress PE receives a BIERv6 packet and the self bfr-id is set in the bit-string field of the Non-MPLS BIER header, it retrieves the End.DTx IPv6 address from the source address of the IPv6 header to determine the VRF and the Address Family (AF) of the c-multicast data packet, and performs the MFIB lookup in the corresponding table.
4. MVPN over BIERv6 Core

[I-D.ietf-bier-mvpn] specifies the protocol and procedures to be followed by the Ingress and Egress PEs to use BIER as a P-tunnel for MVPN in MPLS networks. This section specifies the required changes and procedures in addition to support BIER as a P-tunnel in Non-MPLS IPv6 networks.

In a Non-MPLS IPv6 service provider network, many of the IP address fields used in the BGP-MVPN routes are IPv6 address as specified in [RFC6515]. These are listed below.

- "Originating Router’s IP Address" in the NLRI of Type 1 or Type 3 BGP-MVPN route is an IPv6 address.
- "Network Address of Next Hop" field in the MP_REACH_NLRI attribute is an IPv6 address.
- Route Targets Extended Community (EC) used in C-multicast join (Type 6 or 7) route or Leaf A-D (Type 5) route is an IPv6 Address Specific Extended Community, where the Global Administrator field will be an IPv6 address identifies the Upstream PE or the UMH.
- "VRF Route Import Extended Community (EC)" carried by unicast VPN-IPv4 or VPN-IPv6 routes as [RFC6515] specifies, or SAFI 1, 2, or 4 unicast routes, or MVPN (SAFI 5) Source-Active routes as [RFC7716] specifies.

On the Ingress PE (BFIR), the BGP-MVPN x-PMSI A-D route is constructed as per the procedures specified in [I-D.ietf-bier-mvpn] and with the following specifications.

- MPLS Label field in the BIER PTA MUST be set to Zero.
- BFR-prefix field in the BIER PTA MUST be set to the Ingress PEs (BFIR) IPv6 BFR-Prefix Address. It does not need to be the same as the other IPv6 address of the x-PMSI AD route.
- Route MUST also carry an BGP Prefix SID attribute with an SRv6 L3 Service TLV carrying an End.DTx IPv6 address uniquely identifying the MVPN instance.

If the VPN is IPv4 VPN, the End.DTx can be either End.DT4 or End.DT46. If the VPN is IPv6 VPN, the End.DTx can be either End.DT6 or End.DT46. By default, the distribution of the x-PMSI A-D routes uses the same End.DTx as the ones used for the distribution of VPN-IP unicast routes. That is, by default, the x-PMSI A-D route MUST carry the same SRv6-Service-SID used by the unicast routing for L3VPN. The
default could be modified via configuration by having a End.DTx used for the BGP-MVPN x-PMSI A-D routes being distinct from the ones used for the VPN-IP unicast routes.

BFIR MAY carry the BGP Prefix-SID attribute only in I-PMSI A-D route when I-PMSI A-D route is used, while other S-PMSI A-D routes do not carry the BGP Prefix-SID attribute.

BFIR MAY carry the BGP Prefix-SID attribute only in wildcard S-PMSI A-D routes when the "S-PMSI Only" mode as described in [RFC6625] is used, while other S-PMSI A-D routes do not carry the BGP Prefix-SID attribute.

On the Egress PE (BFER), the BGP-MVPN x-PMSI A-D route is processed as per the procedures specified in [I-D.ietf-bier-mvpn] and with the following specifications:

- The MPLS Label field in the BIER PTA of the BGP-MVPN x-PMSI A-D route MUST be ignored and MUST not be used for the identification of the VRF.

- The BGP-MVPN x-PMSI A-D route MUST be dropped if the BFR-prefix field in the BIER PTA is not an IPv6 address.

- The BGP-MVPN x-PMSI A-D route MUST be dropped if it does not carry a End.DTx IPv6 address in the SRv6 L3 Service TLV in BGP Prefix SID attribute.

- Leaf A-D route originated by the Egress PE (BFER) MUST carry the BIER PTA with the BFR-prefix field set to the BFER IPv6 BFR-prefix.

Valid BGP-MVPN x-PMSI A-D route received by an Egress PE (BFER) is stored locally, and the End.DTx IPv6 Address carried in the SRv6 L3 service TLV is used to identify the VRF of a c-multicast data packet. This may be populated into forwarding table only when there is c-multicast flow state with UMH of the specific BFIR this End.DTx located in.

If more than one x-PMSI A-D routes belonging to the same VRF has different End.DTx value, the processing is determined by the local policy of the BFER.

If more than one x-PMSI A-D routes belonging to different VRF has the same End.DTx value, the BFER must log an error, and a BIERv6 packet with this End.DTx as the IPv6 source address MUST be dropped.
The BGP Prefix-SID attribute (which may include the End.DTx in SRv6 L3 Service TLV) MUST NOT be carried in Leaf A-D route upon sending, and MUST be ignored upon reception.

5. GTM over BIERv6 Core

As specified in [RFC7716], Global Table Multicast (GTM) uses the same Subsequent Address Family Identifier (SAFI) value, the same Network Layer Reachability Information (NLRI) format, and the same procedures of MVPN with only a few adaptations. It supports for both IPv4 and IPv6 multicast flows over either an IPv4 or IPv6 SP infrastructure. GTM over BIERv6 core is obviously a case of IPv4/IPv6 multicast over an IPv6 SP infrastructure with BIERv6 data-plane.

The BIER (Type 11) PTA attribute and the BGP Prefix-SID attribute are carried in the x-PMSI A-D route in GTM cases. When the a BGP-MVPN x-PMSI A-D route is received by Egress PE, it is stored locally, and the End.DTx IPv6 Address of the Ingress PE in the route is used to determine the VRF of a packet, which is the ‘public’ VRF in the case of GTM.

There are some other attributes listed below for GTM over a BIERv6 core:

- **Route Distinguishers** - the RD field of a BGP-MVPN route’s NLRI MUST be set to zero (i.e., to 64 bits of zero) to represent a Non-VPN GTM. See section 2.2 of [RFC7716].

- **Route Targets Extended Community (EC)** - The RT EC carried by the BGP-MVPN C-multicast (Type 6 or 7) route or Leaf A-D (Type 4) route MUST be an IPv6-address-specific Extended Community (EC). The Global Administrator field identifies the Upstream PE or the UMH, and the Local Administrator field MUST always be set to zero in GTM case.

- **VRF Route Import Extended Community (EC)** - The VRF Route Import EC used in BIERv6 core MUST be an IPv6-address-specific EC if used, either used in UMH-eligible unicast routes having a SAFI of 1, 2, or 4, or used in the MVPN (SAFI of 5) Source Active A-D route.

GTM IPv4 multicast over an BIERv6 core may be considered an alternative to support IPv4 IPTV content delivery during transition to IPv6 period comparing to [RFC8114]. They both use IPv4-in-IPv6 encapsulation, while BIERv6 uses an additional BIER header within an IPv6 Extension header to support stateless core.
6. Data Plane

6.1. Encapsulation of Multicast Traffic

BIER IPv6 encapsulation (BIERV6) [I-D.xie-bier-ipv6-encapsulation] is used for forwarding the c-multicast traffic through an IPv6 core. The following diagram shows the progression of an MVPN c-multicast packet as it enters and leaves the intra-AS service-provider network.

---

Figure 1: BIERV6 MVPN/GTM Intra-AS

In case of inter-AS scenario, BIERV6 packets may travel through unicast to a Boarder Router (BR), and then replicate in a single intra-AS BIERV6 domain. How such non-segmented BIERV6 scenario can be supported is outside the scope of this document.

How segmented MVPN, for example, between BIERV6 and BIERV6, or between BIERV6 and Ingress Replication(IR) in Non-MPLS IPv6 networks, is outside the scope of this document.

6.2. MTU

Each BFIR is expected to know the Maximum Transmission Unit (MTU) of the BIER domain. This may be known by provisioning, or by method specified in [draft-ietf-bier-mtud]. The section 3 of [RFC8296] applies.

6.3. TTL

The ingress PE (BFIR) should not copy the Time to Live (TTL) field from the payload IP header received from a CE router to the delivery IP header. Setting the TTL of the delivery IP header is determined by the local policy of the ingress PE (BFIR) router per section 3 of [RFC8296].

7. Security Considerations

The procedures of this document do not, in themselves, provide privacy, integrity, or authentication for the control plane or the data plane.

8. IANA Considerations

No IANA allocation is required.
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1. Introduction

[I-D.ietf-bier-te-arch] introduces an architecture for BIER-TE: Traffic Engineering for Bit Index Explicit Replication (BIER). This document defines a YANG data model for BIER TE. The content is in keeping with the TE architecture draft. In addition, this YANG data model contains BIER TE frr items of [I-D.eckert-bier-te-frr].

2. Design of the Data Model

The BIER TE YANG model includes BIER TE adjancency configuration and forwarding items configuration. Some features can also be used to enhance BIER TE function, like ECMP and FRR.

module: ietf-bier-te
augment /rt:routing:
  +++-rw bier-te
  +++-rw subdomain* [subdomain-id]
  |  |  +++-rw subdomain-id uint16
  |  |  +++-rw te-adj-id
  |  |  |  +++-rw si* [si]
  |  |  |  |  +++-rw si uint16
  |  |  |  |  +++-rw adj* [adj-id]
  |  |  |  |  |  +++-rw adj-id uint16
  |  |  |  |  |  +++-rw adj-if if:interface-ref
  |  |  |  |  |  |  +++-rw bp-type? enumeration
  |  |  +++-rw bsl* [fwd-bsl]
  |  |  |  +++-rw fwd-bsl uint16
  |  |  |  |  +++-rw si* [si]
  |  |  |  |  |  +++-rw si uint16
  |  |  |  |  |  |  +++-rw te-bift-id
3. BIER-TE configuration

The BIER-TE forwarding item is indexed by the combination of sub-domain-id, BitStringLength and set identifier.

One interface can be used in different sub-domain, so the BIER TE adjacency information is managed by BIER TE function other than by interface itself.
Because the BIER-TE is controlled by controller now, the information about IGP is not defined. If in the future the IGP is used to carry the information about BIER-TE, the IGP extension will be added in this document.

4. Notifications

If the adjacency id of one adjacency is set to zero, the value is invalid. The notification should be sent to controller and network manager.

5. RPCs

TBD.

6. BIER TE YANG model

<CODE BEGINS> file "ietf-bier-te.yang"

module ietf-bier-te {
  yang-version 1.1;
  namespace "urn:ietf:params:xml:ns:yang:ietf-bier-te";
  prefix bier-te;
  import ietf-routing {
    prefix "rt";
    reference "RFC8022";
  }
  import ietf-interfaces {
    prefix "if";
    reference "RFC7223";
  }
  import ietf-routing-types {
    prefix "rt-types";
    reference "RFC8294";
  }
  organization " IETF BIER(Bit Indexed Explicit Replication) Working Group";
  contact
    "WG Web:  <http://tools.ietf.org/wg/bier/>
    WG List:  <mailto:bier@ietf.org>"
description
"The module defines the YANG definitions for BIER TE.

Copyright (c) 2018 IETF Trust and the persons identified as authors of the code. All rights reserved.

Redistribution and use in source and binary forms, with or without modification, is permitted pursuant to, and subject to the license terms contained in, the Simplified BSD License set forth in Section 4.c of the IETF Trust’s Legal Provisions Relating to IETF Documents (http://trustee.ietf.org/license-info).
This version of this YANG module is part of RFC 3618; see the RFC itself for full legal notices.";

revision 2019-03-23 {
    description
    "Initial revision.
    reference
    "draft-ietf-bier-te-arch: Traffic Engineering for Bit Index Explicit Replication (BIER-TE)";
}

/*
* Features
*/
feature bier-te-frr {
    description
    "Support Fast Re-route feature in BIER TE."
}
feature bier-te-ecmp {
    description
    "Support ECMP feature in BIER TE."
}
typedef bit-string {
type uint16;
description "The bit mask of one bit-string."
);  
grouping te-frr {
description "The TE fast re-route information."
list btaft {
  key "frr-index";
  description "The index of the frr paths. This item can be
used for multiple links protection in
different SI.";
  leaf frr-index {
    type uint16;
    mandatory true;
    description "The frr item index.";
  }
  leaf frr-si{
    type uint16;
    mandatory true;
    description "The set identifier of this forwarding
item.";
  }
  leaf frr-bsl {
    type uint16;
    mandatory true;
    description "The value of bitstringlength.";
  }
  list addbitmask {
    key "bitmask";
    description "The adding bitmask of the forwarding
item.";
    leaf bitmask {
      type bit-string;
      description "The adding bitmask of the forwarding
item. This item should be merged
into the packet’s bit-string.";
    }
  }
}
}


grouping fwd-type {
description "The collection of all possible forwarding types.";
choice fwd-type {
  mandatory true;
  case connected {
    description "The forwarding type is connected.
    Mostly connected interfaces."
  }

  case different {
    description "The forwarding type is different.
    Mostly different interfaces.
  }
}

case routed {
    description "The forwarding type is routed. Mostly not connected interfaces.";
}
case local-decap {
    description "Means that the packet should be decapsulated and forward out of BIER domain.";
}
case other {
    description "Means that the packet should be discarded.";
}
description "The collection of all possible forwarding types."
}

grouping bp-type {
    description "The collection of all possible adjacency type."
    leaf bp-type {
        type enumeration {
            enum p2p {
                description "Describes p2p adjacency.";
            }
            enum bfer {
                description "Describes bfer adjacency.";
            }
            enum leaf-bfer {
                description "Describes leaf-bfer adjacency. There is no next BFR that the packet should be forwarded.";
            }
            enum lan {
                description "Describes lan adjacency.";
            }
            enum spoke {
                description "Describes spoke adjacency of hub-and-spoke.";
            }
            enum ring-clockwise {
                description "Describes clockwise adjacency in ring.";
            }
            enum ring-counterclockwise {
                description "Describes counterclockwise adjacency in ring.";
            }
        }
    }
}
enum ecmp {
    description "Describes ecmp adjacency.
    When the type is set to ecmp,
    the corresponding ecmp entry
    should be used to balance the load.";
}

enum virtual-link {
    description "Describes virtual adjacency
    between two indirect connect
    nodes.";
}

enum other {
    description "Describes other id type of
    adjacency.";
}

description "The collection of all possible adjacency
    type.";
}

grouping te-bift-id {
    description "The index of BIER forwarding items. It usually
    represents the combination of [SD, BSL, SI].";
    leaf type {
        type enumeration {
            enum mpls {
                description "The bift-id value is represent the
                BIER TE mpls forwarding plane. It
                is a mpls label.";
            }
            enum eth {
                description "The bift-id value is represent the
                BIER TE ethernet forwarding plane.
                It is an index of ethernet
                encapsulation.";
            }
            enum other {
                description "Describes other type of te-bift-id.";
            }
        }
        description "The types of BIER TE bift-id. If this type
        is not set, mpls is default type.";
    }
    leaf value {
        type rt-types:mpls-label;
    }
}
mandatory true;
description "The bift-id value of the forwarding item. It can be a mpls label or an index of ethernet encapsulation which is used to represent specific combination of [SD, BSL, SI]. The ethernet index value is the same range (20bits) as mpls label.";
}

grouping te-items {
  description "The BIER TE forwarding items collection.";
  uses fwd-type;

  leaf dnr-flag {
    type boolean;
    description "When the flag is set to 1, the BP of adjacency should not be reset when packet copies are created. The flag makes sense only when the forwarding type is 'connected'.";
  }

  container out-info {
    description "The information of out forwarding packets. Includes the outbound interface and the bift-id of next hop.";
    leaf fwd-intf {
      type if:interface-ref;
      mandatory true;
      description "The out interface of this forwarding item.";
    }

    container te-out-bift-id {
      description "The bift-id information corresponding to a specific outbound interface.";
      uses te-bift-id;
    }
  }

  container te-frr {
    if-feature bier-te-frr;
    leaf frr-index {
      type uint16;
      description "The index of this frr path.";
    }
  }
}
list resetbitmask {
    key "bitmask";
    description "The deleting bitmask of the forwarding item.";
    leaf bitmask {
        type bit-string;
        description "The deleting bitmask of the forwarding item.";
    }
}
description "If this link is protected, frr items can be used to forward flows when this link is down.”;
}

grouping fwd-items {
    list si {
        key "si";
        description "The forwarding items of one set identifier.";
        leaf si {
            type uint16;
            mandatory true;
            description "The set identifier of this forwarding item.";
        }
        container te-bift-id {
            description "The bift-id which is used to locate the specific forwarding item.";
            uses te-bift-id;
        }
    }
    list fwd-items {
        key "te-bp";
        description "The forwarding information of one BIER TE item.";
        leaf te-bp {
            type uint16;
            mandatory true;
            description "The bit index of a BIER TE forwarding item.";
        }
        uses bp-type;
        uses te-items;
        list te-ecmp {
            if-feature bier-te-ecmp;
        }
    }
}
key "out-if";
leaf out-if {
    type if:interface-ref;
    description "The outgoing interface.";
}

container te-out-bift-id {
    description "The bift-id info for a specific outbound interface.";
    uses te-bift-id;
}

description "The list of the ecmp paths. When the type of BP is set to ecmp, this interface ecmp list should be used to balance the load on each interface."
}

}

description "The forwarding items in one combination of SD, BSL and SI."
}

grouping te-info {
    description "The BIER TE forwarding information.";
    list subdomain {
        key "subdomain-id";
        description "The forwarding items of one sub-domain.";
        leaf subdomain-id {
            type uint16;
            description "The sub-domain-id of this sub-domain.";
        }
    }

    container te-adj-id {
        list si {
            key "si";
            description "The forwarding items of a set identifier.";
            leaf si{
                type uint16;
                mandatory true;
                description "The set identifier of this forwarding item.";
            }
        }

        list adj {
            key "adj-id";
            description "The ID of an adjacency.";
            leaf adj-id {
                type uint16;
            }
        }
    }
}


mandatory true;
description "The adjacency id.";
}
leaf adj-if {
type if:interface-ref;
mandatory true;
description "The corresponding interface of this adjacency.";
}
uses bp-type;
}
description "This adjacency ID information for BIER TE in a SI.";
}
list bsl {
key "fwd-bsl";
description "The forwarding items in one BSL.";
leaf fwd-bsl {
  type uint16;
description "The value of bitstringlength.";
}
uses fwd-items;
}
container te-frr-items {
  if-feature bier-te-frr;
  uses te-frr;
description "The TE protective fast re-route items.";
}
}

notification bier-te-notification {
  description
    "The notification is sent when a condition changes.";
  list bp-is-zero {
    key "if-index";
    description "The adjacency id is zero. It is invalid.";
    leaf if-index {
      type if:interface-ref;
      description "The adjacency id is zero.";
    }
    uses bp-type;
  }
}  

7. IANA Considerations

The IANA is requested to assign two new URIs from the IETF XML registry ([RFC3688]). Authors are suggesting the following URI:


Registrant Contact: BIER WG

XML: N/A, the requested URI is an XML namespace

This document also requests one new YANG module name in the YANG Module Names registry ([RFC6020]) with the following suggestion:

name: ietf-bier-te


prefix: bier-te

reference: RFC XXXX
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