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Overview

— Wegivea definition of fairness on multiple-time scales
— based on bitrate measurement on multiple time scales

— We propose an implementation
— we build on Core Stateless Resource sharingand
— weonlyupdatethe edge markingto reflect the time-scales

— We show potential advantages and characteristics
— fluid simulation assuming ideal Congestion Control
— Two-Rate, Three-Color Marker (trTCM) is used as a reference
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Bitrate measurement and time-scales

Link f-- e

Packet#1

Packet#2

t t
— Bitrateisa derived measure ket Carved " omag
— Discrete packetarrivals aretranslated to bitrate  arrivals
— Bitrate always has a time-scale associated HH HHHH HH
Volume (bits . " time
Bitrate = — (bits) Bitrate ‘ Bitrate
Time (sec) RTT) 4 derived
RTT
— Natural time-scales: |——,_|—| ‘
~RTT Bitrate "~ time
_ (Session) 1
~1s — speed shownin apps Session
~ Session duration (target)
~ 1 minute: short term history and activity Bitrate "~ time
: . .. (Imin) 1
~ 10 minutes:longer termactivity -
~Month: monthly cap
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Fairness on multiple time-scales

— When to measure bitrate
— Whensource isactive — to describe performance

— During both activeand inactive periods — to judgethe
fairness of resource sharing

— Fairnessgoal on multiple time-scales
— Balanced fairness: multiple time scales are considered

— Allow highershareon shortertime-scales for flows
below their fair share inlonger time-scales
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Overview of Core-Stateless Resource Sharing
Example: Per Packet Value based CS RS

— PPV is a Core-Stateless Resource Sharing framework, which
— allowsa wide variety of detailed and flexible policies;
— enforcesthose policiesforall traffic mixes; and

: =
— scaleswellwiththe number of flows | Packet Marker
Packi ~2¢K{  (per node)
(pel_PETToIET] | Edge
. . Packet
Packet Marking at the edge f Desired Resource Sharing is mzcrk?ng
— encodespolicyintoa value marked on each packet defined by gif;et marking
— Resource Node — AQM and Scheduling (no PO'icyisorf]é'gtvjveidn)fmmaﬂon
— behaviorbased on packet marking only Resource Dlﬂ

— no need for ﬂ
— policy information E
— flow identification
— separatequeues

— very fast and simpleimplementations exist

Core

Resource
mngment
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Two-Rate, Three-Color Marker (trTCM)
A simple Core-Stateless Marker

— Excess information Rate

— Committed Information Rate _— — Allowed into the network

— Noguaranteeatall
— Guaranteed
B \ CIR FIR / _
— DE =False T S DE=True
(Drop Eligibility) — flowout
flowJn ET? Lis < YOS o i; oy out
D T ET? No>- _____ drop-*XM ---- forward» —mc——=
\— Rest traffic
— Red
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Extending trTCM

More drop precedences (DPs)

flow out
—

s | o

flow out
—

forward» ==

More time-scales (TSs)

flow in flow out
— —

--forward»  mm =
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Multi-Timescale Bandwidth profile (MTS-BWP)
4x4 example (i.e, 4DPs, 4TSs) ..

— Input: /
— R, tokenbucketrates

— MBS, ,« maximum bucket sizes

— MBSis calculated
from R and the Time Scales

_ /WBSCJ’,O,Z‘Sz de,z‘s * 7-51‘5 \

— ET7?7:"Enough Tokens?”
— Checkswhether there are “packet

size”" worth of tokens inall buckets
of that Drop Precedence
— E.g.Ry, limits the bitrate of DP, flow in

packetsonTS, SR
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MTS-BWP example Scenario
Access/Aggregation Network

— Few nodes sharing a common bottleneck

5 Nodes scenario

— Several flows/usersin one node
— One MTS-BWP per node

The advantage we are looking for

— Nodeswith good history can temporality
access high portion of bottleneck capacity
— I.e. high peak rates achieved forsmall
bursts (feels like an underloaded system)

9
— At the same time multi-timescale fairnessis 0.& Bottleneck (C)
maintained
— C =10 Gbps
— N =5 Nodes

— C/N = 2 Gbps (fair share of a node)
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MTS-BWP R matrix
Design highlights

1S = [U.UL 0.133. 2, 30] (in sec)
7S, TS, TS, TS,

2 2 2 0.75] o~
4 2 1 0.25| 0~
10 10 1 1 | ops
10 10 10 10 | o7

(Ratesin [Gbps])
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MTS-BWP R matrix
Design highlights

TS =1[0.01, 0.133, 2, 30] (in sec)

7S,

)
4
10
10

7S,

)
2
10
10

753

2
1
1
10

7S,

0.75
0.25
1
10

DP,
DP,
DP,

Guaranteed bitrate on
different Time-Scales
(DP; is dropped last)
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MTS-BWP R matrix
Design highlights

Throughputfor small and medium
files in nodes with good history

Throughputfor nodes with “still” good history
7S; 7S, 753

6;13
r_ W1

10 10 1

10 10 10 10 | oP, DP,isdesignedto go through, when all
) - but one nodes are having “bad history”

Target throughputwhen
-All DP, packet go through
-For different time scales
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MTS-BWP R matrix
Design highlights

7S, TS, TS C/N=2
5 9 9 — Itisthe fairshare of two nodeson
the same Time-Scale
R — 4 2 1 — Itisalsothelongtimefairshare
(10 10 1
10 10 10
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MTS-BWP
Design highlights

TS = [0.01, 0.133,

2. Consequently, 75; is also
how long the rates in column
/-1 can be maintained

1. 75;Determines bucket sizes
on the same column (/)

. 21 0.
A 1, 0.25]| 0P
B=1070 1 1 |o»
10 10 10 10 | o~
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MTS_BWP . 30 sec active period, before the
DES|gn hlghllghts node is considered high load
7S5 7'54/

7S, 7S,
TS =10.01, 0.133, 2 30, ool [sec]
~RTT

File size =[0.1, 1] (Gbyte)

6i 2 0.75] o~
1 0.25]| op
10 10 1 1 | op
10 10 10 | o~
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Fluid Simulation — Time-Series Example
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7S, TS, TS, TS,
'262423.751‘7”1
4 2 1 25| DP;
10 10 1 1 DP;
_10 10 10 10 | o~

— Nodes 2-5 —"“bad history”

- OI’] TS4 (DPl'Dpz)
— 1(.75+.25) Gbps

— Node 1 —"good history”
— a) Startson TS,
— 6 (2+4) Gbps

— b) Changesto TS,

— 4 (2+2) Gbps
— Extra capacity

- DP3



Simulation of Advantages
Fluid Simulator

— TrafficModel
— Poissonarrivals
— Twofilesizes (small, large)
— Maximum number of flows (per Node)
— Nominal load (of a Node):
— theload of Node line divided by its fair share
— Low load node: Nominal load<1
— High load node: Nominalload>1
— Systemload

— Scenarionaming: 1L/4H —meaning 1 low load node, 4 high load nodes
— Theload of lowload nodes and the system loadis varied
— (Theload of high load nodeis calculated from the above two)
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o o Node throughput: measured when —

SEIECt@d SlmUIthOn rESUItS the nodeis ACTIVE (sending data)
MTS-BWP vs. trTCM

— — Small gain
, B10] ¢ wrem |L— — Butgood performance anyway
§5 s
28 4] H A J ] 1 l (1B S| 4 l $ _‘ | — Increased averageand
SE 21 /N . LR LS LS. LI ¢ % — 10% best

= 0% 07 08 09005 10 12 20 06 07 08 09 005 10 12 20 ——— — Similar, but smaller gains

system load system load !
1L/4H, low load = 0.5 2L/3H, low load = 0.5

q Experience:
ok ¥ oTCm
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& j H JfJf b o | Jf % # HH——— — Averageremainsthe same

8 /N _— — Slightlyincreased variance
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Experienced system load for low load nodes
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for MTS-BWP

— Defined asthe systemloadin theequivalent trTCM scenario

— wherethe average node bandwidth for low load nodes isthe same

Hiah Toad/ oaded svet Experience in an overloaded system Smaller load for low load nodes
Glg ; obleleer 00]1 el SVT efg y is like trTCM with load 0.8/0.65 and higher Nr of low load nodes
00d experience Tor low loaad node (For low load nodes with load 9.5/0.2) result in better performance

Experienced system load

\ / ®| |ow load =
o« ® ° o

° c o * ° ° low load =

® o o ® e o o o o

. S o @ ® = e o
° ° e o o o o o o
o o °
° 4 ® o (& o o o

0.5
0.2

0.6 0.7 0.8 0.90.951.0 1.2 2.0 0.6 0.7 0.8 0.9 0.951.0 1.2 2.0 0.6 0.7 0.8 0.90051.0 1.2 2.0 0.6 0.7 0.8 0.9 0.95 1.0 1.2 2.0
system load ‘ ‘ system load | | system load | ‘ system load

1L/4H 2L/3H 3L/2H aL/1H
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Preliminary Packet level Simulation Results (ns3-dce) -
Validate the ideal fluid model
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TS4= 30 s “perfect history”

5 Cubic TCPs 40 . L
good history
per Node TS.=2s
35 = 3 ‘ “"bad history”
1s sliding
window avg
15 new Node's history becomes equally “bad”

Equal sharing — fair share (20 Mbps)
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Bad history (t>30s) -— TS changes for the new Node
5 (good history)

O ‘  .
co 1 new Node arrives

0 20 40 52 60 80 100 (perfect history)
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Summary

— Wegivea definition of fairness on multiple-time scales
— based on bitrate measurement on multiple time scales

— We propose an implementation
— we build on Core Stateless Resource sharingand
— weonlyupdatethe edge markingto reflect the time-scales

— We show potential advantages and characteristics
— fluid simulation assuming ideal Congestion Control
— Two-Rate, Three-Color Marker (trTCM) is used as a reference
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