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Draft Updates

draft-irtf-icnrg-icnlowpan-01⇒ draft-irtf-icnrg-icnlowpan-02

Update since -01
I Time TLV: InterestLifetime & ContentFreshness
I Implementation Report & Guidance section
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RFC5497 – Time TLV

Objective
I Represent time value in
Mobile Ad Hoc Networks
(MANETs)

I Encoding uses 1 byte
I Focus on wide range with
less precision

0 1 2 3 4 5 6 7

exponent (b) mantissa (a)

time value = (1+ a
8) · 2

b · C

C = 1
1024

time code

min: (1+ 0
8 ) · 2

0 · 1
1024 = 1

1024 ≈ 0.9 ms

max: (1+ 7
8) · 2

31 · 1
1024 = 15 · 228 · 1

1024 ≈ 45 days

≈ 0.9 ms ≈ 45 days
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ICNLoWPAN Time TLV (1)
I Time values for InterestLifetime (CCNx/NDN) & ContentFreshness (NDN)
I Former approach: linear scaling using 2 bytes ≈ 64 seconds
I Reuse 2 bytes for Time TLV

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

exponent (b) mantissa (a)

time value = (1+ a
2048) · 2

b · C, with C = 1
1024

time code

min: (1+ 0
2048) · 2

0 · 1
1024 = 1

1024 ≈ 0.9 ms

max: (1+ 2047
2048) · 2

31 · 1
1024 = 4095 · 220 · 1

1024 ≈ 48 days

4 / 13



ICNLoWPAN Time TLV (2)

I min: C = 1
1024 s ≈ 0.9 ms, not possible to represent 0 s

I Protocols MAY use 0 s, e.g., InterestLifetime/ContentFreshness of 0 s
I We de�ne: time code 0 = 0 s instead of C s

⇒ 1. minimum = 0 ms, for a = 0, b = 0
⇒ 2. minimum ≈ 0.9 ms, for a = 1, b = 0
⇒ maximum ≈ 48 days, for a = 2047, b = 31
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ICNLoWPAN Time TLV Problems

I Application may choose invalid time value

Interest
I Originator: round-up to nearest time code before signing
I Forwarder: round-up only if no signature is present
I Forwarder: send uncompressed if invalid time value & signature is present

Data
I Originator: round-up to nearest time code before signing
I Forwarder: send uncompressed if invalid time value

6 / 13



Experimental Evaluations
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Abstract—Information Centric Networking is considered a
promising communication technology for the constrained IoT,
but NDN was designed only for standard network infrastructure.

In this paper, we design and evaluate an NDN convergence
layer for low power lossy links that (1) augments the NDN
stateful forwarding with a highly efficient name eliding, (2)
devises stateless compression schemes for standard NDN use
cases, (3) adapts NDN packets to the small MTU size of IEEE
802.15.4, and (4) generates compatibility with 6LoWPAN so that
IPv6 and NDN can coexist on the same LoWPAN links. Our
findings indicate that stateful compression can reduce the size
of NDN data packets by more than 70 % in realistic examples.
Our experiments show that for common use cases ICNLoWPAN
saves 33 % of transmission resources over NDN, and about 20 %
over 6LoWPAN.

Index Terms—Internet of things, low power lossy networks,
802.15.4, header compression

I. INTRODUCTION

The Internet of Things (IoT) has been identified as a
potential deployment area for Information Centric Networks
(ICN) [1], since infrastructureless access to content, resilient
forwarding, and in-network data replication demonstrated no-
table advantages over the traditional host-to-host approach on
the Internet [2]–[5]. Named Data Networking (NDN) [6] has
matured to a prominent, widely implemented flavor of ICN
that strictly couples data delivery to consumer requests. Recent
studies [7] have shown that NDN can outperform CoAP [8]
and MQTT-SN [9], the corresponding IP-based data services
for the constrained IoT. However, NDN lacks mechanisms for
packet adaptation and compression to comply with limitations
of wireless links prevalent at the low power IoT edge [10].

Common edge networks in the constrained IoT are built
from low power and lossy radios (see ”LLN” in [11]) such
as IEEE 802.15.4 [12], Bluetooth Low Energy (BLE) [13], or
LoRA [14]. Characteristics of LLNs include an unreliable en-
vironment, low bandwidth transmissions, and increased laten-
cies. IEEE 802.15.4 admits a maximum physical layer packet
size of 127 octets. With 6LoWPAN [15], [16], the IP-world has
created a convergence layer that provides appropriate frame
encapsulation formats, packet header compression and link
fragmentation for IPv6 packets in IEEE 802.15.4 networks.
The ICN world has not yet developed corresponding features
for constrained environments.

With this paper, we close the gap of LoWPAN conver-
gence for NDN. We leverage its potential of stateful for-
warding for eliding names on paths and design highly ef-
ficient compression primitives that outperform 6LoWPAN.
Our evaluations reveal significant gains in packet reduction,
energy consumption, and reliability. In addition to stateful
and stateless compression, we also contribute a fragmentation
scheme as well as a framing compatible to the 6LoWPAN
techniques. Real implementations under RIOT OS [17], [18]
and experimentation on a testbed of current IoT hardware
demonstrate the feasibility, robustness and energy efficiency
of our approach.

The remainder of this paper is organized as follows. The
subsequent Section II discusses the problem of NDN LoWPAN
adaptation and related work. In Section III, we introduce
our ICNLoWPAN convergence layer and detail out IPv6-
ICN coexistence, on-link fragmentation, and compression. A
thorough evaluation of the compression benefits follows in
Section IV. Finally, we conclude with an outlook in Section V.

II. PROBLEM SPACE AND RELATED WORK

The Internet of Things inherently connects numerous de-
vices of substantial heterogeneity. In this work, we focus
on deployment use cases that bundle low-end and battery-
operated microprocessors in wireless networks, where packet
transmission distinctly dominates power consumption. The
challenges we face in such scenarios are manifold and range
from limited MTUs, lossy links and mobility to link layers
that lack basic protocol features, such as frame encapsulation
formats (c.f. EtherTypes in Ethernet).

NDN couples name-based routing from TRIAD [19] with
stateful forwarding from DONA [20] and seamlessly leverages
in-network caching on the forwarding plane. The fundamental
request-response semantic on the network layer of NDN
requires an Interest message and a returning data message.
Both message types utilize flexible Type–Length–Value (TLV)
header fields to allow for generic and extensible packet formats
to the cost of space efficiency. Name TLVs are essential to
NDN and thus always appear in Interest as well as in data
messages. Depending on the naming scheme, human-readable
Name TLVs make up the largest part of a request, and also of
a response for many IoT use cases . We explore related work
that copes with strict message length limitations using headerISBN 978-3-903176-16-4 © 2019 IFIP
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Experimental Evaluations: Setup

IEEE 802.15.4 IEEE 802.15.4 IEEE 802.15.4

6LoWPAN 6LoWPAN 6LoWPANICNLoWPAN ICNLoWPAN ICNLoWPAN

IPv6 IPv6 IPv6NDN NDN NDN
NDN NDN NDN

CoAP
UDP

CoAP
UDPForwarder

Consumer Producer

Namelong = /org/example/building/1/floor/4/room/481/temp/idx

Nameshort = /org/example/temp/idx
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Results: Processing Times
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Results: Message Sizes
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Results: Energy Consumption (1)
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Results: Energy Consumption (2)

Consumer Forwarder Producer
Nameshort Namelong Nameshort Namelong Nameshort Namelong

CoAP 548.58 µJ 612.24 µJ 967.41 µJ 1072.07 µJ 464.73 µJ 517.96 µJ

NDN 526.23 µJ 687.26 µJ 880.68 µJ 1152.02 µJ 422.55 µJ 584.82 µJ

ICNL 466.09 µJ 487.32 µJ 769.17 µJ 773.97 µJ 369.84 µJ 395.19 µJ

Energy consumption in µJ

X ICNLoWPAN reduces energy consumption
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Outlook

ICNLoWPAN
I Adds minimal convergence complexity
I Reduces message bu�er sizes
I Shortens in-�ight time of messages
I Decreases energy consumption
⇒ Bene�ts outweigh added compression complexity

How should we proceed? Request more (technical) feedback?
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