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1.
Evaluated an application-layer transport protocol  

•Rapidly evolving 
•Deployed at scale with nonpublic configuration param

eters.  
2.

Evaluations used settings that approxim
ate those deployed in the wild 

3.
Controlled experim

ents  
•Variety of conditions and environm

ents 
•M

ultiple versions 
4.

Instrum
ented the protocol 

•Inferred state m
achines 

•Provided root cause analysis 
5.

Approach can be applied to future versions and protocols
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•
Historical analysis of Q

UIC over m
ore than a year 

•
Proxying 

•
Video stream

ing over Q
UIC 

•
Q

UIC in cellular networks
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