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The telescope: top-N in passive DNS

● ~200K/sec passive DNS cache miss traffic

● Diverse set of resolvers world-wide

● Completely new machinery vs. DNSDB

● Tracking only the top-N objects

This talk: Jan-Mar 2019 (>1 trillion cache-misses)

Goal: preview + what would you like to see?

http://pngimg.com/download/66494 (CC BY-NC 4.0) 2
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The galaxies: tracked DNS objects
● Authoritative DNS servers

(aggregated by IP address)

● Effective TLDs (Public Suffix List)

● Effective Second-Level Domains

● Fully-Qualified Domain Names

● QTYPE values (A, AAAA, MX, RRSIG, …) 

● IPv4 and IPv6 answers (A, AAAA, ANY)

~Top-10K for each minute

3NASA / ESA (public domain)



The stars: traffic features
● 30+ features per each object, e.g.

○ Counters of DNS queries and responses:
all, answered, SUCCESS, NXDOMAIN, 
non-empty ANSWER, NS records in 
AUTHORITY, DNSSEC-signed, empty AAAA 
answers, etc.

○ Cardinality estimates (incl. HyperLogLog):
number of distinct FQDNs, TLDs, SLDs, QTYPEs, 
IP addresses seen in ANSWER, auth. server IPs

○ Histogram estimates (percentiles, top-k, means):
server response delay, number of network hops, 
response size, record TTLs, est. hierarchy level

4https://en.wikipedia.org/wiki/File:718star.png (CC BY-SA 3.0)
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Q1 2019 Top-10k servers: DNS traffic distribution

Top-1K ~ 60% of queries



Traffic distribution vs. network 
(aggregated by AS name)
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Is DNS really distributed?

Q1 2019 Top-10k servers

Networks (alphabetic)
----------------------
 Akamai
 Amazon
 Cloudflare
 Google
 Microsoft
 UltraDNS
 Verisign
 Woodynet (PCH)
----------------------
~ 53.7% of DNS traffic

https://www.pch.net/services/dns_anycast
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Median response delay
20% space for improvement; popular servers are faster (less hops), but… 

~50%: <25ms

~20%: >100ms
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Playing with TTLs: large hardware vendor (a .com SLD)
...plus added a few servers to accomodate more traffic
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A new shiny gTLD
Spikes show big days, but new domains didn’t bring more traffic (yet)



Happy Eyeballs & Negative Caching
● Happy Eyeballs (RFC 8305)

○ Send A and AAAA queries for each FQDN
○ Results in a lot of AAAA queries at name servers, also for v4-only domains

● Negative caching
○ Regular DNS RR are sent with a TTL for caching purposes
○ Negative responses (NXDOMAIN or NO DATA) use SOA’s negative caching TTL

● Some ISP resolvers do not cache NO DATA AAAA responses at all

● Some FQDNs have a very large percentage of NO DATA AAAA responses
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Happy Eyeballs & Negative Caching
CDN for OS updates

● A RR TTL of 1 hour
● Negative caching TTL 

of 15 minutes
● 89% of all responses 

are AAAA NO DATA
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Happy Eyeballs & Negative Caching
Ad service

● A RR TTL of 5 minutes
● Negative caching TTL 

of 60 seconds
● 66% of all responses 

are AAAA NO DATA
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Happy Eyeballs & Negative Caching
OS time service

● A RR TTL of 15 minutes
● Negative caching TTL 

of 15 seconds
● 90% of all responses 

are AAAA NO DATA
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DNSSEC and RPKI
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https://www.zdnet.com/article/iranian-hackers-suspected-i
n-worldwide-dns-hijacking-campaign/

https://dyn.com/blog/bgp-dns-hijacks-target-
payment-systems/

https://www.zdnet.com/article/iranian-hackers-suspected-in-worldwide-dns-hijacking-campaign/
https://www.zdnet.com/article/iranian-hackers-suspected-in-worldwide-dns-hijacking-campaign/
https://dyn.com/blog/bgp-dns-hijacks-target-payment-systems/
https://dyn.com/blog/bgp-dns-hijacks-target-payment-systems/
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Top-10K DNS server security: DNSSEC, RPKI, and both combined
DNSSEC server/traffic adoption: 4% / 16%; RPKI: 39% / 36%; DNSSEC|RPKI: 44% / 49%

Dots are groups of 100 IPs. See also: https://stats.labs.apnic.net/dnssec/XA?c=XA&x=1&g=1&r=1&w=7&g=0 

https://stats.labs.apnic.net/dnssec/XA?c=XA&x=1&g=1&r=1&w=7&g=0
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DNS Observatory

● Takeaways

○ DNS Observatory provides aggregated 
view of the global DNS in time

○ Top DNS infrastructure needs more 
work on performance & security

● Feedback

○ What evaluations would you like to see?

○ Are you interested in playing with the 
data? Drop us an email!
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Backup slides
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Feb/March for a specific ccTLD server
Feb 2019: traffic means delay / Mar 2019: success
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Server on/off: another ccTLD
+median response delay increased
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World’s 2nd most frequently seen IPv4 address in DNS is…? ;-) 
1st is a VOD anycast
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Sample: Top-30 nameservers (subset)
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Sample: Top-30+ effective TLDs (subset)
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Do popular servers respond faster?
Note: DNS recursive resolvers prefer faster servers.


