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Data centers have…
• A much different bandwidth-delay product
• Different switch implementations and buffer configurations than Internet Routers
• More homogeneity with the network design and topology
• A high concentration of high-speed links, compute and storage
• Different traffic profiles with a higher degree of correlation
• Fewer management domains (typically a single management) 

Congestion in the DCN environment is different than in the Internet



DCN needs low-latency, low-
overhead, high-efficiency, high-
throughput

In-common with the Internet is the trend to run more 
things over UDP…

Would we benefit from some Quic-like (Quic-lite) data center 
transport with some DCCP-like congestion layer for the DCN?

• Hardware offload-able (less emphasis on security and threading)

• Common congestion control targeting unique DCN congestion

• In-DC-Network visibility, marking and signaling from switches

…Leverage the IETF’s expertise and not leave congestion 
control design to the applications
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Data Center Congestion and Current 
Solutions
Congestion tree dynamics [Garcia05][Garcia19]

Root of 
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Incast congestion
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In-network congestion
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Current solution Pros Cons

ECMP Load-balancing • Exists and is easy • Not congestion aware
• Not flow-type aware
• Doesn’t help incast congestion

ECN • Exists and is easy • Long reaction time in DCN
• Limited information from the switch
• Un(not-well)defined for non-TCP use

ECN + PFC (lossless) • Exists • Congestion spreading
• Hard to configure and tune



Ideas to improve current situation

Augment ECN to enable Data Center focused UDP based 
congestion control…

• By providing more detailed feedback from the 
switches and packet headers.

• By distinguishing in-network from incast
congestion.

• By speeding up notifications.
• By implementing fast-response mechanisms in the 

switches.

Let’s discuss technical approach and feasibility of 
these improvements…
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Join us for further discussion

• Side Meeting: Monday 8:30AM – 9:45AM – Notre Dame
• NOTE on side meetings: 

• Open to all
• Meeting minutes will be publicly posted
• Not under NDA of any form

• Remote participation is available:
• https://zoom.us/j/294652109
• Dial by your location

• +1 669 900 6833 US (San Jose)

• +1 646 876 9923 US (New York)

• Meeting ID: 294 652 109
• Find your local number: https://zoom.us/u/aeo5yUZXgm

• Request to start a non-wg IETF mailing list
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