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What and Why?

� For the past years, I have been scanning the Internet
� IETF 101 (London): I presented about the gQUIC deployment
� We scan a lot: DNS, HTTP/2, TLS, TCP, Cryptominers IETF-QUIC

IETF101
data

ends here

g

What do we scan but actually aren’t looking for?
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Lets Study ICMP!

� Idea: Let’s use our scans to study Internet Control Messages

� In one week we got
� 637,500,000 ICMP messages
� from 171,000,000 different IPs out of 
� 53,000 autonomous systems

find a standard, summarized as Other in Table 2, on which we do not further focus in
this paper. The table lists the total count of these messages as well as the number of
unique source IPs (router/end-host IPs) that generated the messages and number of ASes
they are contained in. Over the course of the week, we run different scans. Notably, on
Sundays and Mondays (see Table 1), no IPv4-wide ZMap scans are performed.
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Fig. 2: Number of ICMP messages receiver per hour and type over the course of a week.
Note the log scale and that we used a rolling sum over 1h.

Figure 2 thus puts the data from Table 2 into a temporal context showing the rolling
sum over 1h intervals of the major ICMP types. We observe that the ICMP traffic
varies over the course of the week, e.g., echo requests are rather static, other types like
destination unreachable mainly follow our ZMap scan schedule.

Quoted IP Packet. Apart from the different ICMP types, many ICMP messages contain
parts of the packet that caused the creation of the messages. We further inspect these
quoted IPv4 packets within the ICMP messages. From all received ICMP messages,
99.5% are supposed to contain IP packets (according to the RFCs), of these only 0.07%
cannot be decoded, e.g., because there is simply not enough data or these are no IPv4
packets. Of the decodable packets, we find 180.25M unique source IP/payload length
combinations, 76% are longer than 40 bytes, i.e., enough to inspect IP and TCP headers
when no options are used2, 24% are exactly 28 byte long, so just enough to inspect the
transport ports. Thus, when no options are used, the chances are high that ICMP mes-
sages received by an ICMP receiver can be demultiplexed to the respective application
process. This extends the finding in [27] that showed a prevalence of 28 byte responses
for TCP traceroutes. Next, we focus on the destination address field within the
quoted IP header. These should correspond to addresses which are targeted by our
scanners. Interestingly, from all ICMP messages, we find over 1.06M messages with des-
tination IPs that are in reserved address space, i.e., unallocated or private addresses (e.g.,
192.168.0.0/24). Since all our scanners explicitly blacklist these IP addresses, we believe
that these messages are produced behind network address translations (NATs). We next
use the contained source addresses to understand the relation to our measurements.

2 To reduce the capture size, our packet capture caps packets at 98 byte allowing no further

investigation, we find 67% having the maximum capture size.
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Lets Study ICMP!

� ICMP replies not uniform wrt. Protocol/Port  
� ICMP port unreachable for TCP
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Fig. 3: ICMP messages triggered by ZMap and DNS-based scans.

Takeaway. ICMP traffic shows a temporal correlation to measurement traffic, most

messages indicate unreachability. In our collected dataset, quoted IP packets typically

contain enough information to inspect everything up to the end of the TCP header.

Further, a substantial number of messages seems to be generated behind NATs allowing

to peek into private address spaces.

3.1 Responses to Individual Measurements

Since we perform a variety of different measurements independent of this study, our
first investigation is how different measurements affect the generation of ICMP traffic.
To this end, we compare two ZMap scans and a purely DNS-based scan. For the ZMap
scans, we focus on one that enumerates reachable TCP port 80 (HTTP) and UDP port
443 (QUIC) hosts, for DNS, we use a scan that probes for HTTP/2 support via TCP port
443. We are able to clearly tie the ICMP messages to the different scans via IPs and ports
either from the quoted IP message or from IP itself.

Figure 3 shows the distribution of ICMP types and codes (top 8) that we receive
for the respective scans. As already indicated by Table 2, we receive a large amount of
destination unreachable messages. However, depending on the scan, their amount and
share greatly vary, especially when looking at the respective code. For example, unreach-
able ports are very common for our UDP-based ZMap scan, however, in comparison,
the TCP-based ZMap scan shows only a small fraction of unreachable ports. This is
no surprise as TCP should reply with a RST-packet if a port is unreachable and does
typically not generate ICMP messages. In contrast, there is no such mechanism in UDP,
even through something comparable to TCP’s RST exists in QUIC. However, QUIC is
implemented in user-space, thus when the kernel cannot demultiplex a packet to a socket
it must resort to issuing an ICMP unreachable message. Looking at our DNS-based scan,
we still find that more than 20% of the ICMP messages signal unreachability through
ICMP in contrast to TCP RSTs, something that, e.g., the default ZMap TCP-SYN scan
module simply ignores in contrast to its UDP counterpart. Since in all major operat-
ing systems TCP handles signaling closed ports, we believe that these hosts issuing
ICMP replies are actively configured either in their own firewalls (e.g., iptables) or in
a dedicated firewall to do so. We find only 16.49K IPs issuing all 1.13M ICMP port
unreachable messages, supporting our assumption that dedicated machines filter this
traffic.
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Fig. 1: ICMP header structure. Type and this type’s sub type (code) determine message
contents, e.g., often packets triggering the ICMP message are quoted.

These scans typically involve scanning TCP/80 for TCP initial window configu-
rations [31] or TCP fast open support. Further, we investigate TCP/443 for HTTP/2-
support [38] and TLS, additionally, we scan on UDP 443 for Google QUIC (gQUIC) [32]
and IETF-QUIC (iQUIC). Our DNS-based scans are fueled by using our own resolvers to
resolve various record types for domains listed in zone files of multiple TLDs (e.g., .com,
.net, .org), which can be obtained from the registries, and we use A-records to investigate
TLS, HTTP/2, and gQUIC. All of our scans including the DNS resolutions originate
from a dedicated subnet. To collect all ICMP traffic that is directed towards these hosts,
we install a mirror port at their uplink switch and filter it to only contain ICMP traffic that
belongs to our measurement network. Since we perform no measurements that generate
ICMP messages themselves, we exclude those sent from our host (only ping responses)
leaving us with only incoming ICMP traffic.

Dataset. We base our observations on one full week in September 2018. In this week
we received 169 GB resp. ∼637.50M ICMPv41 messages (excluding those explicitly
triggered in Section 4). ICMP messages follow the structure shown in Figure 1, they are
fundamentally made up of a type field and, to further specify a subtype, a code field, and
depending on their value additional information may follow.

Type Count Uniq. IP Uniq. AS

Dest. Unreach. 476.68M 170.30M 52.92K

TimeExceeded 139.53M 455.13K 18.40K

Redirect 18.12M 243.25K 2.29K

EchoRequest 3.12M 10.64K 861

SourceQuench 46.18K 2.65K 364

Type Count Uniq. IP Uniq. AS

EchoReply 6.08K 301 58

Other 1.48K 606 43

TimestampReq. 73 9 6

Param.Problem 20 16 9

Addr.MaskReq. 4 1 1

Tab. 2: ICMP types with their occurrence frequency in our dataset. Ordered by frequency.

3 Study of ICMP Responses

To begin our investigations, we first summarize the ICMP responses to our scans by
looking at the distribution of ICMP message types and their frequency of occurrence in
Table 2. We observe 75 different ICMP type/code combinations during our observation
period with significantly different occurrence frequencies. While we mostly receive
standardized ICMP messages, we also receive some messages for which we could not

1 Please note that we do not have a fully IPv6-capable measurement infrastructure and thus focus

on IPv4 only.
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we install a mirror port at their uplink switch and filter it to only contain ICMP traffic that
belongs to our measurement network. Since we perform no measurements that generate
ICMP messages themselves, we exclude those sent from our host (only ping responses)
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triggered in Section 4). ICMP messages follow the structure shown in Figure 1, they are
fundamentally made up of a type field and, to further specify a subtype, a code field, and
depending on their value additional information may follow.
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Tab. 2: ICMP types with their occurrence frequency in our dataset. Ordered by frequency.

3 Study of ICMP Responses

To begin our investigations, we first summarize the ICMP responses to our scans by
looking at the distribution of ICMP message types and their frequency of occurrence in
Table 2. We observe 75 different ICMP type/code combinations during our observation
period with significantly different occurrence frequencies. While we mostly receive
standardized ICMP messages, we also receive some messages for which we could not

1 Please note that we do not have a fully IPv6-capable measurement infrastructure and thus focus

on IPv4 only.
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ICMP Redirects

� Wait, we should not get these: Redirects
� Used to signal a better path if (RFC1812 (from 1995 J))

¾The packet is being forwarded out the same physical interface that it was received from, 

¾The IP source address in the packet is on the same logical IP (sub)network as the next-hop 
IP address, and 

¾The packet does not contain an IP source route option

� 18.12M redirects
� 105.78K network redirects (RFC1812: MUST NOT send)

¾238 different ASes affecting nearly 19k different destinations (20 have A-record in our DNS data)

� 18.01M host redirects
¾2.20K ASes affecting ~400k destinations (900 have A-record in our DNS data)

� 2.7K unique redirects to private address space 



6 Jan Rüth

ICMP Source Quench

� Source Quench (SQ): ECN’s grandparent
� Sent by router when congested à sender should reduce rate
� Research: Is unfair and blind throughput-reduction attacks possible
� IETF: don’t do it (1995) and ignore it (2012)! 
� Most OSes ignore it since 2005

� 2.65K unique IPs located in 364 ASes issue SQ messages
� Very few SQs not from the destination AS
� 53 IPs found in A-records of our DNS data subject to SQ-generation

� Most network hardware vendors have removed SQ
� Between 2000 – 2010
� It takes decades to remove features from the Internet!

Source Quench Source Quench

ECN
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Unreachable: Time Exceeded

� Fragment reassembly time exceeded on IP fragmentation (7.31K)
� How large are our probes?

¾QUIC probes ~1300 byte: could trigger fragmentation

¬ Do we set the DF-bit? ZMap by default does not

� 26.66K fragmentation needed and DF set messages

� TTL exceeded when path too long (139.52M)
� Quoted when dropped: 97% TTL=1, 2.4% TTL=0, and everything else, MPLS?
� What TTL do we set?

¾ZMap: 255 hops
¾Linux Stack: 64 hops
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Routing Loops

� We performed 
� ∼27M traceroutes to 
� ∼612K different /24 subnets from 
� ~28K ASes

� 439K subnets from 19.8K ASes are unreachable due to a loop
� 167K different loops in 13.9K ASes

� 136K have IPs for all routers involved in the loop 
¾13% (17.7K) already cover all different ASes paths involved 
¾4.8K cross AS boundaries

by Hannah Mertens
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Routing Loops

� Are the loops persistent?
� Compare traceroutes two weeks apart
� Loops from roughly 150 ASes disappear
� Still: 404K subnets unreachable 

� We found loops at our upstream ISP (German Research Network)
� We contacted them

� They confirmed the loops
� They fixed the loops
� Root cause

¾Manually configured static routes at one router (R1) towards R2
¾R2 no idea how to forward, forwards to default (R1), …

by Hannah Mertens
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Conclusion

� The Internet is full of deprecation and badly configured systems!
� More odd things in the paper: https://arxiv.org/abs/1901.07265

� There seem to be lots of routing loops
� Better mapping to interdomain loops desirable

� We provide an evolving dataset
� If you need, we can provide live stream access to the data, contact me J

� https://icmp.netray.io

https://arxiv.org/abs/1901.07265
https://icmp.netray.io/
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THANK YOU
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IP Quotation

� Quoted IP packets: D. Malone and M. Luckie. Analysis of ICMP Quotations. In PAM, 2007. 

� Most quoters (87.60%) quote 28 bytes, the minimum in RFC 792
� Some quoters (8.60%) quote 40 bytes

� Our data (2018)
� 180.25M unique source IP/payload length combinations (generating the quote)
� 76% are longer than 40 bytes

� 24% are exactly 28 byte long
� 1.06M destination addresses (in the quote) are in reserved address space

¾E.g., generated behind NATs
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Unreachable Hosts

� Unreachability largest fraction of ICMP messages 
� How persistent?

¾Host and Network

� Compare Thu to Fri 
¾Both (UDP/443)

� And Thu to Thu + 1 week

Type Code Count

Dest. Unreach. Port 256.72M

TimeExceeded TTLExceeded 139.52M

Dest. Unreach.

Host 107.15M

CommProhibited 71.70M

HostProhibited 23.07M

Net 17.94M

Protocol 51.04K

Type Code Count

Dest. Unreach.
Frag.Needed 26.66K

NetProhibited 26.28K

TimeExceeded Frag.Reassembly 7.31K

Dest. Unreach.

HostUnknown 336

NetTOS 25

NetUnknown 6

SourceIsolated 2

Tab. 3: ICMP messages received indicating some form of unreachability with known
type and code ordered by frequency.

is up to the receiving router to interpret this correctly. For this reason, RFC1812 [2]
demands that routers must not send this type. We find that the network redirects originate
from 238 different ASes affecting nearly 19k different destinations of which less than
20 are mapped in any of our DNS data. Yet, all these ASes thus contain questionable
router configurations that are outdated at least since 1995. Similarly, we find that the
much larger fraction of host redirects originate from 2.20K ASes that affected over 400k
destinations of which we find roughly 900 mapped in our DNS data. This suggests that
a substantial number of end-systems are connected via sub-optimally architected or
misconfigured networks.

3.5 Unreachable Hosts

Reachability is a fundamental requirement to establish any means of communication.
Given that Table 2 lists 476.68M destination unreachable messages this looks trouble-
some at first. Yet, not all unreachability is bad, e.g., firewalls actively protect infrastruc-
ture from unpermitted access, i.e., when iptables rejects a packet (in contrast to simply
dropping it) it generates an ICMP response. By default, a port unreachable message
(Type: 3, Code: 3) is produced but other types can be manually specified by the network
operator. Our scans in themselves certainly trigger a certain amount of firewalls or some
IDSs. In contrast, when a path is too long and the IP TTL reaches zero, routers typically
generate an ICMP TTL exceeded message indicating that the destination is not reachable
but this time due to the network’s structure. Similarly, ICMP destination unreachable
messages for host unreachable (Type: 3, Code: 1) should indicate that there is currently
simply no path to a host, e.g., because it is not connected or the link is down. Table 3
summarizes the unreachability that we observe in our dataset.

As already indicated in Section 3.1, our UDP-based ZMap scans have the highest
share of port unreachable messages putting them at the top. We inspect the origin of
the messages and the actual destination that our scans targeted to see if the end-hosts
generate the messages or an intermediate firewall. It seems that 96% of the messages are
indeed generated by end-hosts or machines that can answer on their behalf (NATs).
Host and Network. Unreachable hosts and networks codes are used to give hints that
currently no path is available and the RFCs explicitly note that this may be due to a
transient state and that such a message is not proof of unreachability. To check for
transient states, we compare the unreachable hosts on Thursday with those on Friday
in our ZMap (both UDP 443) scan and additionally with the same scan (Thursday) one
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Fig. 4: Different scans (left to right of each plot) trigger different amount of host un-
reachable messages. (a) compares the changes within one day. (b) within one week.

week later (captured separately from our initial dataset) and investigate if hosts become
reachable that were unreachable before or vice versa.

Figure 4 visualizes the change between these two days (a) and within one week
(b) for host unreachable messages. We can see that within two days, the majority of
hosts remain unreachable, a small number of hosts that were previously reachable3

become unreachable, similarly, previously unreachable hosts become reachable. Looking
at the changes within a full week, we observe that the total amount of unreachable hosts
stays the same, however, roughly the same amount of previously reachable host become
unreachable and vice versa. To dig into these once unreachable and then reachable hosts,
we inspect to which AS they belong finding that 82% of all hosts are from the same
ASes. A possible explanation might be that while our observations seem to indicate a
change, the ICMP message generation is subject to rate-limiting [20]. Thus there might
be routers that generated unreachable messages on Thursday for a certain host, however,
this router could be subject to rate-limiting on Friday for the same host or the week after
leading to a false impression of reachability and continuity, still, a substantial number of
hosts remain unreachable. Another possibility is that some hosts are only up at certain
times of the day leading to differences in the reachability.

Time Exceeded. Similar to host unreachability, Time Exceeded messages (Type:11)
indicate unreachability but due to network issues. Either the Fragment Reassembly
(Code: 1) time was exceeded, i.e., the time that IP datagrams are buffered until they
can be reassembled when IP fragmentation happens, or the TTL runs out (Code: 0),
i.e., the path length exceeds the sender-defined limit. For the former, we find some
thousand messages but they stem from only 30 ASes, since many of our scans use small
packets, fragmentation is unlikely in the first place. Yet, for example, the UDP ZMap
scans use roughly 1300 byte per packet which is in the range of typical [7] MTUs when
fragmentation could occur. Since the default ZMap functions to create IP packets (which
we use) do not set the don’t fragment bit, only some of our measurements trigger the
26.66K fragmentation needed and DF set ICMP messages (see Table 3). However, over
time, these ICMP messages could give valuable insights into path MTU in the Internet.

3 With reachable we actually mean not unreachable, i.e., we do not get ICMP unreachable

messages, which must not mean that this host was reached by the scan.
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Fig. 4: Different scans (left to right of each plot) trigger different amount of host un-
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week later (captured separately from our initial dataset) and investigate if hosts become
reachable that were unreachable before or vice versa.

Figure 4 visualizes the change between these two days (a) and within one week
(b) for host unreachable messages. We can see that within two days, the majority of
hosts remain unreachable, a small number of hosts that were previously reachable3

become unreachable, similarly, previously unreachable hosts become reachable. Looking
at the changes within a full week, we observe that the total amount of unreachable hosts
stays the same, however, roughly the same amount of previously reachable host become
unreachable and vice versa. To dig into these once unreachable and then reachable hosts,
we inspect to which AS they belong finding that 82% of all hosts are from the same
ASes. A possible explanation might be that while our observations seem to indicate a
change, the ICMP message generation is subject to rate-limiting [20]. Thus there might
be routers that generated unreachable messages on Thursday for a certain host, however,
this router could be subject to rate-limiting on Friday for the same host or the week after
leading to a false impression of reachability and continuity, still, a substantial number of
hosts remain unreachable. Another possibility is that some hosts are only up at certain
times of the day leading to differences in the reachability.

Time Exceeded. Similar to host unreachability, Time Exceeded messages (Type:11)
indicate unreachability but due to network issues. Either the Fragment Reassembly
(Code: 1) time was exceeded, i.e., the time that IP datagrams are buffered until they
can be reassembled when IP fragmentation happens, or the TTL runs out (Code: 0),
i.e., the path length exceeds the sender-defined limit. For the former, we find some
thousand messages but they stem from only 30 ASes, since many of our scans use small
packets, fragmentation is unlikely in the first place. Yet, for example, the UDP ZMap
scans use roughly 1300 byte per packet which is in the range of typical [7] MTUs when
fragmentation could occur. Since the default ZMap functions to create IP packets (which
we use) do not set the don’t fragment bit, only some of our measurements trigger the
26.66K fragmentation needed and DF set ICMP messages (see Table 3). However, over
time, these ICMP messages could give valuable insights into path MTU in the Internet.

3 With reachable we actually mean not unreachable, i.e., we do not get ICMP unreachable

messages, which must not mean that this host was reached by the scan.
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ICMP Echos?!

� What we expected: Echo Requests
� Our infrastructure is regularly hit by pings
� 10.57K unique IPs out of 840 ASs
� IDSs?

� What we did not expect: Echo Replies
� We do not generate ICMP! These replies flow towards us!

� All directed towards our DNS resolvers
� Contain quoted IP+UDP+DNS query response packets destined to us
� Source IP: active DNS servers

¾When manually doing a lookup, no ICMP but two different DNS responses
¾IP stacks differ significantly à DNS Spoofer?


