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ɓIntel Xeon 6 core CPU (3.2GHz) 

ɓTraffic generated with iperf2

ɓBBRv2 alpha kernel (5.4.0-rc6)

ɓDefault CC settings

ɓACKs are delayed to emulate propagation RTT (there are multi-RTT scenarios)

ɓAQMs implemented in DPDK

TailDrop

PIE, GSP, 

STEP, PI2

DualPI2

(VDQ-)CSAQM

iperf2
sender

iperf2
receiver

AQM and bottleneck 

emulator

AQMs
Implemented 

in DPDK

Evaluation
Testbed setup

CCs: Cubic, 
BBRv2 (2 modes), 

DCTCP, (Prague in VM)
#flows (N):

2-100

Bottleneck rate: 

100Mbps- 1Gbps-

10Gpbs

RTT emulation  

(of ACKs):

5-10-40-100ms
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Cubic vs BBR2, 1Gbps, 10ms RTT

Buffer size is set as factor * RTT

e.g. ñ0.5ò means 5 ms (0.5*10ms) in this case 

N: Number of connections

Half is from a connection class (N=10 Ą 5 Cubic + 5 BBR)

Relative goodput of a connection class

Å Connection class: same RTT, same CC

Å Average goodput (within the connection class) / ñideal per connection fair shareò

Relative goodput ñ1ò is the ideal (fair 

sharing)

Connection 

classes

CC - RTT

CSAQM

Studied AQMs
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Cubic vs BBR2, 1Gbps, 10ms RTT
Worse for 

Small buffers
Reasonable fairness

Good fairness

with CSAQM

CSAQM
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Cubic vs BBR2, 1Gbps, 10ms RTT

Similar to

TailDrop

Huge degradation

(compared to TailDrop)

Like 

TailDrop

Gray shadow: TailDrop (for reference) 

CSAQM
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CSAQM/VDQ-CSAQM 
(Virtual Dual Queue -) Core Stateless AQM

CORE

Desired Resource 

Sharing is defined by 

packet marking only

(no policy or flow 

information is needed)

Scheduling and 

Dropping

packet marking

(per connection)

Edge Node

ɓCSAQM is a Core-Stateless Resource Sharing framework, which 

ɓallows a wide variety of detailed and flexible policies; 

ɓenforces those policies for all traffic mixes; and 

ɓscales well with the number of flows

ɓPacket Marking at the edge (or at the end)

ɓflows (or traffic aggregates) have tobe identified

ɓencodes policy into a value marked on each packet

ɓpacket header field needed

ɓResource Node ȗAQM

ɓbehavior based on packet marking only

ɓno need for

ɓpolicy information

ɓflow identification or flow state

ɓseparate queues per flow

ɓvery fast and simple implementations exist (P4 Tofino)

AQM
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CSAQM/VDQ-CSAQM 
(Virtual Dual Queue -) Core Stateless AQM

CORE

Desired Resource 

Sharing is defined by 

packet marking only

(no policy or flow 

information is needed)

Scheduling and 

Dropping

packet marking

(per connection)

Edge Node

ɓCSAQM is a Core-Stateless Resource Sharing framework, which 

ɓallows a wide variety of detailed and flexible policies; 

ɓenforces those policies for all traffic mixes; and 

ɓscales well with the number of flows

ɓPacket Marking at the edge (or at the end)

ɓflows (or traffic aggregates) have tobe identified

ɓencodes policy into a value marked on each packet

ɓpacket header field needed

ɓResource Node ȗAQM

ɓbehavior based on packet marking only

ɓno need for

ɓpolicy information

ɓflow identification or flow state

ɓseparate queues per flow

ɓvery fast and simple implementations exist (P4 Tofino)

AQM

Needs standardization / 

within admin domain

Tutorial video @ ppv.elte.hu

Almost existing toolset
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DC vs. BBRv2, 1 Gbps, 5 msRTT 

ɓFig 8

Typically DC wins for STEP BBR wins for PI2

Reasonable 

fairness

K is target delay as factor * RTT
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BBRv2 vs. DCTCP: ECN marking ratio
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BBRv2 vs. DCTCP: ECN marking ratio
Ratios very close for both CCs with STEP and PI2

CSAQM finds the right marking 

ratio for the CCs to achieve 

fairness

No clean relation between the optimal ratios Ą

Fundamental differences in the two CCs



Dynamic traffic ȗequal RTT (5ms)
BBRv2 (scalable)ȗCubicCCs

DualPI2
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