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RFC3697 - RFC6437 
IPv6 Flow Label Specification
…flow is not necessarily 1:1 mapped to a transport connection.

A specific goal is to enable and encourage the use of the flow label for 
various forms of stateless load distribution…

Once set to a non-zero value, the Flow Label is expected to be delivered 
unchanged to the destination node(s) 

It is therefore RECOMMENDED that source hosts support the flow label by 
setting the flow label field for all packets of a given flow to the same value 
chosen from an approximation to a discrete uniform distribution. 



RFC6294
Survey of Proposed Use Cases for the IPv6 Flow Label

…The 3-tuple {source address, destination address, flow label} uniquely 
identifies which packets belong to which particular flow.

…By using the 3-tuple, we only use the IP layer to classify packets, 
without needing any transport-layer information.



RFC6436
Rationale for Update to the IPv6 Flow Label Specification

…a router is allowed to combine the flow label value with other data in 
order to produce a uniformly distributed hash.

…flow label for various forms of stateless load distribution is the best 
simple application for it.

The flow label is no longer unrealistically asserted to be strictly 
immutable;



RFC6438
Using the IPv6 Flow Label for Equal Cost Multipath 
Routing and Link Aggregation in Tunnels

…the term "flow" to represent a sequence of packets that may be 
identified by either the source and destination IP addresses alone {2-
tuple} or the source IP address, destination IP address, protocol 
number, source port number, and destination port number {5-tuple}.

The sending TEP MAY perform stateless flow label assignment by using 
a suitable 20-bit hash of the inner IP header's 2-tuple or 5-tuple as the 
flow label value.



RFC7098
Using the IPv6 Flow Label for Load Balancing in Server Farms

The motivation for this approach is to improve the performance of 
most types of layer 3/4 load balancers, especially for traffic including 
multiple IPv6 extension headers and in particular for fragmented 
packets.

…flow label should be set to a constant value for a given traffic flow

…flow label value must be constant for a given transport session, 
normally identified by the IPv6 and Transport header 5-tuple
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Evaluation: Flow Label Balancing Off

One of four ToR uplinks drops packets, significant service degradation

75%



Evaluation: Flow Label Balancing On

One of four ToR uplink drops packets, no effect on the service!

75%



TCP RTO & skb->hash

skb->hashRTO

IP6 Flow Label 

GRE Encap: KEY

UDP Encap: SRC Port

IP6 Ecnap: Flow Label



auto_flowlabels

0: automatic flow labels are completely disabled 

1: automatic flow labels are enabled by default, they can be disabled 
on a per socket basis using the IPV6_AUTOFLOWLABEL socket option

2: automatic flow labels are allowed, they may be enabled on a per 
socket basis using the IPV6_AUTOFLOWLABEL socket option 

3: automatic flow labels are enabled and enforced, they cannot be 
disabled by the socket option 

Default: 1



Side Effect

Hash change at client may break 
TCP connection!
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TCP Hash: Safe Mode

Client – sends SYN, Server – responds with SYN&ACK

• In case of SYN_RTO or RTO events Server SHOULD recalculate its TCP 
socket hash, thus change Flow Label. This behavior MAY be switched 
on by default;

• In case of SYN_RTO or RTO events Client MAY recalculate its TCP 
socket hash, thus change Flow Label. This behavior MUST be switched 
off by default;



Flow Label: Status

• Flow Label isn’t used in stateful load balancing;

• Flow label is actively used in stateless load balancing;

• The 1:1 mapping between TCP flows and flow label was never 
guaranteed and doesn’t really exist;

• TCP hash calculation isn’t standardized, though actively used;

• Current TCP hash calculation defaults can cause session timeout;

• Some related RFCs look obsolete.


