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Abstract

Deterministic Networking (DetNet) defined in [RFC8655] provides a capability for the delivery of data flows with extremely low packet loss rates and bounded end-to-end delivery latency. DetNet network administrators worldwide can deploy DetNet services into their networks. This document aims to provide a guideline for DetNet network administrators.
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1. Introduction

Deterministic Networking (DetNet) defined in [RFC8655] provides a capability for the delivery of data flows with extremely low packet loss rates and bounded end-to-end delivery latency. The diverse industries in [RFC8578] have in common a need for "deterministic flows". How to introduce deterministic flows to the DetNet network is required.

While the DetNet technologies are becoming mature, the DetNet deployment is about to enter the live network experiment and even to large-scale commercial deployment. The DetNet network is actively managed by a network operations entity (the "administrator", whether a single person or a department of administrators). A network administrator is responsible for the deployment of DetNet services, who can must master the skills of how to introduce deterministic flows into DetNet networks and the related maintenance.

This document is intended as guidance for DetNet network administrators.

2. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119.
3. Terminology & Abbreviations

DetNet UPE
A DetNet edge node, which connects DetNet flows into DetNet network.

DetNet P
A DetNet relay node or DetNet transit node.

DetNet PE
A DetNet edge node, where DetNet flows leave DetNet network.

DetNet source
An end system is capable of originating a DetNet flow.

DetNet Destination
An end system is capable of terminating a DetNet flow.

4. Preparation of DetNet networks

The premise of this section is that the network has not yet enabled DetNet capability. First of all, a network administrator must enable the DetNet capability of the network on demand.

The DetNet network administrator must plan the scope of DetNet network, DetNet network topology and DetNet network element roles. As usual, the network controller has collected the topology of the entire network. So the DetNet network administrators only need to specify the scope of DetNet networks, DetNet network topology and DetNet network element roles on the controller interface. When the scope of the DetNet network is determined, the DetNet network administrators can naturally get the DetNet network topology. At that time, the DetNet network administrators must figure out whether the DetNet network is in a single domain or in multiple domains.

- If in a single domain, it contains DetNet Ingress UPE nodes, DetNet P nodes, DetNet PE nodes. In fact, a P node may be connected to multiple different UPE devices or PE nodes or P node.

- If in multiple domains, it also contains ASBR nodes in addition to Ingress UPE nodes, DetNet P nodes and DetNet PE nodes, for the purpose of cross-domain interconnection.
The example is shown in Figure 1, which contain DetNet Ingress UPE node, DetNet P nodes, DetNet PE node. In fact, a P node may be connected to multiple different UPE devices or PE nodes or P node.

![Diagram of DetNet Network]

Figure-1: DetNet Network

5. How to Introduce Deterministic Flow into DetNet network

For the next work, the DetNet network administrator must specify the following information on the controller.

1. Definition of Deterministic Flow

2. Establishing Explicit Path for Deterministic Flow

   * Definition of Deterministic Flow

   * Specifying Encapsulation Type of Networking Technology

   * Specifying Type of Queuing Mechanism

   * Definition of Service Protection

   * Network Resource Evaluation and Reservation

The section 5.1 focus on how to use these parameters.

5.1. Parameter Specification
5.1.1. Definition of Deterministic Flow

A DetNet network administrator must figure out

- how to identify a deterministic flow,
- the related DetNet SLA requirements,
- which node the DetNet flow is accessed from and which node the DetNet flow leaves from.

This above information must be given the DetNet network administrator by DetNet service providers who initiate or terminate DetNet flows.

The flow identification in [RFC9016] let the DetNet UPE node identify the flow. Flow identification for MPLS and IP Data Planes are described in [RFC8939], [RFC8964], and Ethernet information (such as MAC address, VLAN) respectively.

- IP Data plane: five tuple
- Ethernet data plane: MAC address or VLAN
- MPLS or SR data plane: label

The SLA information of DetNet flow in section 5.9 of [RFC9016] are listed as follows.

- MinBandwidth
- MaxLatency
- MaxLoss
- MaxConsecutiveLossTolerance
- MaxMisordering

If the deterministic flow has requirement for Jitter, a new parameter named jitter needs to be added.

In the follow-up work, the DetNet network administrator creates explicit route defined in section 3.2.3 of [RFC8655] according to the information which node the DetNet flow is accessed from and which node the DetNet flow leaves from.
5.1.2. Establishing Explicit Path

The DetNet network administrator must pay attention to the encapsulation type of the explicit route, which is added to the DetNet flows when DetNet flow enters the UPE node. The DetNet network administrator may freely choose encapsulation type of the networking technology according to his/her preferences. The way of IP over SR or [IP-Over-MPLS] or IP over SR is recommended.

5.1.2.1. Encapsulation Type of Networking Technology

The DetNet network administrator must pay attention to the encapsulation type of the explicit route, which is added to the DetNet flows when DetNet flow enters the UPE node. The DetNet network administrator may freely choose encapsulation type of the networking technology according to his/her preferences. The way of IP over SR or [IP-Over-MPLS] or IP over SR is recommended.

5.1.2.2. Type of Queuing Mechanism

The DetNet network administrator obtains or sets the queuing type used by the network. If the cyclic queuing mechanism is used in the network, the parameters of the queuing need to be set as follows. This mechanism must allow multiple deterministic flows to share a periodic buffer.

- CyclicBufferSize: the length of the cyclic buffer
- CyclicInterval: duration of periodic scheduling
- BufferNumber: the number of the cyclic buffer
- MinBurstSize: the minimum burst size that can be tolerated by cyclic queue mechanism, which is specified in octets per second and excludes additional DetNet header (if any). Bandwidth used above the Committed Information rate is called Burst traffic. It is used when the bandwidth available is more than CIR. MinBurstSize is the minimum burst size that has to be guaranteed for the DetNet traffic. The queuing mechanism needs to pay attention to how to shape burst size traffic into buffers.

5.1.2.3. Definition of Service Protection

The DetNet network administrator can consider how to do with service protection to meet MaxLoss, MaxConsecutiveLossTolerance and MaxMisordering of a deterministic flow. The premise of service protection is that there are multiple available explicit paths for a DetNet flow. These types of packet loss can be greatly reduced by
spreading the data over multiple disjointed forwarding paths. The PREOF embedded in the PE node ensures that packets are not out of order.

5.1.2.4. Network Resource Evaluation and Reservation

The DetNet network administrator can enable network resource evaluation and reservation of the controller. In fact, the network may support a distributed protocol similar to RSVP defined in [draft-trossen-detnet-rsvp-tnsn], so this function can rely on the distributed protocol.

The DetNet SLA requirements to the DetNet flow generally have deterministic bandwidth, bounded latency and bounded jitter. But in fact these three parameters are interrelated. For example, the insufficient bandwidth reservation might introduce the additional delay or the additional jitter. Therefore, the bandwidth reservation should consider the latency and jitter requirements.

There are three methods here to do with, one is to get it through centralized calculation provided by controller or other centralized systems, the other is to get it through negotiation between DetNet Nodes along the explicit routes, and the third is to rely on the human brain. When the scale of the network becomes larger or the types of services become more, the third method is difficult to handle. Therefore, the first and the second methods are recommended. These centralized and distributed solutions can cooperate with each other, for example, if the centralized system is offline, the distributed system functions will be enabled. Or in order to support rapid network decision-making, the priority is given to using distributed systems for deployment, and the centralized systems are responsible for global optimization.

The algorithm on the network resource reservation is not discussed now in this document.

5.1.2.4.1. DetNet Bandwidth Evaluation and Reservation

The DetNet network administrator must know the bandwidth resource evaluation and reservation can be divided into service access interface part on the DetNet UPE node and explicit route part.

- Service access interface part on the DetNet UPE node: The bandwidth of service access interface part on the DetNet UPE is reserved according to the MinBandwidth of the DetNet flow.
Explicit route part: This mechanism ensures that the available bandwidth along the explicit path can meet MinBandwidth of DetNet flow.

The P node should take into account that there are multiple explicit routes passing in the same direction. For example, if one interface of P node accesses 3 explicit paths, the reserved bandwidth of the interface is the total required bandwidth of the 3 explicit paths.

It is emphasized that the remaining bandwidth of the interface on the DetNet nodes can also be used for non-DetNet flows.

5.1.2.4.2. DetNet Latency Evaluation

The DetNet network administrator can let the controller collect the network-wide delay information for calculation and evaluation, and obtain the queuing type.

Given that DetNet nodes have a finite amount of buffer space, the resource allocation necessarily results in a maximum end-to-end latency. The overall latency of the explicit route can be calculated based on the queue scheduling mechanism on the data plane of the DetNet nodes. The queue scheduling mechanisms have various types, such as DiffServ, Qch[IEEE802.1QCH] and so on. [DetNet-Bounded-Latency] provides end-to-end delay bound and backlog bound computations for such mechanisms that can be used by the control plane to provide DetNet QoS. If the CQF is used, CyclicBufferSize, CyclicInterval and BufferNumber of queuing mechanism can be included in the calculation factors that affect the E2E delay.

The controller evaluates the path delay based on the resources of the entire network, and judges whether it meets the MaxLatency of the deterministic flow.

5.1.2.4.3. DetNet Jitter Evaluation

The DetNet network administrator can figure out that there are two aspects to reduce network jitter. The first is through resource reservation in section 4.4.1 to 4.4.2, and the second is through effective queuing control methods. The former is not easy to evaluate jitter, but the latter is very convenient. The DetNet network administrator also can know the queuing type, because not all queuing mechanisms have a jitter control mechanism. The CQF is recommend to effectively solve the uncertainty of jitter. Under this mechanism, the end to end jitter can be controlled within 2 * CyclicInterval.
5.2. DetNet Network Element Configuration and Functions

After the information is input by the DetNet network administrator, the controller will convert the information into the network configuration and send it to the DetNet network element node, using a protocol such as NETCONF [RFC6241]/YANG[RFC6020]. Deterministic Networking (DetNet) YANG Model defined in [DetNet-YANG] contains the specification for the Deterministic Networking YANG Model for configuration and operational data for DetNet Flows.

After DetNet network equipment receives the configuration, it starts to execute. As Figure 2 is shown, the functions of each DetNet network element is clearly visible.

6. How to Maintain Deterministic Flow in DetNet network

TBD

If a new DetNet flow needs to be added into the existing DetNet network, the network administrators will operate according to section 4.1~4.5.
7. How to Withdraw Deterministic Flow in DetNet network

TBD

If a DetNet flow deployed needs to be canceled, the network
administrator will execute the corresponding undo operation through
the controller, and the network will release the corresponding
resources.

8. Deployment Trial Experience

TBD

9. Security Considerations

TBD

10. Acknowledgements

TBD
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Abstract

It is complex to support deterministic forwarding in a large scale network because there is too much dynamic traffic in the network and the data model becomes hard to predict after aggregation in the intermediate nodes. This document introduces the problem of micro-bursts in layer3 network, and proposed a method to decrease the micro-bursts in layer3 network for low-latency traffic.
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1. Introduction

The DetNet architecture in RFC 8655 [RFC8655] is supposed to work in campus-wide networks and private WANs, including the large-scale ISP network scenario, such as the 5G bearing network, as mentioned in RFC 8578 [RFC8578]. It is essential for the large-scale ISP network to be able to provide the low-latency service. The low-latency requirement exists in both L2 and L3 networks, and in both small and large networks.

However, as talked in [I-D.qiang-detnet-large-scale-detnet], deploying deterministic services in a large-scale network brings a lot of new challenges. A novel method called LDN (Large-scale Deterministic Network) is introduced in [I-D.qiang-detnet-large-scale-detnet], which explores the deterministic forwarding over a large-scale network. Meanwhile, the problem is introduced in [I-D.dang-queuing-with-multiple-cyclic-buffers].

This document also explores the deterministic service in the large-scale layer 3 network, and proposed a method based on micro-burst...
decreasing, which can benefit the forwarding of low-latency traffic in a large-scale network.

2. Gaps for Large-scale Layer 3 Deterministic Network

In this document, the large-scale network means there are many dynamic flows in the network, but it is hard to do per-flow shaping for the intermediate nodes because they have high pressure on forwarding on the data plane.

According to RFC 8655 [RFC8655], DetNet operates at the IP layer and delivers service over lower-layer technologies such as MPLS and IEEE 802.1 Time-Sensitive Networking (TSN). However, the TSN mechanisms are designed for L2 network originally, and cannot be directly used in the large-scale layer 3 network because of various reasons. Some of them are described as below.

Some TSN mechanisms need synchronization of the network equipments, which is easier in a small network, but hard in a large network. It brings in some complex maintenance jobs across a long distance that are not needed before.

Some TSN mechanisms need a per-flow state in the forwarding plane, which is un-scalable. Aggregation methods need to be considered.

Some TSN mechanisms need a constant and forecastable traffic characteristics, which is more complicated in a large network which includes much more flows joining in or leaving randomly and the traffic characteristics are more dynamic.

The main aspects of the problems are the simplicity and the scalability. The former can ensure that the mechanism is easy to deploy, and the second can ensure that the mechanism is able to bear a large number of deterministic services.

3. Rethinking the Problem in IP Forwarding

The current IP forwarding mechanism is considered to be a good example fulfilling the requirements of simplicity and scalability. However, traditional IP network is based on statistical multiplexing, and can only provide Best Effort service, short of SLA guaranteed mechanisms.

When we rethink the problem in the current IP forwarding mechanism, we can find that in the current IP network, a long delay in queuing, or some packet losses due to burst are acceptable; however, it may be unacceptable in the deterministic forwarding. Therefore, they have different design principles in a low layer.
The current forwarding mechanism in an IP router, which is based on statistical multiplexing, cannot provide the deterministic service because of various reasons. Even be given a high priority, a deterministic packet can experience a long congestion delay or be lost in a relatively light-loaded network, which is caused by micro-bursts in the network.

Micro-burst is a special case of network congestion, which typically lasts a short period, at the granularity of millisecond. In a micro-burst, a lot of data are received on the interface suddenly, and the temporary bandwidth requirement would be tens of or hundreds of the average bandwidth requirement, or even exceed the interface bandwidth.

In most cases, the buffer on the equipment can handle the micro-bursts. However, in some corner cases, micro-bursts bring in a long delay (for example, at the granularity of millisecond) or even packet loss.

The following paragraphs introduce the causes of the micro-burst.

Firstly, IP traffic has an instinct of burstiness no matter in the macro or micro aspect, i.e., it does not have a constant traffic model even after aggregations.

Secondly, IP network has a flexible topology, where the incoming traffic may exceed the bandwidth of the outgoing interface. For example, an interface with a large bandwidth may need to send traffic to an interface with a smaller bandwidth, or multiple flows from several incoming interfaces may need to occupy the same outgoing interface.

Thirdly, the IP node has been designed to send traffic as quickly as possible, and it is not aware whether the downstream node’s buffer can handle the traffic. For example, Figure 1 below shows the problem of the current IP scheduling mechanism. Before the scheduling in an IP network, the packets are well paced, but after the scheduling, the packets will be gathered even the total traffic rate is unchanged. When an IP outgoing interface receives multiple critical flows from several incoming interfaces, the situation becomes worse. However, an IP router will try to send them as soon as possible, so occasionally, in some later hops, micro-bursts will emerge.
This document proposes a method to support the low latency traffic bearing in an IP network, such as the 5G bearing network, by avoiding micro-bursts in the network as much as possible. The principle in this method is to forward critical and BE traffic separately, and do not distinguish different critical flows in the intermediate nodes on the forwarding plane.

4. Method to Decrease Micro-bursts

The method needs the cooperation of the edge nodes and the forwarding/core nodes in an IP network.

4.1. Working Flow of the Method

Generally, the method contains two steps:

Step1: per flow schedule in the edge node. The purpose is to make sure that each critical traffic has a constant traffic model.

Step2: per interface schedule in the core node. Traffic are aggregated to ensure the scalability, and the pacing also makes sure that they do not gather. The purpose is to make the critical traffic be forwarded as the shape when outgoing the edge, not as quickly as possible. We assume that the sending rate of the buffer for the critical traffic is the same as the receiving rate (maybe an algorithm is needed here). If all work well, the buffer will be maintained with a proper depth.

Other requirements include an RSVP liked mechanism with a good scalability, which should be used to make sure the bandwidth is not exceeded on the interface.
4.2. Process of Edge Node

The edge node of the IP network can recognize each critical flow just as in the TSN network, and then give them individually a good shaping. In fact, in TSN mechanisms, no micro-burst will emerge for critical traffic, and each TSN mechanism is proved to be effective under certain conditions.

This document suggests the edge node to shape the critical traffic by using the CBS method in IEEE 802.1Qav, or the shaping methods in IEEE 802.1Qcr. Generally, the shaping methods can generate a paced traffic for each critical flow.

The parameters of the shaper, such as the sending rate, can be configured for each flow by some means.

4.3. Process of Forwarding Node

For the forwarding node, it is uneasy to recognize each critical flow because of the high pressure of forwarding a large amount of packets. It is suggested that no per-flow state is maintained in the forwarding node. It is to say that, in the forwarding node, the critical flows should be aggregated and handled together.

This document suggests that the forwarding node can deploy a specific queue at each outgoing interface. The queue will buffer all critical traffic that need to go out through that interface, and will pace them by using methods mentioned in the last section.

The shaping method in TSN is used here instead of the original forwarding method in an IP router, which can make the critical traffic be forwarded orderly instead of as soon as possible. Therefore, micro-bursts can be decreased in the network.

If all the forwarding nodes can do their jobs properly, i.e., they can well pace the critical traffic, no or rare micro-bursts for the critical traffic would take place. In this way, the critical traffic will have a relatively low latency in the IP network with less uncertainties of micro-bursts.

As no per-flow state is maintained in the forwarding node, the sending rate of the shaper is hard to decide. In this document, the sending rate is suggested to be generated referring to the incoming rate of the queue. The purpose is to maintain a proper buffer depth for the queue.

Although it is claimed that the proposed method is simpler than the TSN mechanisms, forwarding/intermediate nodes also need to be
updated. The detailed realization of the method on the intermediate nodes is out of scope of this document.

5. Analysis of the Proposed Method

The method proposed does not need synchronization, just as the asynchronous mechanisms studied in IEEE 802.1 Qcr. Furthermore, the method has a larger aggregation granularity, which can fulfill the requirements of simplicity and scalability. However, it has a larger uncertainty in the forwarding than the TSN mechanisms.

We compare three mechanisms in the following paragraphs. The first is the priority based light-load mechanism. The second is the TSN mechanism, such as CQF. The third is the proposed mechanism.

If we only give a high priority to the critical traffic, the scalability of the deterministic system is good. However, the uncertainty in the forwarding plane perhaps can not fulfill the requirements in the industry network where SLA requirements are very essential. It should work well when only a small amount of critical traffic exist in the network.

If we use the scheduling method in the TSN, such as CQF. Its uncertainty is very low, but its scalability is not very good as said in Section 2. It should be noted that in a large deterministic system, the ISP can not guarantee 100 percent reliability, instead of which it perhaps is a value very close to.

The proposed method has a better scalability than traditional TSN mechanisms, and a better reliability than the priority based method. If we assume that different services need different deterministic levels, this method may be helpful for the service that does not need a very high deterministic level. For example, the method can be used in the consumption Internet, in which the deterministic service needs a relatively lower deterministic level than the industry Internet.

6. IANA Considerations

This document has no IANA actions.

7. Security Considerations

Detailed security considerations can refer to [I-D.ietf-detnet-bounded-latency] and [I-D.ietf-detnet-security].
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Abstract

The purpose of this memo is to explain the challenges and limitations of existing (standardized) bounded latency queuing mechanisms for desirable (large scale) MPLS and/or IP based networks to allow them to support DetNet services. These challenges relate to low-cost, high-speed hardware implementations, desirable network design approaches, system complexity, reliability, scalability, cost of signaling, performance and jitter experience for the DetNet applications. Many of these problems are rooted in the use of per-hop, per-flow (DetNet) forwarding and queuing state, but highly accurate network wide time synchronization can be another challenge for some networks.

This memo does not intend to propose a specific queuing solution, but in the same way in which it describes the challenges of mechanisms, it reviews how those problem are addressed by currently proposed new queuing mechanisms.
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1. Summary

The architectural evolution of IP/MPLS networks (Section 2) in service provider and other "larger-than-building" (Section 3.3), shared-infrastructure service networks (Section 3.4) has led to a range of requirements against per-hop forwarding mechanisms which are currently not supported by the current DetNet MPLS forwarding plane [RFC8964] and per-hop, per-flow queueing model[RFC8655], Section 3.2, especially with respect to the QoS support of per-hop bounded latency. The authors of this memo think that solutions for these requirements are relatively easily added to the existing DetNet architecture by adding support for already existing and/or proposed, but not standardized per-hop forwarding and queueing options.

The following sub-sections summarize the problem, solution goals and requirements as perceived by the authors. The reasoning for these is explained in the following sections.

Note that requirements are somewhat overlapping in so far as solving one of them also solves others, but each addresses the problems from a different perspective, and are therefore easier understood for different stakeholders. For example: Operators that do want to see support of DetNet for example for Segment Routing (SR) would not think that this is "naturally" the same as DetNet supporting the DiffServ architecture, even though solutions would have a hard time to support only one of the two.

1.1. Problem: High speed forwarding, high scale fan-in/fan-out

Forwarders with bounded latency need to support interface speeds of 100 Gbps up to Tbps, likely over a period of 10 years from initial deployment of possible DetNet solutions. Hundreds of interfaces may need to be supported in a single forwarder (fan-in/fan-out).
Supporting bounded latency at these speeds and fan-in/fan-out raises cost and feasibility challenges beyond those that had led to past IETF IntServ (GS) standards ([RFC2210], [RFC2212]) or more recent TSN bounded latency solutions.

Note that these high speed and scale requirements even cause challenges when DetNet bounded latency traffic is intended to be used for only a small percentage of the interfaces traffic.

1.2. Solution goal: Lightweight, per-hop, per-flow stateless transit hop forwarding

Both high-speed hardware and network architecture design (for reasons of simplicity and minimization of shared risk functions) do favor architectures that support a lightweight transit hop forwarding plane design that requires no forwarding plane or control plane operations whose scale support depends on the number of services/service-instances (e.g.: DetNet flows) offered, but at best only on the size of the network (e.g.: no per-flow, per-hop state).

1.3. Requirement: Support for existing stateless / steering solutions

There should be DetNet bounded latency options that work in conjunction with per-transit-hop stateless traffic forwarding such as through Shortest Path First (SPF) routing with IP/MPLS), engineered steering (e.g.: SR) and stateless replication, such as Bit Indexed Explicit Replication with/without Tree Engineering (BIER, BIER-TE).

1.4. Requirement: PCE to ingress/egress LSR only flow signaling

There should be DetNet bounded latency options that for the purpose of traffic engineering (including assurance of bounded latency across the network) only require per-flow Path Computation Engine (PCE) signaling to network ingress/egress router, but not to transit hop routers.

1.5. Requirement: Support for DiffServ QoS model on transit hops.

There should be DetNet bounded latency options that support the DiffServ QoS model instead of only the IntServ model.

1.6. Requirement: Low jitter bounded latency solutions.

There should be DetNet bounded latency options that together with the other requirements also provide a better than worst-case jitter for DetNet traffic.
1.7. Requirement: Dynamic, application signalled DetNet flows

The DetNet architecture should support signaling and forwarding that would make support for automatically application instantiated DetNet flows scalable and lightweight to operate.

2. Evolution of IP/MPLS network technologies and designs

To help readers understand especially the per-hop stateless requirement from above, the following sections summarizes the historical evolution of technologies and operational principles that the authors think are relevant to understand the requirements outlined above and asks to see supported in DetNet.

2.1. Guaranteed Service with RSVP

The original (first and only) IETF standardized packet forwarding layer standardized queuing option for bounded latency in the IETF is "Guaranteed Service", [RFC2212] (GS), see the DetNet bounded latency document, [DNBL] section 6.5. At the time the RFC was published (1997), the standardized signaling was proposed to be RSVP [RFC2205], and the use of RSVP with GS was standardized in [RFC2210].

The function to support GS bounded latency in the forwarding plane is the per-flow reshaping on every forwarder hop along the path where GS packets of one flow may get delayed in the egress interface queue due to packets from other GS flows. In typical networks, this is every hop along the path.

Early (1990/2000) forwarders for which RSVP was implemented where using so-called "software" forwarding. This meant that the forwarding plane was implemented through a general purpose CPU without additional hardware support for QoS functions such as shaping or queuing. While these forwarders did support traffic flow shaping, GS was never implemented on them and their RSVP implementations did also not support (but ignored) the RSVP TSPEC/RSPEC signaling parameters used for bounded latency. Instead, RSVP implementations only supported the parameters for bandwidth reservation, which was henceforth called Call Admission Control (CAC).

In one instance, a software forwarder implementation with RSVP supported the Controlled Load (CL) service [RFC2211], which does not provide for bounded but instead for controlled latency. This service is achieved by creating a per-flow queue and applying weighted fair queuing (WFQ) with weights according to the reserved bandwidth of the flows (see [RFC2211], section 11). This functionality did not proliferate into later generations of routers because the execution cost of WFQ was too high for a multitude of flows and the scheduling
accuracy was too inaccurate in interrupt driven CPU software forwarding with higher speed interfaces (100Mbps...1Gbps).

2.2. Hardware forwarding and DiffServ

With the rise of forwarding planes with "acceleration" through ASIC based Forwarding Plane Elements (FPE) instead of general purpose CPUs and/or dedicated QoS hardware, the ability of forwarders to support shaping evolved to only be supported, if at all, on DiffServ (DS) boundary nodes, but not on DS interior nodes. This included both shaping as well as complex queuing such as WFQ.

The DS architecture, [RFC2475], was specifically targeted to enable the evolving, now common Service Provider network services architecture, in which "high-touch" service functions are only performed on so-called Provider Edge (PE) routers, which as required are DS boundary nodes, whereas the hop-by-hop forwarding through so-called Provider (P) (core) routers is meant to utilize only a reduced set of forwarding functions, specifically excluding per-hop, per-flow QoS forwarding plane functions such as shaping or policing. DiffServ therefore allowed to build higher speed, lower cost forwarding plane P routers. It also enabled to build equally higher speed, lower costs PE routers by supporting boundary node functions only on (lower speed) customer facing interfaces/line cards, but not on core facing interfaces.

2.3. MPLS and RSVP-TE

With the advent of MPLS [RFC3031], RSVP was extended to support MPLS through the RSVP-TE [RFC3209] extensions. RSVP-TE manages p2p (later on also p2mp) MPLS Label Switched Paths (LSP), which when signaled through RSVP-TE are also called RSVP-TE tunnels. These can be seen as the equivalent of IP flows that RSVP manages for IP. RSVP-TE tunnels can support a variety of traffic engineering functions, but none of the implementations known to the authors ever implemented GS or CL services, specifically because hardware forwarding for service provider networks was not designed to support these QoS functions for P Label Switched Routers (LSR).

Because CL/GS where not targeted with RSVP-TE, the signaling extensions for Interior Gateway Protocols (IGP) required in the classical RSVP-TE reservation model (such as [RFC8570] for IS-IS) have no parameters to signal per-hop GS queuing latency or buffer capacity utilization. In result, the existing IGP signaling for RSVP-TE only supports RSVP-TE to perform bandwidth but not non-queuing path latency resource calculations and therefore no latency based traffic engineering.
2.4. Path Computation Engines (PCE)

Even though RSVP-TE implementations support only DiffServ (but not GS/CL) with respect to per-hop QoS functions, its traffic-steering (path selection) and signaling model introduced per-flow (per-tunnel) control plane and forwarding plane overhead onto every P-hop. Through the 200x’s, this RSVP-TE overhead was seen as undesirable complexity and overhead by many service providers using it. There was also a much larger number of service providers that desired some of the benefits provided by RSVP-TE, but who were not willing to commit to the complexity, costs and operational risk introduced into the network by complex per-flow signaling of RSVP-TE. The on-path, per-hop signaling of RSVP-TE for example introduced so much overhead, that reconvergence of RSVP-TE paths after a failure or recovery took as much as 20 minutes in networks with 10,000 or more RSVP-TE tunnels.

The design of RSVP-TE’s (decentralized) on path signaling model specifically showed problematic under high resource utilization. In the original, decentralized RSVP-TE deployment model, ingress PE LSR would perform so-called Constrained Shored Path Forwarding (CSPF) calculations to determine the shortest path with enough free resources for a new flow. Afterwards the ingress PE would signal the path via RSVP-TE. The IGP would signal to all ingress PE how many (bandwidth) resources where left on every link. Under high load, when multiple ingress PE where performing this process in parallel this would cause high load, churn and reservation collisions.

These problems of de-centralized RSVP-TE plus IGP signaling lead to the introduction of a so-called Path Computation Element (PCE) based architecture, in which the (competing and uncoordinated) traffic engineering computations on every de-centralized RSVP-TE ingress LSR were replaced by a centralized PCE function (or at least a coordinated PE function), which would send the calculated results back as a path object to the headend LSR, in result limiting the functions of RSVP-TE to the signaling of a steered traffic path through the network to establish the hop-by-hop LSP. The use of a PCE can likewise eliminate all the reservation state dependent signaling from the RSVP-TE IGP extensions, because all the reservation calculations solely need to happen only on the PCE. Nevertheless, the PCE does not eliminate the per-hop signaling overhead of RSVP-TE to establish LSPs and hence it did not eliminate for example the majority of the platform and convergence cost of RSVP-TE in the network, especially for the control plane of P nodes adn could hence not resolve the concerns of service providers who had chosen not to adopt RSVP-TE.
2.5. Segment Routing (SR)

The introduction of centralized PCE had obsoleted most of the reasons for RSVP: headends did not need to do path calculation, and P router did not need to manage the available and allocated bandwidth for TE tunnels. In most service-provider use-cases this left RSVP-TE only serving as a very complex solution to do traffic steering, and the PCE was doing the rest. This ultimately lead to the design of the Segment Routing [RFC8402] architecture, and its mapping to the MPLS forwarding plane, SR-MPLS [RFC8660]. Later, a mapping to IPv6 was defined with SRv6 [RFC8986]. SR relies on strict or loose hop-by-hop hop source routing information, contained in each packet header, therefore eliminating the need to set up per-path flow state via RSVP-TE, and allowed in conjunction with DiffServ for hop-by-hop QoS a complete per-hop, per-flow stateless forwarding solution, arguably therefore lightweight, easy to implement at high performance and scalable to large number of flows.

2.6. BIER

In the same way as SR eliminated the need for hop-by-hop traffic steering forwarding state from RSVP-TE in P-routers for unicast traffic, Bit Indexed Explicit Replication [RFC8279] (BIER) solves this problem for shortest path multicast replication state across P-routers, by replacing it with a BIER packet header [RFC8296] and therefore eliminating any per-application/flow, per-hop forwarding state for multicast in P-routers. BIER also removed the associated overhead of prior ingress replication solutions Service Providers where looking into to avoid the per-hop state.

Finally, BIER-TE [I-D.ietf-bier-te-arch] adds traffic steering with replication to the BIER architecture and calls this Tree Engineering. Likewise, this is without the need for per-hop/per-flow steering or replication state.

2.7. Summary

Service Provider networks have evolved especially in the past 25 years into an architecture, where high-speed, low-cost and high-reliability are based on designs that eliminate or reduce as much as possible any form of unnecessary control-plane and even more so per-flow, per-application plane complexity from P-routers/transit-nodes.

This has led to the development of the DiffServ QoS architecture that eliminated IntServ/per-flow QoS from P-routers, and later on to the evolution from MPLS/RSVP-TE to SR and BIER that eliminated per-flow/tunnel forwarding/steering and replication state from the same P-nodes.
Finally, early experience with Traffic Engineering churn under high load and today's requirements for often NP-complete optimization lead to an architectural preference for off-path/centralized model for TE calculations via PCE to also free P-routers from signaling complexity and perform dynamic/service-dependent signaling only to PE-routers.

3. Additional current considerations

The following subsections look at further into the background for why per-hop, per-flow state can be problematic and discuss problems beyond this core issue.

3.1. Impact of application based state in networks

RSVP-TE was (and is) solely used for services where the operator of a domain explicitly provisions RSVP-TE tunnels across its domain (for example using a PCE) and can therefore fairly easily know the worst-case scaling impact. For example the number of tunnels does not change value arising through dynamic subscriber action, and the number of tunnels in the network is primarily impacted by topological changes and the (over time relatively rare) of occurrences of additional services and/or service instances being provisioned. For RSVP-TE there was never (to the knowledge of the authors) an end-to-end application layer interface such as there was for RSVP over IP, for example as supported by earlier versions of Microsoft Windows QoS enabled IP sockets.

When per-flow operations including per-hop signaling or even worse per-hop forwarding plane or QoS state is not a result of well-controlled provisioning or well-plannable/predictable failure behavior but instead driven by applications not under the control of network operators, the per-hop state requirements can become much more an operational and cost problem, because of its unpredictability.

3.2. Experience from IP multicast

The widest experience with dynamic, application based signaling in Service Provider networks likely exist for IP multicast, where creation of per-hop forwarding/replication state is triggered by applications not under the control of network operations but by customer managed applications/application-instances. Managing the amount of state and the control plane load on P-routers was and is one of the mayor concerns when operationalizing IP Multicast services in SPs.

Service Provider L2-VPN and L3-VPN services can offer IP Multicast via architectures such as [RFC6513] that attempt to solve/reduce the
problem of customer application driven, per-multicast application in a variety of ways, but they all come with their own problems:

- In ingress-replication, the ingress-PE sends a separate unicast copy to every egress-PE. This creates significant excess traffic on links close to the ingress-PE and potentially higher-cost ingress-PE attachment speeds.

- In L3VPN aggregates-trees, the traffic for multiple trees is sent across a common tree reaching the superset of all egress-PE of all included trees. This reduces the number of trees from one per-customer application to a lower number of aggregates this, but it creates potentially significant excess traffic towards egress-PE that do not need all the aggregated traffic and may even result in a requirement for access core access link speeds for those egress routers.

Finally, the per P-router stateless BIER solution solved these issues. It does not require any per P-router, per tree state creation, and achieves a 256x better traffic efficiency than ingress replication (with 256 long BIER bit strings).

3.3. Service Provider and Private MPLS Networks

With DetNet services being targeted primarily for so-called private networks such as (but not limited to) those for industrial, theme parks, power supply systems, road, river, airport and train transportation networks, it is important to understand how concerns for SP networks will apply to such private networks:

While the aforementioned evolution of MPLS networks focused on large-scale service provider networks, the very same architectural evolution is or will also happen in any private MPLS networks in the same way as the DiffServ architecture equally became the only widely adopted QoS architecture in any larger scale (campus or beyond) private networks.

While some of the scaling, cost, performance and reliability issues mentioned above for service providers may not equally apply to smaller scale private networks, past experience has shown that that it is unlikely for a critical mass for different solutions to develop across a large variety of vertical private type of networks. For this reason, in the past any larger scale enterprise networks have preferred to adopt solutions that had proven themselves through SP deployments and that where based on cross-vendor IETF based architecture principles and widely, interoperable vendor implementations.
Another reason for private network operators looking for service provider calls designs is that it also is simplifies potential service provider based management of the network and/or outsourcing of the network to a service provider. This was seen often when large enterprises that had to support multi-tenants evolved from ad-hoc network virtualization solutions (such as VRF-lite) over to BGP/MPLS-VPN designs and later outsourced those very networks.

In that same line of future proofing, networking technologies first developed for enterprises would also be picked up and reused in Service Provider networks as long as they would fit. IP Multicast for example had (since about 1996) ca. 10 years of deployment for business critical enterprise use cases (such as financial market data distribution), before it was adopted widely for IPTV in service providers.

3.4. Mission-specific vs. shared infrastructures

Whereas the previous section points to the practice and benefits to share technologies between private and SP network, this section highlights one core additional requirement of SP networks not found in most private networks from which pre-DetNet deterministic service requirements will likely originate.

In architectural terms, the desire and need to minimize or avoid per-application/flow forwarding/control-plane state and per-hop control plane interactions (be it through on-path signaling or direct PCE to P-router signaling) is not primarily a matter of SP/private networks or not even of size, but foremost a matter of whether or not the network itself is seen as the (a) communications fabric of a large distributed application or (b) as an independently running shared infrastructure across a potentially wide variety of application/services with diverging requirements.

(a) is the dominant view of the network specifically from many (single) mission specific networks such as many industrial networks and even non-public High Performance Compute (HPC) center architectures. In either of these case, it is a single architectural entity that can control both network infrastructure and application to build a mission optimized compound.

For example, switches in HPC Data Centers had traditionally very shallow interface packet buffering for cost reasons, resulting in inferior performance under peak load with predominant older TCP congestion control stacks. Instead of using better, more expensive switches, it was easier to improve application device TCP stacks, leading for example to BBR TCP. While this is very much in line with the desired Internet architecture that is putting a significant
responsibility onto transport layer protocols in hosts (not limited to TCP) to behave "fair" or "ideal", the reality even in many private missions centric networks such as manufacturing plant is different.

Dealing with misbehaving user devices or applications is one of the main challenges. In the example, that is the case when a DC is offering public cloud services, where TCP stacks can not be controlled, and hence deeper buffers and/or better AQM are a core requirement.

In general: In networks following the (b) shared infrastructure design principle, any resource that needs to be shared across different services or even service instances becomes a potential three party reliability and costing issue between the provider running the network and the two (or more) parties whose services utilize the common resource. Minimizing the total amount of complex, failure-prone and hard to quantify in a cost-effective manner shared resources is thus at the base of any shared infrastructure network design.

This again points to the model, where all network control can happen on the edge, and due to the absence of per-hop, per-flow state there simply is no shared flow state table that needs to be managed across multiple different services/subscribers.

3.5. PTP and challenges with clock synchronization

Some bounded latency solution require accurate clock synchronization across network nodes performing the bounded latency algorithm. The most commonly used (family of) protocol(s) for this is the Precision Time Protocol (PTP), standardized in IEEE1588 and various market specific profiles thereof.

PTP can achieve long-term Maximum Time Interval Errors (MTIE) of as little as 10th of nsec. MTIE is the maximum time difference between the clocks of two PTP nodes measured over long period of time.

Implementing PTP in devices comes at a range of design requirements. At high degree of accuracy, PTP requires accordingly accurate local oscillators that includes hardware such as regulated heating to operate under constant temperature. It includes accurate distribution of clock across all components of the system, which can be especially challenging in modular, large-scale devices, and accurate insertion and retrieval of timestamp field into packet headers.

While PTP is becoming more and more widely available, consistent support of high accuracy across all target type of switches and routers in wide area networks cannot be taken for granted to be a
feasible new requirement raised for DetNet when it did not exist in before. Today, PTP is often found in mobile network fronthauls, but not their backhauls or any other broadband aggregation, distribution or core networks. This is because there is, as of today, no strong business case requirement for PTP at high precision in those networks, whereas technologies such as eCPRI raise such requirements against mobile fronthauls. Instead, those other networks most often resort to at best msec accuracy NTP protocol deployments which is typically sufficient for control-plane and operational event tracing as its main, accuracy defining use-case.

The larger the network and more multi-vendor varied the deployed equipment is, the higher will also be the operational cost of maintaining and controlling the accuracy of a PTP service. This primarily has been cited in the past as a reason to not deploy PTP even if hardware was supporting it. This operational challenge will especially apply when PTP support may be required for only a small percentage of traffic in a high speed wide area network. The revenue from the service needs to cover the operational cost incurred by its exclusive components (hardware, software and operations).

3.6. Jitter - in-time versus on-time

This section discusses how low-jitter bounded latency applications can be highly beneficial for DetNet applications.

Depending on the bounded latency algorithm, the jitter experienced by packets varies based on the amount of competing traffic. In algorithms and their resulting end-to-end service which this memo calls "in-time", such as GS and [TSN-ATS], the experienced latency in the absence of any competing traffic is zero, and in the presence of the maximum amount of permissible competing traffic, latency is the maximum, guaranteed bounded latency. In result, the jitter provided by these algorithms is the highest possible.

In algorithms and their resulting end-to-end service which this memo calls "on-time", the experienced latency is completely or most significantly independent of the amount of competing traffic and the jitter therefore null or minimal. In these algorithms, the network buffers packets when they are earlier than guaranteed, whereas in-time algorithms deliver packets (almost) as fast as possible.

This memo argues that on-time queuing algorithms provide an additional value-add over in-time algorithms, especially for use in metropolitan or wide-area networks. Whatever algorithm is used, the receiving application only has a guarantee for the maximum bounded latency, and the real (shorter) latency of any received packet is no indication for the latency of the next packet. Instead, the receiver
application has to be prepared for each and any future packet to arrive with the worst possible, e.g.: the bounded latency.

The majority of applications require some higher layer function synchronously to the sender application: Rendering of audio/video and other media information needs to happen at the same frequency or event intervals at which the media was encoded. When these applications receive packets earlier than the time at which they can be processed (which is equal or close to the bounded latency), these applications buffer media in a so-called playout buffer and release them only at that target time. Likewise, remote control loops including industrial Programmable Logic Controller (PLC) loops or remote controlling of robots or cars is typically based on synchronous operations. In these applications, early packets are also delayed to then be processed "synchronously" later.

In all cases, where applications need to buffer (or otherwise remember) received data when it is too early, in-time queueing latency raises the challenge to application developers to be able to predict the networks worst possible jitter, and this can be particularly challenging for embedded, if not constrained receiver devices with minimum memory to buffer/remember. When these devices are designed against one particular type of network with well-known low jitter, then they will not necessarily operate correctly in networks with larger jitter. And in metropolitan and WAN networks, jitter with in-time services can be highly variable based on its design and the relative location of the communicating nodes in the topology (see Section 5 for an example network design).

One example of such issues was encountered when digital TV receivers (Set Top Boxes, STB) designed for (mostly synchronous) digital cable transmission where evolved to become IPTV STB, but the playout buffer of < 50 msec was not sufficient to compensate for a > 50 msec jitter experienced in IP metropolitan networks.

Note that this section does not claim that all applications will benefit from on-time service, nor that no application would benefit more from in-time service than from on-time service. Nevertheless, the authors are not aware of instances of [RFC8578] application for whom in-time service would be more beneficial than on-time service. Of course, this comparison is only about the benefit to the application and other factors such as the cost/scale of the service for the network itself have also to be taken into account.
4. Challenges for high-speed packet forwarding hardware

The problems of cost and operational feasibility in shared-infrastructure networks specifically applies to scaling of hardware resources such as per-application-flow forwarding or QoS state in high-speed network routers: Even if the business case makes it clear that only e.g. 1 Gbps worth of traffic may require this advanced state (such as multicast replication or per-flow shaping for bounded latency), it will be more expensive to build this functionality into a 100 Gbps transit switch/router than into a 1 Gbps switch/router. This too is based on experience from migrating services of low-speed mission specific networks, such as IP multicast onto high speed, shared-infrastructure service provider networks.

The reason for this higher cost at higher speed is that the 1 Gbps worth of "advanced" traffic still has to be built into 100 times faster hardware and each of the "advanced" packets forwarded would needs to be replicated/shaped 100 times faster.

This packet processing issue may look like it applies equally to both per-hop, per-flow stateful based forwarding as well as solely in-packet based mechanisms, in practice, per-flow state may requires a lot more high-speed memory access because of the need to access an entry from a state table. In most cases, this table space can only be made to work at line rate packet processing when it is on-chip, hence it is not only most expensive, it is also crucial to scale right. And as the 1 vs. 100 Gbps example above showed, it is very hard to come by an appropriate scale smaller than "would work for 100% of traffic" - because network operator providing shared infrastructure networks really do not want to be responsible for predicting how individual services may grow in adoption by making a specific hardware selection that constrains any such grows.

Last, but not least, on-chip high-speed state tables become even more expensive when they do not only have to be read only, but also when they have to be written at line rate and even worse, when they have to operate for line-rate speed read/write/read control loops:

The main issue with scaling state in hardware routers is that designs will be hesitant to work against unclear growth predictions. Even if at some point in time only 1 Gbps of DetNet traffic was expected to be required on a 100 Gbps platform, hardware designers will be much more likely want to scale against the worst (best) case service growth expectation so that customers will not feel that they would buy into a product that becomes obsolete under success.

Whereas steering state, such as MPLS label entries can easily scale to hundreds of thousands, the same is not clear about shapers or
interleaved regulators. They are more challenging because they require fast (on-chip) read-write memory for the state variables, especially when forwarding is parallelized across multiple execution unit. This does incur additional complexity to split up the state and its packets across multiple execution units and/or to provide consistent cross-execution units shared read/writeable memory.

Even only writeable (but not cross-execution units then also readable) memory has traditionally been a sparse resource the faster the forwarding engines are. This can be seen from (often very limited) scale of packet monitoring state such as for IPfix.

But the main issue of per-hop, per-flow forwarding state that could be quite dynamic because it might be triggered by applications is the control plane to forwarding-plane-state interactions. Updating hardware forwarding engine state tables is often one of the key performance limits of routers. Adding significant additional state with likely ongoing changes is easily seen as a big contributor to churn in the control plane and likely reason for stability and reduced peak performance under key events such as reconvergence of all or large parts of IGP or BGP routing tables.

5. A reference network design

The following picture shows an example, worst-case network topology of interest (in the opinion of the authors) for bounded latency considerations. This section does not claim that greenfield rollouts may or want to use all aspects of this topology. What his memo does claim is that many existing brownfield networks, especially large metropolitan areas show all or many of these aspects, and that it would be prudent for bounded latency network technologies to support networks like these so as to not create new constraints against network designers by only supporting physical network topologies optimized for a particular type of service (bounded latency).
An example metropolitan scale network as shown in Figure 1 may consist of one or more rings of forwarders. A ring provides the minimum cost n+1 redundancy between the ring nodes, especially when, as is common in metropolitan networks, new fibre cannot cost-effectively be put into new optimum trenches, but existing fibre and/or trenches have to be used. This is specifically true when the area includes not dense populated suburban areas (higher cost per subscriber and mile for rollouts).

Multiple, so-called subtended rings typically occur when existing networks are expanded into new areas: A new ring is simply connected at two most economic points into the existing infrastructure. Likewise, such a topology may become more complicated over time by addition of capacity, which resulting from TE planning calculations may not follow any of the pre-existing ring paths.

Edge Data-Center (DC), connections to Exchanges/Peerings or national cores of the provider itself, as well as all subscribers including Mobile Network Towers, and IoT devices connect to these ring directly via PE edge-forwarders and (more often) via additional CE type devices. P nodes may also double as PE nodes.
In densely populated regions, P, or PE nodes may have a high number of attached devices, shown in the picture with the example of 100 PE forwarder connecting to a single P forwarder (or rather two P for redundancy and therefore support of PREOF).

In summary, the following aspects of these networks are relevant for bounded latency:

- Link speeds today are at least 100 Gbps and will be Tbps in the near future. Even if only a small percentage of that traffic has to support bounded latency, the queuing mechanism need to support these high-speed interfaces.

- Fan-in/out at PE or P nodes may be (worst case) in the order of hundred(s) of incoming interfaces. Bounded latency mechanisms whose number of queues depend on the number (#I) of interfaces in a more than linear fashion, such as (#I^2) in the case of [TSN-ATS], may introduce significant challenges for cost-effective hardware.

- Through the advent of decentralized edge Data Center and peerings between different operators and content providers, traffic flows of interest will not solely be between one central site from/to subscribers hub&spoke. Instead arbitrary, traffic engineered paths across the topology between any two edges need to be supportable in scale with the bounded latency queuing mechanism.

- The total number of edge (#E) nodes (PE or CE) for a bounded latency service can easily be in the thousands. Aggregation of bounded latency flows on the order of (#E^2), which is the best option in per-hop, per-flow solutions such as [TSN-ATS], is likely insufficient to significantly reduce the number of flows that need to be managed across P nodes in such bounded latency queuing mechanisms.

- The total number of P nodes may be in the hundreds and bounded latency flows in the tenths of thousands. It should also be expected that such flows are not necessarily long-term static but may need to be provisionable in the time-scale order of for example telephone calls (such as flows supporting remote control of devices or operations). Bounded latency solutions that require per-flow, per-node state maintenance on the P nodes themselves may therefore be undesirable from a network operational/complexity/reliability perspective, but also from a hardware engineering cost perspective, especially with respect to the control plane cost of dynamically setting up per-flow bounded latency for flow whenever there is a new flow or all of them
whenever there are topology or load changes that make rerouting desirable.

Beyond queuing concerns, path selection too specifically for deterministic services is a challenge in these networks:

- Path lengths may be significantly longer than e.g. 3 hops. In large metropolitan networks, they can reach 20 or more hops. Speed of light end-to-end in these networks will be in the order of low number of msec. End-to-end queuing latency can be in the same range, if not higher.

- To avoid undesirable re-routing under failure when PREOF and engineered disjoint paths are used, traffic steering needs to support efficiently supportable hop-by-hop traffic steering. In networks designed for source-routing (e.g.: SR routing), efficiently encoded strict-hop-by-hop steering for as much as those (e.g.: 20) hops may be desirable to support.

6. Standardized Bounded Latency algorithms

[DNBL] gives an overview of the math for the most well-known existing deterministic bounded latency algorithms/solutions. This section reviews the relevant currently standardized algorithms from the perspective of the above listed problems for high-speed, high-scale, shared services infrastructures and to provide additional background about them.

6.1. Guaranteed Service (GS)

GS is described in section 6.5 of [DNBL]. Section 2.1 describes its historical evolution and challenges. We skip further detailing of its issues here to concentrate on IEEE Time Synchronous Networking - Asynchronous Traffic Shaping [TSN-ATS], which in general is seen as superior to GS for high speed hardware implementation. All the concerns described in the TSN-ATS section apply equally or even more to GS.

6.2. TSN Asynchronous Traffic Shaping (TSN-ATS)

Section 6.4 of [DNBL] describes the bounded latency used for TSN Asynchronous Traffic Shaping [TSN-ATS]. Like GS, this bounded latency solution also relies on per-flow shaper state, except that it uses optimized shapers called "Interleaved Regulator" as explained in section 4.2.1 of [DNBL].

The concept and simplification in interleaved regulators over traditional shapers and the concept of interleaved regulators is a
resulting from mathematical work done in the last 10 years starting with [UBS].

In a system with e.g. N=10,000 flows each with a shaper, the forwarder needs to have 10,000 shapers each of which would need to calculate the earliest feasible send-time of the first queued packet of the flow and all these send-times would need to be compared by a scheduler picking the absolute first packet to send. Of course it is unlikely that the router would have to queue at least one packet for all queues at any point in time, but the complexity to implement the scheduler scales with N.

With interleaved regulators, there is still the per-flow state required to hold each flows traffic parameters and its next-packet earliest departure time, but instead of requiring a scheduler to compare N entries, packets are queued into one out of (#IIF,#PRIO) FIFO queues, one queue for all the packets arriving from the same Incoming InterFace (IIF) and targeted the same worst-case queuing latency/PRIOrity (PRIO) on this hop. The shaper now only needs to calculate the earliest departure time of the head of each of these M= #IIF * #PRIO queues and the complexity of a scheduler to select the first packet across those interleave regulators is therefore reduced by a factor of O(N/M).

Unfortunately, while industrial ethernet switches today often have no more than 24 IIF, aggregation routers in metropolitan networks may have thousands of IIF, so the benefit of interleaved regulators over per-flow shaper will likely be much higher in classical TSN environments than it would be for example likely DetNet target routers in metropolitan networks.

In addition, the aforementioned core problems for shapers (Section 4), namely control plane, read/write/read cycle access and scale equally apply to interleaved regulators, so the main optimization benefits of interleaved regulators is for the original targets of [UBS] / [TSN-ATS]: low-speed (1..10Gbps switches) with limited number of interfaces - but to a much lower degree for likely important type of DetNet deployments.

6.3. Cyclic Queuing and Forwarding (CQF)

TSN Cyclic Queuing and Forwarding as described in [DNBL], section 6.6, is a per-flow, per-transit-hop stateless forwarding mechanism, which solves the concerns with per-hop, per-flow state issues described earlier in this memo. It also provides an on-time service in which the per-hop and end-to-end jitter is very small, namely in the order of a cycle time.
[CQF] operates by forwarders sending packets in periodic cycles. These cycles are derived from clock synchronization: the start of each cycle (and by implication the end of the prior cycle) are simply periodically increasing clock timestamps that have to be synchronized across adjacent forwarders, usually via PTP. This method to operate cycles allows [CQF] to operate without additional [CQF] data packet headers, but it is also the reason for the two issues of [CQF], and both relate to the so-called dead time (DT).

For the receiving node to correctly associate a [CQF] packet to the same cycle as the sending node, the last bit of the last packet in the cycle on the sending node needs to be received by the receiving node before the cycle ends.

[DNBL] explains that DT is the sum of latencies 1, 2, 3, 4 as of [DNBL] Figure 1, but that is missing the MTIE between the forwarders: If a cycle is for example 10 usec, and the PTP MTIE is 1 usec, then only 9 usec of the cycle could be used (without even yet considering the other factors contributing to MTIE). If MTIE is not taken into account, a packet might arrive in time from the perspective of the sending forwarder, but not in the perspective of the 1 usec earlier receiving node.

In practice, MTIE should be equal or lower than 1% of the cycle time. When forwarders and links increase in speed, cycle times could become proportionally smaller to reduce per-hop cycle time latency. When this is done, MTIE needs to equally become smaller, raising the costs of the solution. Therefore, [CQF] has a challenge with higher speed networks.

The second and even more important problem is that DT includes the link latency (2 in [DNBL], Figure 1). With a speed of light in fibre of 200,000 Km, link latency is 10 usec for 2 Km. This makes [CQF] very problematic and limited in metropolitan and wide-area networks. If the longest link of a network was 10 Km, this would cause a DT on that link of 50 usec and with a cycle time of 100 usec, only 50% bandwidth could be used for cycle-time (bounded latency) traffic (excluding all other DT factors).

When links are subject to thermal expansion also known as sag on hanging wires, such as broadband copper wires (Cable Networks), their length can also change by as much as 20% between noon and night temperatures, which without changes in the design has to be taken into account as part of DT.

In conclusion, [CQF] solves many of the problems discussed in this memo, but its reliance on timestamp synchronized cycles may pose undesirable challenges with the required accuracy of PTP in high
speed network and especially limits [CQF] ability to support wider-scale networks due to DT.

7. Candidate solution directions

As this memo outlines, per-hop, per-flow stateless forwarding is the one core requirement for to support Gbps speed metropolitan or wide-area networks.

This section gives an overview and evaluation from the perspective of the authors of this memo of currently known non-standardized proposals for per-hop-stateless forwarding with the explicit goal and/or possibility of bounded latency forwarding and in relationship to the concerns and desires described in the previous sections.

7.1. Packet tagging based CQF

To overcome the challenges outlined in Section 6.3, [I-D.qiang-DetNet-large-scale-DetNet] and [I-D.dang-queuing-with-multiple-cyclic-buffers] (tagged-CQF) propose a modified [CQF] mechanism in which timestamp based cycle indication of [CQF] is replaced by indicating the senders cycle in an appropriate packet header field, so that the receiver can accordingly map the received packet to the right local cycle.

This approach completely eliminates the link-latency as a factor impacting the effectiveness of the mechanism, because in this approach, the link latency does not impact the DT. Instead the link latency is used to calculate which cycle from the sender needs to be mapped to which cycle on the receiver, and this is programmed during setup of links into the receiving routers cycle mapping table.

Depending on the number of cycles configured, it is also possible to compensate for variability in the link-latency and higher MTIE (picture TBD). If one more cycle is used for example, this would allow for MTIE to be the order of one cycle time as opposed to a likely target of 1% of cycle time as in [CQF], reducing the required PTP clock accuracy by a factor of 100. This possible reduction in required accuracy of operations by appropriate configuration does not only cover PTP but also extends into any forwarding operation within the nodes, e.g.: it could also reduce the cost of implementation of forwarding hardware at higher speeds accordingly.

In MPLS networks, packet tagged CQF with a small number of cycle tags (such as 3 or 4) could easily be realized and standardized by relying on E-LSP where 3 or 4 EXP code points would be used to indicate the cycle value. Given how such deterministic bounded latency traffic is not subject to congestion control, it also does not require
additional ECN EXP code points, so those would be available for e.g.: best-effort traffic that should use the same E-LSP.

7.2. Packet tagging based CQF with SR

[I-D.chen-DetNet-sr-based-bounded-latency] applies the taged-CQF mechanisms to Segment Routing (SR) by proposing SR style header elements to indicate the per-segment/hop cycle. This eliminates the need to set up on every hop a cycle mapping table.

It is unclear to the authors of this memo how big a saving this is given how the PCE would need to update all the ingress router per-flow configurations where header imposition happens when links change, whereas the mapping table approach would require only localized changes on the affected routers.

7.3. Per-hop latency indications for Segment Routing

[I-D.stein-srtsn] describes a mechanism in which a source-routed header in the spirit of a Segment Routing (SR) header can be used to enable a per-transit-hop per-flow stateless latency control. For every hop, a maximum latency is specified. The draft outlines a control plane which similarly to packet tagging based CQF or [TSN-ATS] would put the work of admitting flows, determining their paths and admitting their resources along those paths to some form of PCE/SDN-Controller.

The basic principle of forwarding in this proposal is to put received packets into a priority heap and schedule them in order of their urgency (shortest latency) for this hop.

The draft explicitly does not prescribes specific algorithms on the forwarders to take the indicated latency for the hop into account in a way that the controller can calculate the resource availability, such as specific queuing or scheduling algorithms.

It is not entirely clear to the authors of this memo, if the sole indication of such deadline latencies is sufficient to completely eliminate per-transit-hop, per-flow state and still achieve deterministic latency because of the [UBS] work. Consider that the packets latency for a hop could be used to derive a priority queue on the hop relative to other packets with higher or lower latency for this hop,

As was shown in the research work leading up to [TSN-ATS], the priority queuing on each hop alone is not sufficient to achieve a simple, solely per-hop calculated latency bound under high load because of the problem of multi-hop burst aggregation and the
resulting hard to calculate incurred upper latency bound. To overcome that calculation issue, shapers or as in [TSN-ATS] their optimization, interleaved regulators, are used in [TSN-ATS] and GS. Shapers/interleaved requires to maintain across packets from the same flow per-flow state.

Nevertheless, appropriate mathematical models for SDN controllers may be possible to develop deterministic per-hop forwarding models relying not only on the per-hop indicated latency but also on additional constraints such as limited number of hops or sufficiently low degrees of maximum admitted amount of traffic. Or else this may be used for to be developed latency models that are not 100% deterministic, but close enough in probability such that the amount of late packets would be in the same order as otherwise unavoidable problems such as BER based packet loss.

To that end, the author of [I-D.stein-srtsn] has conducted simulations of the proposed mechanism, contrasting it with other mechanisms. These results, which will be published elsewhere, show that this mechanism excels in cases with high load and a small number of flows with tight budgets. However, some small percentage of packets will miss their end-to-end latency bounds, and must be treated as lost packets.

Depending on the algorithms chosen, solutions may or may not rely on strong, weak, or no clock synchronization across nodes.

7.4. Latency Based Forwarding

"High-Precision Latency Forwarding over Packet-Programmable Networks", NOMS 2020 conference [LBF] describes a framework for per-transit-hop, per-flow stateless forwarding based on three packet parameters: The minimum and maximum desired end-to-end latency, set by the sender and not changed by the network, and the experienced latency updated by every hop. Routers supporting this LBF mechanism do also extend their routing (e.g.: IGP) to be able to calculate the non-queueing latency towards the destination. Based on the in-packet parameters and the future latency prediction are used to prioritize packets in queuing including giving them higher priority when they are late due to prior hop incurred latency, or delaying them when they are too early.

LBF was started as a more fundamental research into how application experience could be improved when they are allowed to indicate such differential min/max latency Service Level Objectives (SLO). Benefits include the ability to compensate for prior hop incurred queuing latency, but also to automatically prioritize packets on a
single hop based on their future path length, all without the need for any explicit admission control.

The LBF algorithm is completely without need for clock synchronization across nodes. Instead, it assumes mechanisms to know or learn link latency and the remaining latencies (as defined in the DetNet architecture) can be calculated locally (e.g.: latency through a forwarder).

The authors have not yet tried to define a mathematical model that would allow to derive completely deterministic behavior for this original LBF algorithm in conjunction with a PCE/SDN controller. Due to the absence of per-flow (shaper/interleaved-regulator), the authors believe that deterministic solutions would as outlined above for SRTSN (Section 7.3) likely only be possible under additional assumed constraints.

8. Conclusions

Bounded Latency for DetNet have been designed by trying to adopt solutions developed either several decades ago (GS) or recently for limited scope and scale L2 networks [TSN-ATS].

To allow DetNet solutions to explore opportunities in larger speed & scale shared network infrastructures, both private and service provider networks, it is highly desirable for DetNet WG (and/or other IETF WGs claiming responsibility in conjunction with DetNet as the driver) to explore the opportunities to standardize additional, and in the opinion of the authors better per-hop forwarding models in support of (near) deterministic bounded latency by mean of standardizing per-flow stateless/"DiffServ" style per-hop forwarding behavior (PHB) with appropriate network packet header parameters.

9. Security Considerations

This document has no security considerations (yet?).

10. IANA Considerations

This document has no IANA considerations.
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1. Introduction

Deterministic Networking (DetNet) [RFC8655] has proposed to provide a bounded end-to-end latency on top of the network infrastructure, comprising both Layer 2 bridged and Layer 3 routed segments. That work encompasses the data plane, OAM, time synchronization, management, control, and security aspects.

Operations, Administration, and Maintenance (OAM) Tools are of primary importance for IP networks [RFC7276]. DetNet OAM should provide a toolset for fault detection, localization, and performance measurement.

This document’s primary purpose is to detail the specific requirements of the OAM features recommended to maintain a deterministic/reliable network. Specifically, it investigates the requirements for a deterministic network, supporting critical flows.

In this document, the term OAM will be used according to its definition specified in [RFC6291]. DetNet expects to implement an OAM framework to maintain a real-time view of the network infrastructure, and its ability to respect the Service Level Objectives (SLO), such as in-order packet delivery, packet delay, delay variation, and packet loss ratio, assigned to each DetNet flow.

This document lists the functional requirements toward OAM for DetNet domain. The list can further be used for gap analysis of available OAM tools to identify possible enhancements of existing or whether new OAM tools are required to support proactive and on-demand path monitoring and service validation.

1.1. Terminology

This document uses definitions, particularly of a DetNet flow, provided in Section 2.1 [RFC8655]. The following terms are used throughout this document as defined below:

* DetNet OAM domain: a DetNet network used by the monitored DetNet flow. A DetNet OAM domain (also referred to in this document as "OAM domain") may have MEPs on its edge and MIPs within.

* DetNet OAM instance: a function that monitors a DetNet flow for defects and/or measures its performance metrics. Within this document, a shorter version, OAM instance, is used interchangeably.
* Maintenance End Point (MEP): an OAM instance that is capable of generating OAM test packets in the particular sub-layer of the DetNet OAM domain.

* Maintenance Intermediate endPoint (MIP): an OAM instance along the DetNet flow in the particular sub-layer of the DetNet OAM domain. A MIP MAY respond to an OAM message generated by the MEP at its sub-layer of the same DetNet OAM domain.

* Control and management plane: the control and management planes are used to configure and control the network (long-term). Relative to a DetNet flow, the control and/or management plane can be out-of-band.

* Active measurement methods (as defined in [RFC7799]) modify a DetNet flow by inserting novel fields, injecting specially constructed test packets [RFC2544]).

* Passive measurement methods [RFC7799] infer information by observing unmodified existing flows.

* Hybrid measurement methods [RFC7799] is the combination of elements of both active and passive measurement methods.

* In-band OAM is an active OAM is considered in-band in the monitored DetNet OAM domain when it traverses the same set of links and interfaces receiving the same QoS and Packet Replication, Elimination, and Ordering Functions (PREOF) treatment as the monitored DetNet flow.

* Out-of-band OAM is an active OAM whose path through the DetNet domain is not topologically identical to the path of the monitored DetNet flow, or its test packets receive different QoS and/or PREOF treatment, or both.

* On-path telemetry can be realized as a hybrid OAM method. The origination of the telemetry information is inherently in-band as packets in a DetNet flow are used as triggers. Collection of the on-path telemetry information can be performed using in-band or out-of-band OAM methods.

1.2. Acronyms

OAM: Operations, Administration, and Maintenance

DetNet: Deterministic Networking

SLO: Service Level Objective
1.3. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all capitals, as shown here.

2. Role of OAM in DetNet

DetNet networks expect to provide communications with predictable low packet delay and packet loss. Most critical applications will define an SLO to be required for the DetNet flows it generates.

To respect strict guarantees, DetNet can use an orchestrator able to monitor and maintain the network. Typically, a Software-Defined Network (SDN) controller places DetNet flows in the deployed network based on their SLO. Thus, resources have to be provisioned a priori for the regular operation of the network. OAM represents the essential elements of the network operation and necessary for OAM resources that need to be accounted for to maintain the network operational.

Many legacy OAM tools can be used in DetNet networks, but they are not able to cover all the aspects of deterministic networking. Fulfilling strict guarantees is essential for DetNet flows, resulting in new DetNet specific functionalities that must be covered with OAM. Filling these gaps is inevitable and needs accurate consideration of DetNet specifics. Similar to DetNet flows itself, their OAM needs careful end-to-end engineering as well.

For example, appropriate placing of MEPs along the path of a DetNet flow is not always a trivial task and may require proper design together with the design of the service component of a given DetNet flow.

There are several DetNet specific challenges for OAM. Bounded network characteristics (e.g., delay, loss) are inseparable service parameters; therefore, PM is a key topic for DetNet. OAM tools are needed to prove the SLO without impacting the DetNet flow characteristics. A further challenge is the strict resource allocation. Resources used by OAM must be considered and allocated to avoid disturbing DetNet flow(s).

The DetNet Working Group has defined two sub-layers: (1) DetNet service sub-layer, at which a DetNet service (e.g., service protection) is provided and (2) DetNet forwarding sub-layer, which optionally provides resource allocation for DetNet flows over paths.
provided by the underlying network. OAM mechanisms exist for the DetNet forwarding sub-layer, nonetheless, OAM for the service sub-layer requires new OAM procedures. These new OAM functions must allow, for example, to recognize/discover DetNet relay nodes, to get information about their configuration, and to check their operation or status.

DetNet service sub-layer functions using a sequence number. That creates a challenge for inserting OAM packets in the DetNet flow.

Fault tolerance also assumes that multiple paths could be provisioned to maintain an end-to-end circuit by adapting to the existing conditions. The central controller/orchestrator typically controls the PREOF on a node. OAM is expected to support monitoring and troubleshooting PREOF on a particular node and within the domain.

Note that distributed controllers can also control PREOF in those scenarios where DetNet solutions involve more than one single central controller.

DetNet forwarding sub-layer is based on legacy technologies and has a much better coverage regarding OAM. However, the forwarding sub-layer is terminated at DetNet relay nodes, so the end-to-end OAM state of forwarding may be created only based on the status of multiple forwarding sub-layer segments serving a given DetNet flow (e.g., in case of DetNet MPLS, there may be no end-to-end LSP below the DetNet PW).

3. Operation

OAM features will enable DetNet with robust operation both for forwarding and routing purposes.

It is worth noting that the test and data packets MUST follow the same path, i.e., the connectivity verification has to be conducted in-band without impacting the data traffic. Test packets MUST share fate with the monitored data traffic without introducing congestion in normal network conditions.

3.1. Information Collection

Information about the state of the network can be collected using several mechanisms. Some protocols, e.g., Simple Network Management Protocol, send queries. Others, e.g., YANG-based data models, generate notifications based on the publish-subscribe method. In either way, information is collected and sent to the controller.
Also, we can characterize methods of transporting OAM information relative to the path of data. For instance, OAM information may be transported in-band or out-of-band relative to the DetNet flow. In case of the former, the telemetry information uses resources allocated for the monitored DetNet flow. If an in-band method of transporting telemetry is used, the amount of generated information needs to be carefully analyzed, and additional resources must be reserved. [I-D.ietf-ippm-ioam-data] defines the in-band transport mechanism where telemetry information is collected in the data packet on which information is generated. Two tracing methods are described - end-to-end, i.e., from the ingress and egress nodes, and hop-by-hop, i.e., like end-to-end with additional information from transit nodes. [I-D.ietf-ippm-ioam-direct-export] and [I-D.mirsky-ippm-hybrid-two-step] are examples of out-of-band telemetry transport. In the former case, information is transported by each node traversed by the data packet of the monitored DetNet flow in a specially constructed packet. In the latter, information is collected in a sequence of follow-up packets that traverse the same path as the data packet of the monitored DetNet flow. In both methods, transport of the telemetry can avoid using resources allocated for the DetNet domain.

3.2. Continuity Check

Continuity check is used to monitor the continuity of a path, i.e., that there exists a way to deliver the packets between two MEP A and MEP B. The continuity check detects a network failure in one direction, from the MEP transmitting test packets to the remote egress MEP.

3.3. Connectivity Verification

In addition to the Continuity Check, DetNet solutions have to verify the connectivity. This verification considers additional constraints, i.e., the absence of misconnection. The misconnection error state is entered after several consecutive test packets from other DetNet flows are received. The definition of the conditions of entry and exit for misconnection error state is outside the scope of this document.

3.4. Route Tracing

Ping and traceroute are two ubiquitous tools that help localize and characterize a failure in the network. They help to identify a subset of the list of routers in the route. However, to be predictable, resources are reserved per flow in DetNet. Thus, DetNet needs to define route tracing tools able to track the route for a specific flow. Also, tracing can be used for the discovery of the
Path Maximum Transmission Unit or location of elements of PREOF for the particular route in the DetNet domain.

DetNet is NOT RECOMMENDED to use multiple paths or links, i.e., Equal-Cost Multipath (ECMP) [RFC8939]. As the result, OAM in ECMP environment is outside the scope of this document.

3.5. Fault Verification/detection

DetNet expects to operate fault-tolerant networks. Thus, mechanisms able to detect faults before they impact the network performance are needed.

The network has to detect when a fault occurred, i.e., the network has deviated from its expected behavior. While the network must report an alarm, the cause may not be identified precisely. For instance, the end-to-end reliability has decreased significantly, or a buffer overflow occurs.

DetNet OAM mechanisms SHOULD allow a fault detection in real time. They MAY, when possible, predict faults based on current network conditions. They MAY also identify and report the cause of the actual/predicted network failure.

3.6. Fault Localization and Characterization

An ability to localize the network defect and provide its characterization are necessary elements of network operation.

Fault localization, a process of deducing the location of a network failure from a set of observed failure indications, might be achieved, for example, by tracing the route of the DetNet flow in which the network failure was detected. Another method of fault localization can correlate reports of failures from a set of interleaving sessions monitoring path continuity.

Fault characterization is a process of identifying the root cause of the problem. For instance, misconfiguration or malfunction of PREOF elements can be the cause of erroneous packet replication or extra packets being flooded in the DetNet domain.

3.7. Use of Hybrid OAM in DetNet

Hybrid OAM methods are used in performance monitoring and defined in [RFC7799] as:

Hybrid Methods are Methods of Measurement that use a combination of Active Methods and Passive Methods.
A hybrid measurement method may produce metrics as close to passive, but it still alters something in a data packet even if that is the value of a designated field in the packet encapsulation. One example of such a hybrid measurement method is the Alternate Marking method (AMM) described in [RFC8321]. As with all on-path telemetry methods, AMM in a DetNet domain with the IP data plane is natively in-band in respect to the monitored DetNet flow. Because the marking is applied to a data flow, measured metrics are directly applicable to the DetNet flow. AMM minimizes the additional load on the DetNet domain by using nodal collection and computation of performance metrics in combination with optionally using out-of-band telemetry collection for further network analysis.

4. Administration

The network SHOULD expose a collection of metrics to support an operator making proper decisions, including:

* Queuing Delay: the time elapsed between a packet enqueued and its transmission to the next hop.

* Buffer occupancy: the number of packets present in the buffer, for each of the existing flows.

The following metrics SHOULD be collected:

* per a DetNet flow to measure the end-to-end performance for a given flow. Each of the paths has to be isolated in multipath routing strategies.

* per path to detect misbehaving path when multiple paths are applied.

* per device to detect misbehaving device, when it relays the packets of several flows.

4.1. Collection of metrics

DetNet OAM SHOULD optimize the number of statistics / measurements to collected, frequency of collecting. Distributed and centralized mechanisms MAY be used in combination. Periodic and event-triggered collection information characterizing the state of a network MAY be used.
4.2. Worst-case metrics

DetNet aims to enable real-time communications on top of a heterogeneous multi-hop architecture. To make correct decisions, the controller needs to know the distribution of packet losses/delays for each flow, and each hop of the paths. In other words, the average end-to-end statistics are not enough. The collected information must be sufficient to allow the controller to predict the worst-case.

5. Maintenance

In the face of events that impact the network operation (e.g., link up/down, device crash/reboot, flows starting and ending), the DetNet Controller need to perform repair and re-optimization actions in order to permanently ensure the SLO of all active flows with minimal waste of resources. The controller MUST be able to continuously retrieve the state of the network, to evaluate conditions and trends about the relevance of a reconfiguration, quantifying:

- the cost of the sub-optimality: resources may not be used optimally (e.g., a better path exists).
- the reconfiguration cost: the controller needs to trigger some reconfigurations. For this transient period, resources may be twice reserved, and control packets have to be transmitted.

Thus, reconfiguration may only be triggered if the gain is significant.

5.1. Replication / Elimination

When multiple paths are reserved between two MEPs, packet replication may be used to introduce redundancy and alleviate transmission errors and collisions. For instance, in Figure 1, the source device S is transmitting the packet to both parents, devices A and B. Each MEP will decide to trigger the packet replication, elimination or the ordering process when a set of metrics passes a threshold value.

```plaintext
  ====> (A) => (C) => (E) ===
  //             \//       \//
source (S)     \//   \//\\     \//\    (R) (root)
  \//     \//     \//       //\//
  ====> (B) => (D) => (F) ===
```

Figure 1: Packet Replication: S transmits twice the same data packet, to DP(A) and AP (B).
5.2. Resource Reservation

Because the quality of service criteria associated with a path may degrade, the network has to provision additional resources along the path. We need to provide mechanisms to patch the network configuration.

5.3. Soft transition after reconfiguration

Since DetNet expects to support real-time flows, DetNet OAM MUST support soft-reconfiguration, where the additional resources are reserved before the previously reserved but not in use are released. Some mechanisms have to be proposed so that packets are forwarded through the novel track only when the resources are ready to be used, while maintaining the global state consistent (no packet reordering, duplication, etc.)

6. Requirements

This section lists requirements for OAM in a DetNet domain:

1. It MUST be possible to initiate a DetNet OAM session from a MEP located at a DetNet node towards downstream MEP(s) within the given domain at a particular DetNet sub-layer. [Ed.note: FT: A MEP may be inside the detnet domain: for instance, for PREOF, an OAM session may be maintained between any pair of replicator / eliminator / egress / ingress.]

2. It MUST be possible to initialize a DetNet OAM session from a centralized controller.

3. DetNet OAM MUST support proactive and on-demand OAM monitoring and measurement methods.

4. DetNet OAM MUST support unidirectional OAM methods, continuity check, connectivity verification, and performance measurement.

5. OAM methods MAY combine in-band monitoring or measurement in the forward direction and out-of-bound notification in the reverse direction, i.e., towards the ingress MEP.


7. DetNet OAM MAY support bi-directional OAM methods for bidirectional DetNet flows. OAM test packets used for monitoring and measurements MUST be in-band in both directions.


10. DetNet OAM MUST support the discovery of PREOF along a route in the given DetNet domain.


13. DetNet OAM MUST support unidirectional performance measurement methods. Calculated performance metrics MUST include but are not limited to throughput, packet loss, out of order, delay and delay variation metrics. [RFC6374] provides detailed information on performance measurement and performance metrics.

14. DetNet OAM MUST be able to measure metrics (e.g. delay) inside a collection of OAM sessions, specially for complex DetNet flows, with PREOF features.

15. DetNet OAM MUST support defect notification mechanism, like Alarm Indication Signal. Any DetNet device within the given DetNet flow MAY originate a defect notification addressed to any subset of DetNet devices within that flow.


17. DetNet OAM MUST support the discovery of Packet Replication, Elimination, and Order preservation sub-functions locations in the domain.

18. DetNet OAM MUST support testing of Packet Replication, Elimination, and Order preservation sub-functions in the domain.

19. DetNet OAM MUST support monitoring levels of resources allocated for the particular DetNet flow. Such resources include but not limited to buffer utilization, scheduler transmission calendar.

7. IANA Considerations

This document has no actionable requirements for IANA. This section can be removed before the publication.

8. Security Considerations

This document lists the OAM requirements for a DetNet domain and does not raise any security concerns or issues in addition to ones common to networking and those specific to a DetNet discussed in [RFC9055].
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1. Introduction

Section 2 of the Deterministic Networking Problem Statement [DetNet-PBST] introduces the concept of Deterministic Networking (DetNet) to the IETF. DetNet extends the reach of lower layer technologies such as Time-Sensitive Networking (TSN) [IEEE 802.1 TSN] and Timeslotted Channel Hopping (TSCH) [IEEE Std. 802.15.4] over IPv6 and MPLS [RFC8938], to provide bounded latency and reliability guarantees over an end-to-end layer-3 nailed-down path.

The "Deterministic Networking Architecture" [DetNet-ARCH] details the contribution of layer-3 protocols, and defines three planes: the Application (User) Plane, the Controller Plane, and the Network Plane. [DetNet-ARCH] places an emphasis on the centralized model whereby a controller instantiates a DetNet state in the routers that is located based on matching information in the packet. For IPv6 flows, this document proposes a layer-3 signaling to index that state, using an IPv6 Extension Header (EH).

The "6TiSCH Architecture" [6TiSCH-ARCH] leverages RPL, the "Routing Protocol for Low Power and Lossy Networks" [RPL] and introduces concept of a Track as a highly redundant RPL Destination Oriented Directed Acyclic Graph (DODAG) rooted at the Track Ingress. A Track
may for instance be installed using RPL route projection [RPL-PDAO]. In that case, the TrackId is an index from a namespace associated to one IPv6 address of the Track Ingress node, and the Track that an IPv6 packet follows is signaled by the combination of the source address (of the Track Ingress node), and the TrackID placed in a RPL Option [RFC6553] located in an IPv6 Hop-by-Hop (HbH) Options Header [IPv6] in the IPv6 packet.

The "Reliable and Available Wireless (RAW) Architecture/Framework" [RAW-ARCH], extends the DetNet Network Plane to accommodate one or multiple hops of homogeneous or heterogeneous wireless technologies, e.g. a Wi-Fi6 Mesh or parallel radio access links combining Wi-Fi and 5G. The RAW Architecture reuses the concept of Track and introduces a new dataplane component, the Path Selection Engine (PSE), to dynamically select a subpath and maintain the required quality of service within a Track in the face of the rapid evolution of the medium properties.

With [IPv6], the behavior of a router upon an IPv6 packet with a HbH Options Header has evolved, making the examination of the header by routers along the path optional, as opposed to previously mandatory. Additionally, the Option Type for any option in a HbH Options Header encodes in the leftmost bits whether a router that inspects the header should drop the packet or ignore the option when encountering an unknown option. Combined, these capabilities enable a larger use of the header beyond the boundaries of a limited domain, as exemplified by the change of behavior of the RPL data plane, that was changed to allow a packet with a RPL option to escape the RPL domain in the larger Internet [RFC9008].

"IPv6 Hop-by-Hop Options Processing Procedures" [HbH-UPDT] further specifies the procedures for how IPv6 Hop-by-Hop options are processed to make their processing even more practical and increase their use in the Internet. In that context, it makes sense to consider Hop-by-Hop Options to transport the information that is relevant to DetNet.

The "Deterministic Networking Data Plane Framework" [RFC8938] relies on the 6-tuple to identify an IPv6 flow. But the full DetNet operations require also the capabilities to signal meta-information such as a sequence within that flow, and to transport different types of packets along the same path with the same treatment. For instance, it is required that Operations, Administration, and Maintenance (OAM) [RFC6291] packets and/or multiple flows share the same fate and resource sharing over the same Track or the same Traffic Engineered (TE) [RFC3272] DetNet path.
This document introduces new IPv6 Hop-by-Hop options that signal the needful DetNet path and redundancy information to the intermediate relays in an abstract form that is pure layer-3 and agnostic of the transport layer.

This pure layer-3 technique alines DetNet with the IPv6 architecture and opens to the progress / extensions done elsewhere for IPv6; e.g., if the DetNet path leverages Segment routing (SRv6) [RFC8402] for some reason - there are plausible ones in RAW --, the Source Route Header (SRH) will be inserted after the HbH EH by the PE and both are readily accessible for the on-path routers without the need of a deeper inspection of the packet (up to and beyond the transport header).

2. Terminology

Timestamp semantics and timestamp formats used in this document are defined in "Guidelines for Defining Packet Timestamps" [RFC8877].

The Deterministic Networking terms used in this document are defined in the "Deterministic Networking Architecture" [DetNet-ARCH].

The terms Track and TrackID are defined in the "6TiSCH Architecture" [6TiSCH-ARCH].

3. Applicability

Transported in IPv6 HbH Options, the DetNet options are available early in the header chain of the packet. A DetNet-aware end system (see section 4.2 of [DetNet-ARCH]) may place the options in the header chain when constructing the packet, in which case there is no need of an encapsulation.

Alternatively, the source end system may signal the flow information some other way, or it may lack the full DetNet awareness; in that case the DetNet path endpoints are the provider Edge (PE) routers (see Figure 1 reproducing figure 5 of [DetNet-ARCH]) and the Ingress PE needs to encapsulate the packets to add the HbH options.

In Figure 1, the DetNet end systems may be f-aware and signal an IPv6 flow using the 6-tuple for the End-to-End service, but may not be s-aware, and may not sequence the packets for Packet Replication, Elimination, and Ordering Functions (PREOF), which operate at the detNet Service Layer. In that case, the Ingress PE will encapsulate the packets for this and possibly other flows to provide a common DetNet Service with OAM and PREOF, across the DetNet-1 service provider network, terminating the tunnel at the Egress PE router.
4. The DetNet Options

This document defines new IPv6 options for DetNet to signal path and a reliability information (e.g., sequencing) to the DetNet layers. Those options are to be placed in the IPv6 HbH Options Header, which is found right after the outer IPv6 header in the DetNet packet and immediately reachable for the forwarding engine. The format of the options follow the generic definition in section 4.2 of [IPv6]. For each type of option, the draft allows to express the information in different fashions, depending on the use case, and possibly carrying an information that plays the same role at another layer, in which case the format of the information is opaque.

The reliability information may be inherited from another layer as long as the value is guaranteed to be unique within a reasonable set of sequential packet so all packets with the same value are redundant. Timestamping can be used as an alternate sequencing technique, that avoids maintaining per-path state at the path ingress, which is feasible for nodes that maintain a very precise sense of time (e.g., from GPS or PTP) for their DetNet operations.
As long as the time granularity is in the order of a few bytes transmission, the system timestamp provides an absolute sense of ordering over a very long period across all paths for which this node is ingress, and thus within any of those. Alternatively, the draft allows to combine a rough time stamp (e.g., from a system clock synchronized by NTP) and a sequence counter that differentiates the packets that are stamped within the timer resolution.

If a DetNet Path option (see Section 4.2), including the RPL Option, is present in the same HbH Option Header as a DetNet Redundancy Information option (see Section 4.1), then the redundancy information applies to the signaled path across all flows that traverse that path; else the redundancy information applies to the flow indicated by the 6-tuple [RFC8938].

4.1. DetNet Redundancy Information Option

The DetNet Redundancy Information Option helps discriminate copies of a same packet vs. different packets, and is useful for service-sublayer Packet Replication Elimination and Ordering Functions (PREOF). The typical expression redundancy information is a sequence counter, but it is not the only way to identify a packet. It is also possible that a packet is divided in elements such as network-coded fragments. In that case, the pieces are discriminated with an opaque 8-bit fragment tag.

A packet sequence can be expressed uniquely as a wrapping counter, represented as an unsigned integer in the option. In that case, the size of the representation MUST be large enough to cover at least 3 times the upper bound on out-of-order packet delivery in terms of number of packets. The sequence counter may be copied from a field in another protocol, and it is possible that the value 0 is reserved when wrapping, to the option offers both possibilities, wrapping to either 0 or to 1.

This specification also allows to use a time stamp for the packet redundancy information, in conformance with the recommendations in [RFC8877]. This can be accomplished by utilizing the Precision Time Protocol (PTP) format defined in IEEE Std. 1588 [IEEE Std. 1588] or Network Time Protocol (NTP) [RFC5905] formats. In that case, the timestamp resolution at the origin node that builds the option MUST be fine enough to ensure that two consecutive packets are never stamped with the same value. There is no requirement for this particular stamping function that the sense of time at the origin node is synchronized with the rest of the DetNet network.
IEEE TSN [IEEE 802.1 TSN] defined a redundancy tag (R-Tag) for the IEEE Std. 802.1CB Frame Replication and Elimination for Reliability (FRER). The R-Tag is a structured field and its content is subject to evolve; but the expectation for this specification is that the overall size remains 48 bits and that the 48-bit value is different for a large number of contiguous frames. When transporting TSN frames in a DetNet packet, it is possible to leverage the R-Tag as Redundancy information, though it cannot be assumed that the R-Tag is sequentially incremented; so it can be used for packet duplicate elimination but it is not suitable not for packet re-ordering.

This specification also allows for an hybrid model with a coarse grained packet sequence within a coarse grained time stamp. In that case, both a time stamp option and a wrapping counter options are found, and the counter is used to compare packets with the same time stamp and ignored otherwise. In that case, the size of the representation of the counter MUST be large enough to cover at least 3 times the number of packets that may be sent with the same value of time stamp.

```
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|  Option Type  |  Opt Data Len |  R.I. Type    | Fragment Tag  |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                                               |
| Redundancy Information (variable Size)                       |
|                                                               |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

Figure 2: Redundancy Information Option Format

Redundancy Information Option fields:

Option Type: 8-bit identifier of the type of option. Value TBD by IANA; if the processing IPv6 node does not recognize the Option Type it MUST skip over this option and continue processing the header (act =00); the Option Data of that option cannot change en route to the packet’s final destination (chg=0). The

Opt Data Len: 8-bit length of the option data.

Fragment Tag: 8-bit field, set to 0 when the packet is sent in
entirety; packets with the same Redundancy Information and
different fragments tags MUST be considered as different by the
elimination function and are not subject to ordering based on the
Tag.

Redundancy Information Type: 8-bit identifier of the type of
Redundancy information. Value to be confirmed by IANA.

<table>
<thead>
<tr>
<th>Seq. Value</th>
<th>Category</th>
<th>Common Name</th>
<th>Redundancy Information Format</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Wrapping Counter</td>
<td>Basic Sequence Counter</td>
<td>32-bit unsigned integer</td>
</tr>
<tr>
<td>2</td>
<td>Wrapping Counter</td>
<td>Zero-avoiding Sequence Counter</td>
<td>32-bit unsigned integer, wraps to 1</td>
</tr>
<tr>
<td>3</td>
<td>Wrapping Counter</td>
<td>RPL Sequence Counter</td>
<td>8-bit RPL sequence, see section 7. of [RPL]</td>
</tr>
<tr>
<td>11</td>
<td>Time Stamp</td>
<td>Fractional NTP</td>
<td>NTP 64-bit Timestamp Format, see section 4.2.1. of [RFC8877]</td>
</tr>
<tr>
<td>12</td>
<td>Time Stamp</td>
<td>Short NTP</td>
<td>NTP 32-bit Timestamp Format, see section 4.2.2. of [RFC8877]</td>
</tr>
<tr>
<td>13</td>
<td>Time Stamp</td>
<td>PTP</td>
<td>PTP 80-bit Timestamp Format, see [IEEE Std. 1588]</td>
</tr>
<tr>
<td>14</td>
<td>Time Stamp</td>
<td>Short PTP</td>
<td>PTP 64-bit Truncated Timestamp Format, see section 4.3. of [RFC8877]</td>
</tr>
<tr>
<td>24</td>
<td>Structured Unique Tag</td>
<td>TSN Redundancy Tag</td>
<td>48-bit opaque</td>
</tr>
</tbody>
</table>

Table 1: Redundancy Information Type values (suggested)
Redundancy Information: Variable size, as indicated in Table 1.

4.2. DetNet Path Options

The DetNet Architecture [DetNet-ARCH] assigns a DetNet flow "to specific paths through a network", but is not specific on how the path is then signaled in the packet. The DetNet Data Plane Framework [RFC8938] relies on the 6-tuple to identify an IPv6 flow and implicitly the path could be indexed by the flow identification. But this requires to maintain one path per flow and makes it difficult to assign other traffic such as OAM to the same path.

This draft provides additional means to signal the path in which the flow is placed separately from the flow identification, and independently of the transport layer, so a path can be shared between one or more flows and OAM packets across IP address families. All the packets that are assigned to the same path are subject to the same DetNet forwarding treatment.

The DetNet expectation is that a PCE sets up a state at the DetNet forwarding sublayer to instruct each hop on how to process the DetNet flows. The DetNet Path Options when present contains information that MUST be used to select the DetNet state installed and if the DetNet state does not exist then the packet cannot be forwarded.

4.2.1. DetNet Strict Path Option

In complement to the RPL option, this specification defines a protocol-independent Strict Path Identifier, which is also taken from a namespace indicated by the IPv6 source address of the packet.

The DetNet Strict Path Option is to be used in a limited domain and all routers along the path are expected to support the option. The path indicated therein may also be used by the service sublayer, to signal the scope where the redundancy information is unique across a number of packets large enough to ensure that a forwarding node never has to handle different packets with the same redundancy information, though the same value may be found for packets with a different path information.
The typical DetNet path is typically contained under a single administrative control or within a closed group of administrative control; these include campus-wide networks and private WANs [DetNet-ARCH]. The typical expectation is that all nodes along a DetNet path are aware of the path and actively maintain a forwarding state for it. The DetNet Strict Path Option (see Section 4.2.1) is designed for that environment; if a packet escapes the local domain, a router that does not support the option will intercept it and return an error to the source.

In other environments such as RAW, it might be that the service-layer protection concentrates on just segments of the end-to-end path. In that case, the service-sublayer protection may require the signaling of both redundancy and path information, though the path information is potentially not used by some of the intermediate routers and may not be used for forwarding at all. The path information may also relate to segments that are installed along the path using a DetNet forwarding state as opposed to, say, source routing. In either case the DetNet Loose Path Option Section 4.2.2 can be used to signal the path without incurring an ICMP Error from an intermediate node.

An intermediate router that supports the DetNet Strict Path Option but is missing the necessary state to forward along the indicated path must drop the packet and return an ICMP error.code 0 pointing at the offset of the Strict Path ID in the DetNet Strict Path Option.

DetNet can also leverage the RPL Option that signals a Track in the RPL Packet Information (RPI) [RFC6553]. There are 2 versions of the RPL option, defined respectively in [RPL] with the act bits [IPv6] set to dropped the packet when the option is unknown, that defined in [RFC9008] which let the option be ignored.

```
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Option Type | Opt Data Len |    Strict Path ID              |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

Figure 3: DetNet Strict Path Option Format

Redundancy Option fields:

Option Type: 8-bit identifier of the type of option. Value TBD by IANA; if the processing IPv6 node does not recognize the Option Type it must discard the packet and send an ICMP Parameter Problem, Code 2, message to the packet’s Source Address (act =10); the Option Data of that option cannot change en route to the packet’s final destination (chg=0).
Opt Data Len:  8-bit length of the option data, set to 2.

Strict Path ID:  16-bit identifier of the DetNet Path, taken from a local namespace associated with the IPv6 source address of the packet.

4.2.2.  DetNet Loose Path Option

The DetNet Loose Path Option transports a Loose Path identifier which is taken from a namespace indicated by the Origin Autonomous System (AS).  When the DetNet path is contained within a single AS, the Origin Autonomous System field can be left to 0 indicating local AS.

The DetNet Loose Path Option is to be used to signal a path that may be loose and may exceed the boundaries of a local domain; a portion of the hops may traverse routers in the wider internet that will not leverage the option and are expected to ignore it.

An intermediate router that supports the DetNet Loose Path Option but is missing the necessary state to forward along the indicated path must ignore the DetNet Loose Path Option.

| 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|  Option Type |  Opt Data Len |    Origin Autonomous System    |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                           Loose Path ID                        |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 4: DetNet Loose Path Option Format

Redundancy Option fields:

Option Type:  8-bit identifier of the type of option. Value TBD by IANA; if the processing IPv6 node does not recognize the Option Type it MUST skip over this option and continue processing the header (act =00); the Option Data of that option cannot change en route to the packet’s final destination (chg=0).

Opt Data Len:  8-bit length of the option data, set to 6.

Origin Autonomous System:  16-bit identifier of the Autonomous Systems (AS) that originates the path. The value of 0 signals a DetNet path that is constrained within the local AS or the local administrative DetNet domain.

Loose Path ID:  32-bit identifier of the DetNet Path, taken from a
local namespace associated with the origin AS of the DetNet path.

4.3. RPL Packet Information

6TiSCH [6TiSCH-ARCH] and RAW [RAW-ARCH] signal a Track using a RPL Option [RFC6553] with a RPLInstanceID used as TrackID. This specification reuses the RPL option as a method to signal a DetNet path. In that case, the Projected-Route ‘P’ flag [RPL-PDAO] MUST be set to 1, and the O, R, F flags, as well as the Sender Rank field, MUST be set to 0 by the originator, forwarded as-is, and ignored on reception.

5. Security Considerations

6. IANA Considerations

6.1. New Subregistry for the Redundancy Type

This specification creates a new Subregistry for the "Redundancy Type of the Redundancy Option" under the "Internet Protocol Version 6 (IPv6) Parameters" registry [IPV6-PARMS].

* Possible values are 8-bit unsigned integers (0..255).

* Registration procedure is "IETF Review" [RFC8126].

* Initial allocation is as Suggested in Table 2:
### Table 2: Redundancy Information Type values

<table>
<thead>
<tr>
<th>Suggested Value</th>
<th>Meaning</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Basic Sequence Counter</td>
<td>THIS RFC</td>
</tr>
<tr>
<td>2</td>
<td>Zero-avoiding Sequence Counter</td>
<td>THIS RFC</td>
</tr>
<tr>
<td>3</td>
<td>RPL Sequence Counter</td>
<td>THIS RFC</td>
</tr>
<tr>
<td>11</td>
<td>Fractional NTP time stamp</td>
<td>THIS RFC</td>
</tr>
<tr>
<td>12</td>
<td>Short NTP time stamp</td>
<td>THIS RFC</td>
</tr>
<tr>
<td>13</td>
<td>PTP time stamp</td>
<td>THIS RFC</td>
</tr>
<tr>
<td>14</td>
<td>Short PTP time stamp</td>
<td>THIS RFC</td>
</tr>
<tr>
<td>24</td>
<td>TSN Redundancy Tag</td>
<td>THIS RFC</td>
</tr>
</tbody>
</table>

### 6.2. New Hop-by-Hop Options

This specification updates the "Destination Options and Hop-by-Hop Options" under the "Internet Protocol Version 6 (IPv6) Parameters" registry [IPV6-PARMS] with the (suggested) values below:

<table>
<thead>
<tr>
<th>Hexa</th>
<th>act</th>
<th>chg</th>
<th>rest</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x12</td>
<td>00</td>
<td>0</td>
<td>10010</td>
<td>DetNet Redundancy Information Option</td>
<td>THIS RFC</td>
</tr>
<tr>
<td>0x93</td>
<td>10</td>
<td>0</td>
<td>10011</td>
<td>DetNet Strict Path Option</td>
<td>THIS RFC</td>
</tr>
<tr>
<td>0x14</td>
<td>00</td>
<td>0</td>
<td>10100</td>
<td>DetNet Loose Path Option</td>
<td>THIS RFC</td>
</tr>
</tbody>
</table>
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1. Introduction

The authors in [ID.malis-detnet-controller-plane-framework] provide an overview of the DetNet control plane architecture along three possible classes, namely (i) fully distributed control plane utilizing dynamic signaling protocols, (ii) a centralized, SDN-like, control plane, and (iii) a hybrid control plane.

The Time-Sensitive Networking (TSN) Task Group (TG) is a part of the IEEE 802.1 Working Group (WG) (https://1.ieee802.org/tns/). The charter of the TSN TSG is to provide deterministic services for time sensitive applications through IEEE 802 networks, i.e., guaranteed packet transport with bounded latency, low packet delay variation, and low packet loss.

The TSN TG has developed basic data plane techniques for providing deterministic services within an IEEE 802.1Q network. Key aspects are to provide resource reservation for deterministic services by making use of a separate queue, access control, and determining the upper-, lower- and in-class interference on the egress side for bounded latency. This model for traffic from time sensitive applications, called TSN model, and the associated data plane techniques for time sensitive traffic can be applied to different lower layer network technologies and is not limited to IEEE 802.1Q bridges. DetNet uses for its DnFlows deterministic services provided by the lower layer network technologies.

When investigating the usage of RSVP [RFC2205] for the signaling of deterministic IP connectivity in combination with underlying Layer 2 mechanisms, specifically those developed for TSN, considerations arise for the development of a Layer2-specific RSVP protocol, called RSVP TSN in the following.

This document will outline use cases for RSVP TSN, followed by the design rationale and specification for the proposed RSVP TSN protocol.

Note that the document does NOT cover aspects of traffic engineering, specifically for a more detnet-focused revision of RSVP-TE. However, the work in this draft is meant to provide more insights into the possible working of RSVP for detnet (here focused over a specific L2 technology, namely TSN), which may in turn be used for a more general work on detnet-specific extensions needed for RSVP overall. As such, this document has been narrowed in scope from its previous version in [ID-trossen-detnet-control-signaling].

1.1. Terminology
This document uses the terminology established in the DetNet Architecture [RFC8655], and the reader is assumed to be familiar with that document and its terminology.

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119 [RFC2119].

2. Use Cases

A deterministic network [RFC8655] is composed of DetNet-enabled end systems and DetNet relay nodes which deliver deterministic services. As shown in Figure 1, TSN-enabled end systems can still make use of deterministic networking when they are connected to an DetNet edge node supporting service proxy function to establish a deterministic end-to-end service.

In principle, three use cases are of interest for the establishment of deterministic end-to-end service over deterministic networks:

(a) DetNet-enabled edge nodes with service proxy on both side because the connected source and destination are TSN-enabled end systems

(b) Detnet enabled edge nodes with service proxy on one side because the connected source or destination are TSN-enabled end systems and on the other side the connected source or destination are Detnet-enabled end-systems

(c) DetNet-enabled end systems are connected to a network supporting end-to-end deterministic services

For the establishment of deterministic end-to-end connectivity based
on DnFlows, an end-2-end signaling protocol called RSVP TSN for DnFlows is proposed. To achieve deterministic QoS, access control for a DnFlow is required because each DnFlow must be known by the network supporting DetNet.

The establishment of deterministic end-to-end connectivity is in principle comparable with the establishment of TCP connectivity. The main difference is that all network elements must take active part in the establishment of a deterministic end-to-end connectivity.

RSVP TSN is an option which can be used to signal DnFlow information between
a) DetNet-enabled edge nodes,
b) DetNet-enabled edge nodes and DetNet-enabled end system,
c) DetNet-enabled end systems,
d) DetNet-enabled end system and first DetNet-enabled relay node,
e) and DetNet-enabled relay node

Several years ago, the IETF has introduced RSVP Intserv to exchange flow information for integrated services. Because deterministic service based on TSN differs from integrated services, additional RSVP object definitions are required for RSVP TSN.

Goal of this contribution is to use RSVP TSN for signaling DnFlow information to establish deterministic end-to-end connectivity. DetNet-enabled end systems support RSVP TSN. There is no need for edge nodes with proxy services. DetNet-unaware or TSN-aware end-systems presume edge nodes supporting proxy services when they want have benefit from DetNet.

In the detnet stack model [RFC 8938], "Resource allocation" is located in the forwarding sub-layer. In this document, the term "Signaling" is used instead of the term "Resource allocation". One reason for using the term "Signaling" is because the lower layer network technologies like IEEE 802.1Q with TSN enhancements are responsible to allocate queuing, bandwidth and latency resources to provide deterministic services.

3. Design Rationale

IntServ and TSN have defined different models providing deterministic
QoS. This section will explore the design rationale behind the development of RSVP TSN. It also outlines aspects derived from the underlaying lower layer network technology before highlighting key design considerations for the presentation of RSVP TSN in Section 4.

3.1. RSVP IntServ vs RSVP TSN Data Plane Model

The RSVP IntServ [RFC2212] model provides a flow bandwidth driven latency model with a separate transmission queue per flow. RSVP IntServ assumes a weighted fair queuing (WFQ) at the data plane, where a listener is able to influence therefore the latency through the reserved bandwidth per flow.

RSVP TSN assumes deterministic services are provided by lower layer network technologies supporting the TSN model. The TSN model itself is in contrasts with the RSVP IntServ [RFC2212] model. Lower layer network technologies providing deterministic services for traffic from time sensitive applications make use of separate queues, access control, resource reservation and determine the upper-, lower- and in-class interference on the egress side for bounded latency.

3.2. RSVP IntServ vs RSVP TSN Resource Reservation Styles

RSVP IntServ has introduced the notion of ‘sessions’ to maintain different kinds of deterministic end-to-end connectivity and resource styles, namely fixed (i) filter style, (ii) shared explicit style, and (iii) wildcard filter style – see [RFC2205]. The receiver controls sender selection and resource styles selection. The receiver is also able to influence latency for a flow by requesting certain amount of bandwidth.

RSVP TSN splits the control over sender selection and resource styles, due to the given TSN data plane model. The resource style is controlled by the sender and the sender selection is controlled by the receiver. The Receiver cannot influence bandwidth for a DnFlow.

The resource style ‘coordinated share’ is introduced in RSVP TSN to support a large amount of small DnFlows with small data usage. Multiple separate resource reservations on lower layer for small DnFlows could become very inefficient.

<table>
<thead>
<tr>
<th>Sender Selection</th>
<th>Resource Style</th>
<th>Resource Style</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Distinct</td>
<td>Shared</td>
</tr>
<tr>
<td>Explicit</td>
<td>supported</td>
<td>supported</td>
</tr>
</tbody>
</table>

3.3. RSVP IntServ vs RSVP TSN Object Definitions

Due to the differences described above, not all object definitions from RSVP IntServ can be applied to RSVP TSN. Also, not all features are supported in the same way as is done by RSVP IntServ since RSVP TSN assumes a deterministic service to be provided by the lower network layer.

For instance, IEEE 802.1Q networks with TSN enhancements provides deterministic services by a layer 2 protocol for resource allocation for Sstreams [IEEE P802.1Qdd - Resource Allocation Protocol]. Such an allocated Sstream can transport one or multiple DnFlows. A StreamID is used for the identification at the layer 2 control plane.

To correlate DnFlow with their lower layer transport steams a stream identifier information must be distributed by RSVP TSN. This is only one of the reasons for introducing additional RSVP object definitions.

3.4 RSVP IntServ vs RSVP TSN Flow Specification

In RSVP IntServ, the flow specification describes both the characteristics of the traffic sent by the source and the service requirements of the application. The flow specification of RSVP IntServ is token bucket based. The sender TSpec is a description of the allowed traffic characteristics for which service is being requested. Each receiver describes by RSpec the service it desires to receive. The RSpec is carried form the receiver to the intermediate network elements and flows upstream towards the sender. It may be used or updated at the intermediate network elements before arriving the sender. The ADSpec object carries information which is generated at either data sources or intermediate network elements, is flowing downstream towards receivers.

In RSVP TSN, the sender TSpec information is also a description of the allowed traffic characteristics for which service is being requested. The receiver cannot describe the service it desires to receive. The traffic specification itself can be token bucket based but also variants based on intervals are supported. RSVP TSN does not support RSpec. It is not able to support heterogeneous receivers where each makes reservation requests with different QoS requirements on per DnFlow session.
These differences pose a number of questions:

1. Is RSVP IntServ (as defined in [RFC2212]) the right starting point to deliver DnFlow information and trigger resource allocation on lower layer network technologies supporting the TSN model?

2. How to efficiently map the different reservation styles of RSVP TSN (originally introduced by RSVP IntServ) onto the TSN data plane model?

3. What is the nature of the interface between RSVP TSN and lower layer resource reservation?

4. How does the binding between DnFlow signaling of RSVP TSN and lower layer resource reservation look like?

5. Which of the different RSVP TSN traffic specifications shall be supported?

Note: Different traffic specifications exist for an efficient mapping of traffic specification to scheduling model.

<table>
<thead>
<tr>
<th>Stream/Flow Based</th>
<th>Time based Scheduling</th>
<th>Token Bucket based Scheduling</th>
<th>Priority based (none shaping network nodes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposal: Dampers with Forward Traffic isolation (IEEE 802.1Qcr)</td>
<td>Asynchronous Traffic Shaping (ATS)</td>
<td>Highest priority (static)</td>
<td></td>
</tr>
<tr>
<td>Cyclic Queuing &amp; Forwarding (CQF) (IEEE 802.1Qch)</td>
<td>Credit-Based Shaper (CBSA) (IEEE 802.1Qav)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3: Comparison of TSN and RSVP-IntServ Models

The proposal for dumper is discussed within the IEEE 802.1 TSN WG (see https://www.ieee802.org/1/files/public/docs2020/new-specht-dampers-fti-0620-v02.pdf).

For instance, the Resource-Allocation-Protocol (RAP) [RAP_IEEE] introduces templates to describe traffic class for streams with its scheduling model and the associated traffic specification for streams.

4. RSVP TSN
This section specifies the APIs for RSVP TSN, the message formats, and outlines the layer and node interactions in an RSVP TSN based system.

4.1. Layer Interactions between RSVP TSN and Lower Layer Resource Allocation

Figure 4 provides an overview of the interactions between lower layer resource allocation and DnFlow signaling in a network deployment as an elaboration of the elements in Figure 1, also illustrating the various interfaces described in the following sections.

The application utilizes a generalized API for deterministic QoS (dQoS), which controls and signals the establishment DnFlow via the upper API of RSVP TSN. The latter is called DnFlow-Signaling-Interface (uRSVPDnFSI) in this contribution.

DetNet end nodes utilize RSVP TSN to distribute DnFlow information by end-to-end signaling over DetNet Route.

The lower API of RSVP TSN is called DnFlow-Transport-Interface (DnFTI) in this contribution. The DnFTI has connectivity with the lower network layer, which in turn provides deterministic services within a subnetwork based on the TSN model.

For instance, IEEE 802.1Q with extensions for TSN establish streams to transport DnFlows. For stream reservation the Resource-Allocation-Protocol (RAP) [RAP_IEEE] has defined the Reservation-Service-Interface (RSI).

The following figure illustrates the information flow within a DetNet end system and a DetNet relay node for the establishment of deterministic end-to-end services.

```
DetNet
End System
+----------+
| Time     |
| Sensitive|
| Application|
+----------+
| dQoS     |
| C        |
| S        |
| DnFSI    |
+----------+<----------------------------->+----------+
| RSVP TSN |                          | RSVP TSN |
```
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Figure 4: Layer Interactions between RSVP TSN and lower layer network supporting TSN

4.2. API for Deterministic QoS (dQoS)

The description of a generalized API to support deterministic QoS is not part of this document.

4.3. DnFlow Signaling Interface (DnFSI)

The definition of the DnFSI and the DnFTI is based on the DnFlow information model [ID-detnet-flow-information-model].

This interface is oriented on the interface specified by RSVP-IntServ (RFC 2205). Most of the changes are due to mapping resource reservation styles (see Section 3.2).

Sender

Call: Open Session (oriented to the RSVP-IntServ interface)

Request parameter (make use of pieces from the DnFlowSpecification)

- DestinationIpAddress, Protocol, DestinationPort

Response parameter:
- SessionID

Call: Add DnFlow

Request parameter (make use of pieces from the DnFlowSpecification)
- SessionID, SourceIpAddress, SourcePort, DSCP
- DnTrafficSpecification: Interval, MaxPacketsPerInterval, MaxPayloadSize, MinPayloadSize
- DnFlowRank
- Select one of the Resource Style: Distinct, Shared, CoordinatedShared
- Data TTL, PATH MTU size, LossRate

Notes for new parameter:

The DSCP is required to map DnFlows according their service class to offered service classes of the lower layer.

The resource style for an DnFlow is announced by the sender within the path message.

The LossRate is accumulated per DnFlow from Sender to Receiver.

Upcall: DnFlow
- Session ID
- One of the Info_type: RESV_EVENT; PATH_ERROR

Receiver

Call: Open Session

Request parameter (make use of pieces from the DnFlowSpecification)
- DestinationIpAddress, Protocol, DestinationPort

Response parameter
- SessionID
Call: Join DnFlow

Request parameter
- SessionID
- Select one of the DnFlow Source Selection: Wildcard, List of explicit sources with SourcePort
- MaximumPacketSize
- Extended Traffic Specification: MaximumExpectedLatency

Notes for new parameter:

The Source Selection is split from the RSVP-IntServ Reservation Style but still follows the rules defined by RSVP-IntServ.

The extended traffic specification MaximumExpectedLatency is propagated and merged to a minimum upstream from receiver to sender.

Upcall: DnFlow
- SessionID
- SourceIpAddress (Sender)
- SourcePort
- One of the Info_type: RESV_EVENT; PATH_ERROR

General

Call: Close Session

Request parameter
- SessionID

4.4. DnFlow Transport Interface (DnFTI)

Sender

Call: Add DnFlow

Request parameter
INTERNET DRAFT RSVP for TSN Networks

- SessionID, Interface, DnFlowID, DestinationIpAddress, DSCP

- DnTrafficSpecification: Interval, MaxPacketsPerInterval, MaxPayloadSize, MinPayloadSize, MinPacketsInterval

- One of the Resource Styles: Distinct, Shared, Coordinated

Shared

Response parameter

- TransportFlowID (TSN StreamID)

Notes for new parameter:

The DnFlowID is a local parameter to correlate DnFlows to transport flows (e.g., TSN Stream).

The TransportFlowID correlates the DnFlow to the lower layer transport flow, e.g., TSN Stream ID.

Upcall: DnFlow

Response parameter

- SessionID

- TransportFlowID

- One of the Info_type: RESV_EVENT, RES_MODIFY_EVENT

Receiver

Call: Join DnFlow

Request parameter

- SessionID, Interface, DnFlowID, TransportFlowID

- MaximumPacketSize

- Extended Traffic Specification: MaximumExpectedLatency

Notes for new parameter:

(see notes above)

Upcall: DnFlow
Response parameter
- SessionID, TransportFlowID
- One of the Info_type: ANNOUNCE_EVENT, ANNOUNCE_MODIFY_EVENT

4.5. RSVP TSN Message Formats
TBD

5. Security Considerations
Editor’s note: This section needs more details.

6. IANA Considerations
N/A

7. Conclusion
This draft outlines recommended changes to RSVP signaling in the form of RSVP TSN for a better alignment of the Layer 3 signaling with that of emerging Layer 2 solutions, together with suggested API specifications for the realization of the L3 to L2 interfaces in endpoints.
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1. Introduction

The DetNet Working Group has defined packet replication (PRF), packet elimination (PEF) and packet ordering (POF) functions to provide service protection by the DetNet service sub-layer [RFC8655]. The PREOF service protection method relies on copies of the same packet sent over multiple maximally disjoint paths and uses sequencing information to eliminate duplicates. A possible implementation of the PRF and PEF functions is described in [IEEE8021CB] and the related YANG data model is defined in [IEEEP8021CBcv]. A possible implementation of POF function is described in [I-D.varga-detnet-pof]. Figure 1 shows a DetNet flow on which PREOF functions are applied during forwarding from the source to the destination.
In general, the use of PREOF functions require sequencing information to be included in the packets of a DetNet compound flow. This may be done by adding a sequence number or time stamp as part of DetNet encapsulation. Sequencing information is typically added once, at or close to the source.

The DetNet MPLS data plane [RFC8939] specifies how sequencing information is encoded in the MPLS header. However, the DetNet IP data plane described in [RFC8939] does not specify how sequencing information can be encoded in the IP header. This document describes a DetNet IP encapsulation that includes sequencing information based on the DetNet MPLS over UDP/IP data plane [RFC9025], i.e., leveraging the MPLS-over-UDP technology.

2. Terminology

2.1. Terms Used in This Document

This document uses the terminology established in the DetNet architecture [RFC8655], and the reader is assumed to be familiar with that document and its terminology.

2.2. Abbreviations

The following abbreviations are used in this document:

DetNet          Deterministic Networking.
PEF             Packet Elimination Function.
POF             Packet Ordering Function.
PREOF           Packet Replication, Elimination and Ordering Functions.
PRF Packet Replication Function.

2.3. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all capitals, as shown here.

3. Requirements for adding PREOF to DetNet IP

The requirements for adding PREOF to DetNet IP are:

- to reuse existing DetNet data plane solutions (e.g., [RFC8964], [RFC9025]).

- to allow with minimal implementation effort the DetNet service sub-layer for IP packet switched networks.

The described solution practically gains from MPLS header fields without adding MPLS protocol stack complexity to the nodal requirements.

4. Adding PREOF to DetNet IP

4.1. Solution Basics

The DetNet IP encapsulation supporting DetNet Service sub-layer is based on the "UDP tunneling" concept. At the edge of a PREOF capable DetNet IP domain the DetNet flow is encapsulated in an UDP packet containing the sequence number used by PREOF functions within the domain. This solution maintains the 6-tuple-based DetNet flow identification in DetNet transit nodes, which operate at the DetNet forwarding sub-layer between the DetNet service sub-layer nodes; therefore, it is compatible with [RFC8939]. Figure 2 shows how the PREOF capable DetNet IP data plane fits into the DetNet sub-layers.
4.2. Encapsulation

The PREOF capable DetNet IP encapsulation builds on encapsulating DetNet PW directly over UDP. That is, it combines DetNet MPLS [RFC8964] with DetNet MPLS-in-UDP [RFC9025], without using any F-Labels as shown in Figure 3. DetNet flows are identified at the receiving DetNet service sub-layer processing node via the S-Label and/or the UDP/IP header information. Sequencing information for PREOF is provided by the DetNet Control Word (d-CW) as per [RFC8964]. The S-label is used to identify both the DetNet flow and the DetNet App-flow type. The UDP tunnel is used to direct the packet across the DetNet domain to the next DetNet service sub-layer processing node.

Figure 3: PREOF capable DetNet IP encapsulation
4.3. Packet Processing

IP ingress and egress nodes of the PREOF capable DetNet IP domain MUST add and remove a DetNet service-specific d-CW and Service-ID (i.e., S-Label). Relay nodes MAY change Service-ID values when processing a DetNet flow, i.e., incoming and outgoing Service-IDs of a DetNet flow can be different. Service-ID values MUST be provisioned per DetNet service via configuration, i.e., via the Controller Plane described in [RFC8938]. In some PREOF topologies, the node performing replication sends the packets to multiple nodes performing PEF or POF and the replication node may need to use different Service-ID values for the different member flows for the same DetNet service.

Note, that Service-IDs provide identification at the downstream DetNet service sub-layer receiver, not the sender.

4.4. Flow Aggregation

Two methods can be used for flow aggregation:

- aggregation using same UDP tunnel,
- aggregating DetNet flows as a new DetNet flow.

In the first case, the different DetNet PWs use the same UDP tunnel, so they are treated as a single (aggregated) flow on all transit nodes.

For the second option, an additional Service-ID and d-CW tuple is added to the encapsulation. The Aggregate-ID is a special case of a Service-ID, whose properties are known only at the aggregation and de-aggregation end points. It is a property of the Aggregate-ID that it is followed by a d-CW followed by an Service-ID/d-CW tuple. Figure 4 shows the encapsulation in case of aggregation.
4.5. PREOF Procedures

A node operating on a received DetNet flow at the DetNet service sub-layer uses the local context associated with a received Service-ID to determine which local DetNet operation(s) are applied to received packet. A Service-ID may be allocated to be unique and enabling DetNet flow identification regardless of which input interface or UDP tunnel the packet is received. It is important to note that Service-ID values are driven by the receiver, not the sender.

The DetNet forwarding sub-layer is supported by the UDP tunnel and is responsible for providing resource allocation and explicit routes.

To support outgoing PREOF capable DetNet IP encapsulation, an implementation MUST support the provisioning of UDP and IP header information. Note, when PRF is performed at the DetNet service sub-layer, there are multiple member flows, and each member flow requires the of their own Service-ID, UDP and IP header information. The headers for each outgoing packet MUST be formatted according to the configuration information, and the UDP Source Port value MUST be set to uniquely identify the DetNet flow. The packet MUST then be handled as a PREOF capable DetNet IP packet.
To support the receive processing, an implementation MUST also support the provisioning of received Service-ID, UDP and IP header information. The provisioned information MUST be used to identify incoming app-flows based on the combination of Service-ID and/or incoming encapsulation header information.

The challenge for POF initialization is that, for example, after a reset, it is not known whether the first received packet is in-order or out-of-order. The original initialization (see [I-D.varga-detnet-pof]) considers the first packet as in-order, so out-of-order packet(s) during "POFMaxTime"/"POFMaxTime_path_i" time - after the first packet was received - may not be corrected. The motivation behind such an initialization is POF implementation simplicity.

4.6. PREOF capable DetNet IP domain

Figure 5 shows using PREOF in a PREOF capable DetNet IP network.

Figure 5: PREOF capable DetNet IP domain

5. Control and Management Plane Parameters

The information needed to identify individual and aggregated DetNet flows is summarized as follows:
o Service-ID information to be mapped to UDP/IP flows. Note that, for example, a single Service-ID can map to multiple sets of UDP/IP information when PREOF is used.

o IPv4 or IPv6 source address field.

o IPv4 or IPv6 source address prefix length, where a zero (0) value effectively means that the address field is ignored.

o IPv4 or IPv6 destination address field.

o IPv4 or IPv6 destination address prefix length, where a zero (0) effectively means that the address field is ignored.

o IPv4 protocol field set to "UDP".

o IPv6 next header field set to "UDP".

o For the IPv4 Type of Service and IPv6 Traffic Class Fields:

* Whether or not the DSCP field is used in flow identification as the use of the DSCP field for flow identification is optional.

* If the DSCP field is used to identify a flow, then the flow identification information (for that flow) includes a list of DSCPs used by the given DetNet flow.

o UDP Source Port. Support for both exact and wildcard matching is required. Port ranges can optionally be used.

o UDP Destination Port. Support for both exact and wildcard matching is required. Port ranges can optionally be used.

o For end systems, an optional maximum IP packet size that should be used for that outgoing DetNet IP flow.

This information MUST be provisioned per DetNet flow via configuration, e.g., via the controller plane.

An implementation MUST support ordering of the set of information used to identify an individual DetNet flow. This can, for example, be used to provide a DetNet service for a specific UDP flow, with unique Source and Destination Port field values, while providing a different service for the aggregate of all other flows with that same UDP Destination Port value.

The minimum set of information for the configuration of the DetNet service sub-layer is summarized as follows:
The minimum set of information for the configuration of the DetNet forwarding sub-layer is summarized as follows:

- UDP tunnel specific information.
- Traffic parameters.

6. Security Considerations

There are no new DetNet related security considerations introduced by this solution.

7. IANA Considerations

This document makes no IANA requests.
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1. Introduction

The DetNet Working Group has defined packet replication (PRF) and packet elimination (PEF) functions for achieving extremely low packet loss. PRF and PEF are described in [RFC8655] and provide service protection for DetNet flows. This service protection method relies on copies of the same packet sent over multiple maximally disjoint paths and uses sequencing information to eliminate duplicates. A possible implementation of PRF and PEF functions is described in [IEEE8021CB] and the related YANG model is defined in [IEEEP8021CBcv].

In general, use of per packet replication and elimination functions may result in out-of-order delivery of packets, which may not be acceptable for some deterministic applications. Correcting packet order is not a trivial task, therefore details of a Packet Ordering Function (POF) are specified herein. The IETF DetNet WG has defined in [RFC8655] the external observable result of a POF function, i.e., that packets are reordered, but without any implementation details.
So far in packet networks, out-of-order delivery situations were handled at higher OSI layers at the end-points/hosts (e.g., in the TCP stack when ackets are sent to application layer) and not within a network in nodes acting at the Layer-2 or Layer-3 OSI layers.

Figure 1 shows a DetNet flow on which PREOF functions are applied during forwarding from source to destination.

```
+------------+      +----------+
|            |      +---E----+    |
| src |-------R         +---+        +----O----+ dst|
|-----+      |           |                 E--------+          +----+
|      |      |           |                    +-----+      |
|      |      | R: replication point (PRF)
|      |      |                      +-----------------+
|      |      | E: elimination point (PEF)
|      |      | O: ordering function (POF)
```

2. Terminology

2.1. Terms Used in This Document

This document uses the terminology established in the DetNet architecture [RFC8655], and the reader is assumed to be familiar with that document and its terminology.

2.2. Abbreviations

The following abbreviations are used in this document:

DetNet           Deterministic Networking.
PEF              Packet Elimination Function.
2.3. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all capitals, as shown here.

3. Requirements on POF Implementations

The requirements on a POF function are:

- to solve the out-of-order delivery problem of the Replication and Elimination functions of DetNet networks.
- to consider the delay bound requirement of a DetNet Flow.
- to be simple and to require in network nodes only a minimum set of states/configuration parameters and resources per DetNet Flow.
- to add only minimal or no delay to the forwarding process of packets.
- not to require synchronization between PREOF nodes.

4. POF Algorithms

4.1. Prerequisites and Assumptions

The POF Algorithm discussed in this document makes some assumptions and tradeoffs regarding the characteristics of the sequence of received packets. In particular, the algorithm assumes that a Packet Elimination Function (PEF) is performed on the incoming packets before they are handed to the POF function. Hence, the sequence of incoming packets can be out of order or incomplete but cannot contain duplicate packets. However, the PREOF functions run independently without any state exchange required between the PEF and the POF or the PRF and the POF. Error cases in which the POF is presented duplicate packets may lead to out of order delivery of duplicate packets as well as to increased delays.
The algorithm further requires that the delay difference between two replicated packets that arrive at the PRF before the POF is bounded and known. Error cases that violate this condition (e.g., a packet that arrives later than this bound) will result in out-of-order packets.

The algorithm also makes some tradeoffs. For simplicity, it is designed in a way that allows for some out of order packets directly after initialization. If this is not acceptable, Section 4.5 provides an alternative initialization scheme that prevents out-of-order packets in the initialization phase.

4.2. POF building blocks

The method described herein provides POF for DetNet networks. The configuration parameters of POF can be derived during engineering the DetNet flow through the network.

The POF method is provided via:


2. Delay calculator: buffering time considers (i) the delay difference of paths used for forwarding the replicated packets and (ii) the bounded delay requirement of the given DetNet flow.

Figure 2 shows the building blocks of a possible POF implementation.

```
+------------+        +--------------+
| Delay calc |        | Conditional  |
+--| for packet >--->---| Delay Buffer >---+
+---------------+        +--------------+   |
                                           |
                                           |
+-------^--------+                                  |
->>>- POF selector >----------------------------------+-->>----
| (Flow ident.) |
+--------------+                                  

->>> packet flow
```

Figure 2: POF Building Blocks
4.3. The Basic POF Algorithm

The basic POF algorithm delays all out-of-order packets until all previous packet arrives or a given time (POFMaxDelay) elapses. The basic POF algorithm works as follows:

- The sequence number of the last forwarded packet (POFLastSent) is stored for each DetNet Flow.
- The sequence number (seq_num) of a received packet is compared to that of the last forwarded one (POFLastSent).
- If (seq_num <= POFLastSent + 1)
  * Then the packet is forwarded and "POFLastSent" is updated (POFLastSent = seq_num).
  * Else the received packet is buffered.
- A buffered packet is forwarded from the buffer when its seq_num becomes equal to "POFLastSent +1," OR a predefined time ("POFMaxDelay") elapses.
- When a packet is forwarded from the buffer "POFLastSent" is updated with its seq_num (POFLastSent = seq_num).

Note: the difference of sequence number in consecutive packets is bounded due to the history window of the Elimination function before the POF. Therefore "<=" can be evaluated despite of the circular sequence number space.

The state used by the basic POF algorithm (i.e., "POFLastSent") needs initialization and maintenance. This works as follows:

- The next received packet must be forwarded and the POFLastSent updated when the POF function was reset OR no packet was received for a predefined time ("POFTakeAnyTime").
- The reset of POF erases all frames/packets from the time-based buffer used by POF.

The basic POF algorithm has two parameters to engineer:

- "POFMaxDelay", which cannot be smaller than the delay difference of the paths used by the flow.
- "POFTakeAnyTime", which is calculated based on several factors, for example the RECOVERY_TIMEOUT related settings of the
Elimination function(s) before the POF, the flow characteristics (e.g., inter frame/packet time), and the delay difference of the paths used by the flow.

Design of these parameters is out-of-scope in this document.

Note: multiple network failures may impact the POF function (e.g., complete outage of all redundant paths).

The basic POF algorithm increases the delay of packets with maximum "POFMaxDelay" time. Packets being in order are not delayed. This basic POF method can be applied in all network scenarios where the remaining delay budget of a flow at the POF point is larger than "POFMaxDelay" time.

Figure 3 shows the delay budget relations at the POF point.

```
Path delay
difference
/-----------/
<--- fast path delay --->/--- remaining delay budget ---/
|-----------------------|-------------|------------------------------|
 0          t1       t2                             T
<---------- slow path delay ---------->
/------------------ delay budget at POF point ------------------/
```

Figure 3: Delay Budget Relations at the POF Point

4.4. The Advanced POF Algorithm

In network scenario where the remaining delay budget of a flow at the POF point is smaller than "POFMaxDelay" time the basic method needs extensions.

The issue is that packets on the longest path cannot be buffered in order to keep delay budget of the flow. It must be noted that such a packet (i.e., forwarded over the longest path) needs no buffering as it is the "last chance" to deliver a packet with a given sequence number. This is because all replicas already must be arrived via shorter path(s).
The advanced POF algorithm needs two extensions of the basic POF algorithm:

- to identify the received packet's path at the POF location and
- to make the value of "POFMaxDelay" for buffered packets path dependent ("POFMaxDelay_i", where "i" notes the path the packet has used).

By identifying the path of a given frame, the POF algorithm can use this information to select what predefined time "POFMaxDelay_i" to apply for the buffered frame/packet. So, in the advanced POF algorithm "POFMaxDelay" is an array, that contains the predefined and path specific buffering time for each redundant path of a flow. Values in the "POFMaxDelay" array are engineered to fulfill the delay budget requirement.

The method for identification of the packet’s path at the POF location depends on the network scenario. It can be implemented via various techniques, for example using ingress interface information, encoding the path in the packet itself (e.g., replication functions can set different FlowID per egress what can be used as a PathID), or in other means. Method for identification of the packet’s path is out of scope in this document.

Note: in case of using the advanced POF algorithm it might be advantageous to combine PEF and POF locations in the DetNet network, as it can simplify the method used for identification of the packet’s path at the POF location.

4.5. Further enhancements of POF algorithms

POF algorithms can be further enhanced by distinguishing the case of initialization from normal operation at the price of more states and more sophisticated implementation. Such enhancements could for example react better after some failure scenarios (e.g., complete outage of all paths of a DetNet flow) and may be dependent on the PEF implementation.

The challenge for POF initialization is that for example after a reset it is not known whether the first received packet is in-order or out-of-order. The original initialization (see before) considers the first packet as in-order, so out-of-order packet(s) during "POFMaxTime"/"POFMaxTime_path_i" time - after the first packet was received - may not be corrected. Motivation behind such an initialization is POF implementation simplicity.

A possible enhancement of POF initialization works as follows:
o After a reset all received packets are buffered with their predefined timer ("POFMaxTime"/"POFMaxTime_path_i").

o No basic/advanced POF rules are applied until the first timer expires.

o When the first timer expires the packet with lowest seq_num in buffer is selected, forwarded, and "POFLastSent" is set with its seq_num.

o The basic/advanced POF rules are applied for the packet(s) in the buffer and the subsequently received packets.

4.6. Selecting and using the POF algorithm

The selection of the POF algorithm depends on the network scenario and the remaining delay budget of a flow. Using POF and calculating its parameters require proper design. Knowing the path delay difference is essential for the POF algorithms described here. Failure scenarios breaking the design assumptions may impact the result of POF (e.g., packet received out of the expected worst-case delay window - calculated based on the path delay difference - may result in unwanted out-of-order delivery).

In DetNet scenarios there is always an Elimination function before the POF (therefore duplicates are not considered by the POF). Implementing them together in the same node allows POF to consider PEF events/states during the re-ordering. For example, under normal circumstances the difference of sequence number in consecutive packets is bounded due to the history window of PEF. However, in some scenarios (e.g., reset of sequence number) the difference can be much larger than the history window size.

5. Control and Management Plane Parameters for POF

POF algorithms needs setting of the following parameters:

o Basic POF
  * "POFMaxDelay"
  * "POFTakeAnyTime"

o Advanced POF
  * "POFMaxDelay_i"
  * "POFTakeAnyTime"
* Network path identification related configuration(s)

Note, that in a proper design "POFTakeAnyTime" must be always larger than "POFMaxDelay".

6. Security Considerations

There are no POF related security considerations for DetNet.

7. IANA Considerations

This document makes no IANA requests.
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Abstract
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1. Introduction

The DetNet Working Group has defined two sub-layers: (1) DetNet service sub-layer, at which a DetNet service (e.g., service protection) is provided and (2) DetNet forwarding sub-layer, which optionally provides resource allocation for DetNet flows over paths provided by the underlying network. In [RFC8655] new DetNet-specific functions have been defined for the DetNet service sub-layer, namely PREOF (a collective name for Packet Replication, Elimination, and Ordering Functions).

Framework of Operations, Administration and Maintenance (OAM) for Deterministic Networking (DetNet) is described in [I-D.ietf-detnet-oam-framework]. OAM for the DetNet MPLS data plane is described in [I-D.ietf-detnet-mpls-oam] and OAM for the DetNet IP data plane is described in [I-D.ietf-detnet-mpls-oam].

This draft has been submitted as an individual contribution to OAM discussions, in particular, to kick-off Working Group discussions on introducing OAM functions for the DetNet service sub-layer. It is also up to the Working Group discussions to which draft parts of this contribution may go, if any.
The OAM functions for the DetNet service sub-layer allow, for example, to recognize/discover DetNet relay nodes, to get information about their configuration, and to check their operation or status.

The approach described in this draft introduces a new OAM shim layer to achieve OAM for the DetNet service sub-layer. In the rest of the draft, this approach is referred to as "DetNet PING", which is an in-band OAM approach, i.e., the OAM packets follow precisely the same path as the data packets of the corresponding DetNet flow(s). The OAM packets provide DetNet service sub-layer specific information, like:

- Identity of a DetNet service sub-layer node.
- Discover Ingress/Egress flow specific configuration of a DetNet service sub-layer node.
- Detect the status of the flow specific service sub-layer function.

DetNet PING is applicable both to IP and MPLS DetNet data planes.

2. Terminology

2.1. Terms Used in This Document

This document uses the terminology established in the DetNet architecture [RFC8655], and the reader is assumed to be familiar with that document and its terminology.

2.2. Abbreviations

The following abbreviations are used in this document:

- DetNet: Deterministic Networking.
- PEF: Packet Elimination Function.
- POF: Packet Ordering Function.
- PREOF: Packet Replication, Elimination and Ordering Functions.
- PRF: Packet Replication Function.

2.3. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP...
3. Requirements on OAM for DetNet Service Sub-layer

The requirements on OAM for a DetNet relay node are:

1. to provide OAM functions for the DetNet service sub-layer.
2. to discover DetNet relay nodes in a DetNet network.
3. to collect DetNet service sub-layer specific (e.g., configuration/operation/status) information from DetNet relay nodes.
4. to work for both DetNet data planes: (1) MPLS and (2) IP.

4. DetNet PING

4.1. Overview

The "DetNet PING" approach uses two types of OAM packets: (1) DetNet-Echo-Request and (2) DetNet-Echo-Reply. Their encapsulation is identical to that of the corresponding DetNet data flow, so they follow precisely the same path as the packets of the corresponding DetNet data flow. They target DetNet service sub-layer entities, so they may not be recognized as OAM packet by entities not implementing DetNet service sub-layer for a packet flow (e.g., transit nodes). Other entities treat them as packets belonging to the corresponding DetNet data flow.

The following relay node roles can be distinguished:

1. DetNet PING originator node,
2. Intermediate DetNet service sub-layer node,
3. DetNet PING targeted node.

An originator node sends (generates) DetNet-Echo-Request packet(s). DetNet-Echo-Request packet contains an OAM specific "PINGSeqNum", what can be used by the DetNet service sub-layer of relay nodes. Note that "PINGSeqNum" is originator specific.

An intermediate DetNet service sub-layer node executes DetNet flow specific service sub-layer functionality. Packet processing may be done in an OAM specific manner (see details in in Section 4.2).
A targeted node answers with DetNet-Echo-Reply packet for each DetNet-Echo-Request. DetNet-Echo-Reply packet provides DetNet service sub-layer specific information on (i) identities of DetNet service sub-layer node (e.g., Node-ID, local Flow-ID), (ii) ingress/egress flow related configuration (e.g., in/out member flow specific information (including forwarding sub-layer specifics)), and (iii) status of service sub-layer function (e.g., local PxF-ID, Action-Type=x, operational status, value of key state variable(s), function related counters).

4.2. OAM processing at the DetNet service sub-layer

Detailed OAM packet processing rules of various DetNet relay nodes are described in the next sections.

4.2.1. Relay node with PRF

A DetNet relay node with PRF processes DetNet OAM packets in a stateless manner.

If the relay node with PRF is the target of a DetNet-Echo-Request packet, then the DetNet-Echo-Request packet MUST NOT be further forwarded and an DetNet-Echo-Reply packet MUST be generated. If the relay node with PRF is not the target of a DetNet-Echo-Request packet, then the DetNet-Echo-Request packet MUST be sent over all DetNet flow specific member flow paths (i.e., it is replicated).

A DetNet-Echo-Reply packet MUST contain the following information:

- Identities related to the DetNet service sub-layer node (e.g., Node-ID, local Flow-ID),
- Ingress/Egress flow related configuration (e.g., in/out member flow specific information (including forwarding sub-layer specifics)),
- Status of service sub-layer function (e.g., local PRF-ID, Action-Type=Replication, operational status, value of the flow related key state variable (e.g., "GenSeqNum" in [IEEE8021CB]).

A DetNet-Echo-Reply packet MAY contain the following information:

- PRF function related local counters.
4.2.2. Relay node with PEF

A DetNet relay node with PEF processes DetNet OAM packets in a stateful manner.

If the relay node with PEF is the target of DetNet-Echo-Request packet, then the DetNet-Echo-Request packet MUST NOT be further forwarded and an DetNet-Echo-Reply packet MUST be generated. If the relay node with PEF is not the target of DetNet-Echo-Request packet, then elimination MUST be executed on the DetNet-Echo-Request packet(s) using the OAM specific "PINGSeqNum" in the packet. So only a single DetNet-Echo-Request packet is forwarded and all further replicas (having the same originator's sequence number) MUST be discarded.

Note, that PEF MAY use a simplified elimination algorithm for DetNet-Echo-Request packets (e.g., "MatchRecoveryAlgorithm" in [IEEE8021CB]) as OAM is a slow protocol.

A DetNet-Echo-Reply packet MUST contain the following information:

- Identities related to the DetNet service sub-layer node (e.g., Node-ID, local Flow-ID),

- Ingress/Egress flow related configuration (e.g., in/out member flow specific information (including forwarding sub-layer specifics)),

- Status of service sub-layer function (e.g., local PEF-ID, Action-Type=Elimination, operational status, value of the flow related key state variable (e.g., "RecovSeqNum" in [IEEE8021CB]).

A DetNet-Echo-Reply packet MAY contain the following information:

- PEF function related local counters.

4.2.3. Relay node with POF

A DetNet relay node with POF processes DetNet OAM packets in a stateless manner.

If the relay node with POF is the target of DetNet-Echo-Request packet, then the DetNet-Echo-Request packet MUST NOT be further forwarded and a DetNet-Echo-Reply packet MUST be generated. If the relay node with POF is not the target of DetNet-Echo-Request packet, then the DetNet-Echo-Request packet(s) MUST be forwarded without any POF specific action.
A DetNet-Echo-Reply packet MUST contain the following information:

- Identities of the DetNet service sub-layer node (e.g., Node-ID, local Flow-ID),
- Ingress/Egress flow related configuration (e.g., in/out member flow specific information (including forwarding sub-layer specifics)),
- Status of service sub-layer function (e.g., local POF-ID, Action-Type=Ordering, operational status, value of the flow related key state variable (e.g., "POFLastSent" in [I-D.varga-detnet-pof]).

A DetNet-Echo-Reply packet MAY contain the following information:

- POF function related local counters.

4.2.4. Relay node without PREOF

A DetNet relay node without PREOF processes DetNet OAM packets in a stateless manner.

If the relay node without PREOF is the target of DetNet-Echo-Request packet, then the DetNet-Echo-Request packet MUST NOT be further forwarded and an DetNet-Echo-Reply packet MUST be generated. If the relay node without PREOF is not the target of DetNet-Echo-Request packet, then the DetNet-Echo-Request packet(s) MUST be forwarded (as any data packets of the related DetNet flow).

DetNet-Echo-Reply packet MUST contain the following information:

- Identities of the DetNet service sub-layer node (e.g., Node-ID, local Flow-ID),
- Ingress/Egress flow related configuration (e.g., in/out member flow specific information (including forwarding sub-layer specifics)).

5. Security Considerations

Tbd.

6. IANA Considerations

Tbd.
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1. Introduction

[RFC8655] specifies the architecture of Deterministic Networking (DetNet), which provides a capability for the delivery of data flows with extremely low packet loss rates and bounded end-to-end delivery latency. DetNet-enabled end systems and DetNet nodes can be interconnected by sub-networks, i.e., Layer 2 technologies such as IEEE 802.1 Time-Sensitive Networking (TSN).

As defined in [RFC8655], the DetNet IP and MPLS flows can be carried over TSN sub-networks. DetNet needs to be mapped to the sub-networks technology used to interconnect DetNet nodes. For example, a TSN node may be used to interconnect DetNet-aware nodes, and these DetNet nodes can map DetNet flows to TSN streams. When the DetNet provide the deterministic service for the TSN end system, a DetNet edge node may be used to interconnect the TSN end system, and the DetNet nodes can map the TSN streams to DetNet flows.

As described in [RFC8938], one of the primary requirements of the DetNet Controller Plane is restricting flows to IEEE 802.1 TSN and the requirement could use the centralized network management provisioning mechanisms such as BGP protocol. As defined in [RFC8955], the Flow Specifications for BGP is an n-tuple consisting of several matching criteria which is comprised of traffic filtering rules and is associated with actions that can be applied to the traffic flows. The DetNet edge nodes can provide the capability to process the traffic including classifying, shaping, rate limiting,
filtering, and redirecting packets based on the policies configured by the BGP Flow Specification.

This document proposes extensions to BGP Flow Specification for the interconnection of DetNet and TSN. The BGP flowspec is used for the filtering of the packets that match the DetNet networks and the mapping between TSN streams and DetNet flows in the control plane.

2. Conventions used in this document

2.1. Terminology

The terminology is defined as [RFC8655], [RFC8938], and [RFC8955].

2.2. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all capitals, as shown here.

3. The Flow Mapping of DetNet

As described in [I-D.ietf-detnet-tns-vpn-over-mpls], TSN networks can be interconnected over a DetNet MPLS Network. And as discussed in [I-D.ietf-detnet-ip-over-tns] and [I-D.ietf-detnet-mpls-over-tns], DetNet IP or MPLS networks can be operating over a TSN sub-network. The mapping between TSN Streams and DetNet flows is required for the service proxy function at DetNet Edge nodes. And the mapping table can be configured and maintained in the control plane. When a DetNet Edge Node receives a packet, it MUST identify and check whether such flow is present in its mapping table and decide to drop (when not match) or to forward the packet (when match) to the associated service. 1:1 and N:1 mapping (aggregating multiple TSN Streams in a single DetNet flow) MUST be supported.

As Figure 1 shows, it is required to configure the identification information when mapping received TSN Streams to the DetNet flows at Edge Node-1. Mechanisms and Parameters of TSN stream identification (e.g., Mask-and-Match Stream identification) defined in [IEEE8021CB] and [IEEE8021CBdb] can be used for service proxy function. After the identification of the TSN stream, it need to map the packet to the DetNet flow information such as S-Label, d-CW when in DetNet MPLS data plane and handle the packet as defined in [RFC8964].

When the DetNet Edge Node-2 receives a DetNet flow, it MUST identify the DetNet flow-ID information such as IP 6-tuple in DetNet IP data
plane or S-Label and d-CW information in DetNet MPLS data plane. Then the Service proxy function need to map the DetNet flow-ID and flow related parameters to the associated TSN Stream IDs and streams related parameters.

As defined in [RFC8955], the nodes that applied a Flow Specification can filter the received packets according to the matching criteria and can forward the flows based on the associated actions. This document proposes extensions to BGP Flow Specification for the mapping of DetNet flows and TSN streams by using the traffic filtering rules to identify the packet and using the associated action to map the packet to the related service.

<table>
<thead>
<tr>
<th>TSN</th>
<th>Edge</th>
<th>Transit</th>
<th>Edge</th>
<th>TSN</th>
</tr>
</thead>
<tbody>
<tr>
<td>End System</td>
<td>Node-1</td>
<td>Node</td>
<td>Node-2</td>
<td>End System</td>
</tr>
<tr>
<td>+----------+</td>
<td>+----------+</td>
<td>+----------+</td>
<td>+----------+</td>
<td></td>
</tr>
<tr>
<td>TSN</td>
<td>Applic.</td>
<td>Service-Proxy</td>
<td>Service-Proxy</td>
<td>TSN</td>
</tr>
<tr>
<td>-----</td>
<td>----</td>
<td>+-----&lt;-- DetNet flow --&gt;-----+</td>
<td>--- ---</td>
<td>-----</td>
</tr>
<tr>
<td>L2</td>
<td>L2</td>
<td>Fwd</td>
<td>Forwarding</td>
<td>Fwd</td>
</tr>
</tbody>
</table>

Flow Mapping:

| TSN N:1 DetNet | <--------- DetNet ----------> | DetNet 1:N TSN |

Figure 1: Flow Mapping in TSN over DetNet Network

4. BGP Extensions for Flow Specification Encoding

4.1. Filtering Rules for TSN Streams

As IEEE Std 802.1Q defined, a Stream ID is a 64-bit field that uniquely identifies a stream and can be generated by the system offering the stream, or possibly a device controlling that system. But it is not carried in the header of the TSN Stream. As defined in [IEEE8021CB] and [IEEE8021CBdb], five specific Stream identification functions are described: Null Stream identification, Source MAC and VLAN Stream identification, Active Destination MAC and VLAN Stream
identification, and IP Stream identification, and Mask-and-match Stream identification. It needs to examine the header of the streams such as destination_address, vlan_identifier, IP source address, IP destination address, DSCP, IP next protocol, source port, destination port and mac_service_data_unit.

As defined in [I-D.ietf-idr-flowspec-l2vpn], the Ethernet Layer 2 (L2) related fields has been covered by the L2 traffic filtering rules except the mac_service_data_unit in Mask-and-Match Stream identification. A mac_service_data_unit mask is defined to identify communication flows supported by various higher-layer protocols. This document proposes a new type in L2 components flowspec Type for TSN Streams.

Type TBD1 - Mac Service Data Unit

Encoding: <type (1 octet), length (1 octet), [op, value]+>

Defines a list of {operation, value} pairs used to match 6-octet Mac Service Data Unit field. Values are encoded as 6-octet quantities. op is encoded as specified in Section 4.2.1.1 of [RFC8955].

4.2. Traffic Action for TSN Streams

The action for a TSN traffic filtering flowspec is to accept the TSN streams that matches that particular rule and map the streams to the DetNet flows. The action for L3 traffic with extended communities types per [RFC8955] and [RFC8956] such as traffic-rate, traffic-marking, traffic-action, and redirect can be used for TSN to DetNet IP flow mapping.

The DetNet flow is identified by a S-Label and the DetNet Header consists of d-CW and F-Labels. The MPLS label related action for an TSN stream mapping to a DetNet MPLS network can use the Label-action defined in [I-D.ietf-idr-bgp-flowspec-label]. And the action for the sequence in d-CW field, this document specifies the following BGP extended community for TSN Streams as following shown.

<table>
<thead>
<tr>
<th>type</th>
<th>extended community</th>
<th>encoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>TBD2</td>
<td>Sequence-action</td>
<td>bitmask</td>
</tr>
</tbody>
</table>

Table 1

The Sequence-action extended community is shown as the Figure 2.
Figure 2: Sequence-action

Type: 2 bits, indicates the length of the sequence number:

0: 0 bits
1: 16 bits
2: 28 bits

Resv: 18 bits, reserved for future use. MUST be sent as zero and ignored on receipt.

Sequence Number: 28 bits, an unsigned value implementing the DetNet sequence number.

4.3. Filtering Rules for DetNet Flows

The L3 traffic filtering rules defined in [RFC8955] and [RFC8956] can be used for DetNet IP flow.

As defined in RFC8964, the MPLS-based DetNet data plane encapsulation consists of d-CW, S-Label and F-Labels. The MPLS label filtering rules have been defined in [I-D.ietf-idr-flowspec-mpls-match].

This document proposes a new community type in L3 components flowspec Type for DetNet MPLS flows.

Type TBD3 - d-CW

Encoding: <type (1 octet), length (1 octet), [op, value]+>

Defines a list of {operation, value} pairs used to match Sequence. Values are encoded as 4-octet quantities, where the four most significant bits are set to zero and ignored for matching and the 28 least significant bits contain the sequence value. op is encoded as specified in Section 4.2.1.1 of [RFC8955].
4.4. Traffic Action for DetNet Flows

The extended action for an DetNet traffic filtering flowspec is to accept the DetNet flows that matches that particular rule and map the flows to the TSN streams. This document specifies the following BGP extended community as the following shown.

<table>
<thead>
<tr>
<th>type</th>
<th>extended community</th>
<th>encoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>TBD4</td>
<td>TSN-action</td>
<td>bitmask</td>
</tr>
</tbody>
</table>

Table 2

The TSN-action extended community is shown as the Figure 3.

0                                              15  
+-----------------------------------------------+ 
| Type | Resv | TSN-Profile | ~ | 
+-----------------------------------------------+ 

Figure 3: TSN-action

Type: 1-octet, indicates the type of TSN profiles. The value of the types is TBD:

Resv: 1-octet, reserved for future use. MUST be sent as zero and ignored on receipt.

TSN-profile: 4-octet, can be converted to the TSN Stream ID and stream related parameters and requirements as the following shown.

stream_handle: identifying the Stream to which the packet belongs in TSN networks.

sequence_number: identifying the order in which the packet was transmitted relative to other packets in the same Compound Stream in TSN networks.
traffic scheduling: identifying the traffic scheduling mechanisms including traffic policy, queuing and forwarding methods in TSN networks.

5. Security Considerations
TBA
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TBA

7. IANA Considerations
TBA
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