5c @

The video and transport protocol stack for 5G

Brion Stevenson
June 17t 202]

Sjigslelapligle
video
alliance




Key Drivers for Streaming Medid

1. Limitless
Capacity

2. Imperceptible
Latencies

3. Massive
Scale Access

A New 5G Spectrum
A EnhancedradioConn
A ConvergedG Edge
A The5GVideo Stack
A HorizontalandVerticalScale
A Ranand CloudVirtualization
A Intelligenceand Orchestration
A StreamingMedia Use Cases

Highest order value for Streaming Entertainment




MAassive Scale Access

New 5G Spectrum
A Lelwand” -{GHm)b

100 GHz A Currently used for LTE
oGmm A Limited Bandwidth — 100Mpbs shared
24 GHy A20ms RTT
A Bandwidth is limited/depleted
6 GHz AMid - band ( sub -6GHz or 5Gcm)

A Leverages the sub -6GHz spectrum
A 1Gbps/site (shared)
A5-10ms RTT

A Sweet spot for streaming and XR applications
1000x more A Narrow coverage

capacity than A Limited Object Penetration

LTE
AmmWave (> 24GHz)
A 10Gbps/site (shared)

Sub 1GHz

1 GHz x10

20/km 2 50/km 2 150/km? 300/km 2 A Extreme low latency <4ms RTT

A Low coverage (250m)
A Poor Object Penetration




FNhanced Radio Connectivity

1. Small Cells 2 Massive MIMO

A MM Wave base stations A 100 Antenna Ports and dozens of
antennas on a single array

A Increases the volume of mobile
network users by more than 20.

A Placed @ 250m in urban areas

A Cells form a dense network
which provides exceptional

connectivity A A drawback is cross interference
A Cells provide massive spectral ?U;_to the density of cellular
raffic

efficiency through frequency
reuse

A Infill network bridging the gap
between Cellularand  WiFI

3 . Beamforming

A Packet delivery is carefully
orchestrated eliminating

4 cull D! Interference
« FU upiex A Avoid objects by concentrating
A Transmits and receives at the the beam only at the user device
same time on the same A May be bounced of objects to
frequency. optimize the path

Enhanced radio connectivity Is the essential enabler of ultra




A Converged 5G Edge

Applications that require high

Public Cloud & compute capacity & archival storage

Key functions & applications migrate
Hyper - Scalers

100's of -2860mses: 100 down into the edge cloud to localize
traffic and reduce latency

‘ Public * dge”‘
‘ ‘ Low- latency
‘ Latency sensitive applications requiring

. Video caching and user plane
lower compute density but global scale .
functions close to the  access

1,000"s ofOOfsites: 50 drives interactivity

Massive Capacity
= Seamless scale for
Core Network personalized UHD & xR
entertainment
Applications that require near -time
Aggregation == = == performance Tera-scale
Network 10, 000’ s5-80ms Sites: Optimized ~connectivity for 1
Billion devices
Applications that require real -time
Radlo oo —- 1 oo —- 1 oo —- 1 oo —- 1 [eoe =—= 1 [eee —- 1 performance

Access Network 100, 000’ s-5md§ Sites: 1

Device Edge Distribution of ultra -small devices
102Sites: Oms achieve real -time performance

A
) \
Connected oy |:£|
Sensors —

Scale, flexibility, and programmability for new distributed streaming entertainment services




The bG Video Stack

Video Services

Hosted services and functions enable end - 2-end customer
workflows

Video Services

Contribute Distribute  Timeshift Monetize Discover

Video . ; >
2 Modular Software Components Workloads 'a g 0

Small, micro -services over large monolithic products

Configuration Analytics Orchestration Inference

Automated & Intelligent Platform Services

3 Platform #
Video analytics, network telemetry & ML based Services —«r *ﬁ @ C’B

orchestration of infrastructure and video workloads

PaaS Private Cloud Public Cloud
Ublqwtous

Scale on public & private infrastructure Scale %
4
cD O O

PaaS- based approach over appliance based

o
'y

Live

(« I‘I )

< \ ﬁ\
' ) y Converged Public
5G Mobile and FWA C] U§O- Edge Cloud — Cloud

Fixed Access W
@ Massive Scale

Wifi6
Access

Glass-to-Glass IP

Shared compute and common big data infrastructure drives massive efficiencies and lowers TCO



Vertical Scale for Video Applications

Public Cloud &
Hyper - Scalers

AThere is no “Right?”
run Streaming applications

A If the edge cloud exceeds its
computational capacity the
excess workload can be
offloaded to a peer or higher
tier.

et
)

Aggregation
Network A Allows to scale peak loads by
provisioning computational
v capacity anywhere in the

Edge to Cloud Stack.

Radio
Access Network

Connected
Sensors
& Devices




Horizontal bG Scale

Compute Edge PoP

CIRE Workload

Data
- - Control

Intra Edge

Scenario
Device moves from one eNodeB to another but
remains in the coverage of the serving Edge PoP.
Workflow

Edge PoP routes traffic to the device via a new
eNodeB and tunnel.

Assumes there multiple eNodeB's associated with
a single Edge PoP.

Edge PoPB

Compute Compute
SURE Workload SURE Workload

Edge PoP A
Data

& > Control

Inter Edge 1

AScenario

ADevice moves out of the coverage area of the
original Edge PoP and into the coverage area of a
new PoP or Network Operator.

AWorkflow

AThe originating Edge PoP relocates the application
and state, on a new target PoP.

AThe Local Core informs the local Edge instance
about device move. Local Edge notifies the remote
Edge in new location to move the execution of the
application.

Horizontal scale for seamless Mobile access

Public Edge

Compute

Compute

Edge PoP A Edge PoPB
Data
& & Control
Inter Edge 2
AScenario

ADevice moves out of the coverage area of the
original Edge PoP and into the coverage area of a
new Network Operator that has no Local Core or no
Edge Compute

AWorkflow

AThe originating Edge PoP relocates the application
and state into the Edge to Cloud Stack

ALocal Core inform Edge instance to move execution
to the Public Cloud



Aglle Virtual Infrastructure & Functions

5G Network Function Virtualization (NFV)

ANFV Functionality NFV Architecture
A Decouples software from hardware KT
A Virtual Network Functions (VNF) run in PaaS or laaS . VNF" s (Virtual Net wor
A Programmable Network OS. 2l =
A
ASelf Organizing Networks and Clouds
A E2E NFV platform and resource optimization
A Service Orchestration and lifecycle management
A Flexible distribution, scaling of edge and core functions
AModular |

A Open source, open APl and multi  -vendor
A Cloud native workloads with small capabilities
ACommon “ B Dg t mffastructure

ANetwork Slicing

A Enables multiple virtual networks to run simultaneously.
A Guaranteed QOoE for Stream and Television Services

Virtualized Appliances

COTS Servers, Storage. Switches

5G Network and Edge Cloud decomposition into network functions



Nntelligent and Selt Organizing

Self Organizing Networks




Aglle and Orchestrated

Appli ance v’s Cloud
J& =/9 — amazon
- JUﬂlper ’ webservices™
Time to Launch New Services # Server/Admin ’ kubernetes
ERICSSON
Appliance Cloud Appliance Cloud 'lcll'siélo'l \;\ge”t;-écglep,’ . Q redhat A
6-7 11 <50 15,000 T NIOKIA s p NG
— Owners
Months Secgnd S 5525&2'52“ Autthlwlwlgted ARISTA e A Azure
Manual continuous Systems Virtual Servers right
Processes Integration & y 3 DPnFV
deployment w ' n
®‘ SIEMENS vmware
openstack
Ops. vs. Dev/Lean Ops.
$$$ O Established Infrastructure Vendors Hyper - Scalers and Open - Source
Time to Market Reductionin Cycle Times
839 90% By 2022 74% of strategic Infrastructure relationships
Reduction Reduction will have shifted to the right
'idnuz: ?:: If'lr :; de 'idnu?r: T;j CIIS ;g - Gartner, Cloud Strateqgy Leadership Report

v _serversand IT
environment

- complete tolive
production

Shift to cloud architectures requires DevOps & Lean Ops to realize full value potential



Additional Considerations for Stﬂ” aqga

1 .Congestion Control 2 - New Protocols
Alssues AQUIC (IETF RFC 9000)
A Variable Spectrum Share A Faster connection setup
A Deep Packet Buffers A No head - of-line blocking
A Non - Congestion Packet Loss A Better transitions between
cells/networks
AAn Alternate Approach AHTTP/2 Extensibility
A Performance -oriented Congestion Control (PCC)
A&
3 . Anycast
4 . Application Mobility AMany Caches - One IP
ACont en tthe*@m” ALow Latency

A High Availability
A Load Balancing
A DDoS Mitigation

A Intra - Edge Handoff

A Inter - Edge Handoff (Same Operator)

A Inter - Edge Handoff (Different Operator)
A Cloud Handoff

OTT subscribers receive HD content less than 40% of the time - Wall Street Journal Report, 2019

- A o >
( _\.



MOA&E Use Cases

1. Enhanced OTT 2 Cloud Gaming

AThe “Killer” wuse c adW¥irtual&GamingRigs

°G? A Stream Anywhere
A Traditional TV, Streaming A XR and VR Experiences

Services and Extended

Reality
A5G and FWA 3 :
A EeMBMS . 320MPH Entertainment -
A Network Slicing A Connected Cars -
A Content - Aware Workloads A Public Transport i

A Autonomous Vehicles &
b |0 mm o ==

5. Content Contribution 4 “ L\ienue” Experiences
A News Gathering, Citizen

A Immersive Content

A XR and Mixed Reality

A Insights and Metadata

A Deeper Fan Engagement

Journalism, (e -)Sports, etc.
A5G Uplink — HD, 4K, 36C° & VR

A Automated Production &
Rights Management

Any surface, any content, any place



Wil ©5G Challenge the Status Quo

ACompeting Technol ogi es ... <
A FeMBMSis the strongest competition for free -to - air broadcast services. -
A 4k and 8k capability
A H.264, H.265, ISOBMFF but generally codec and packaging agnostic
A Provides FTA mobile reception on devices without a registered SIM. —_

A.or Hybrid Cooperatives

ATSC 3.0 primary channel, 5G bespoke content, multi -view, catch -up and rewind ‘
Hyper - Monetized targeted advertising

Enhanced Functionality = — Fast Channel Change, Retransmission
Accessibility and Title6 compliance
Enhanced Metadata

To To Do To o

If deployed correctly, the person likely to benefit most is the consumer



The SVA bG Technical Brief

A Provide educational resources to improve
Industry decision making regarding 5G
adoption for Streaming

A Examine current 5G and Edge trends,
markets and deployments

A Explore 5G and Edge technology focusing
on the specific benefits for Streaming

A Define M&E use cases that will explicitly
benefit from 5G

A Determine how or if 5G will challenge the
Status Quo

streaming
video
dliance
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