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A lot of websites have made the performance
driven decision to switch to BBR.

It has been reported that switching to BBR has
improved throughput and reduced delay
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Close to 18% of the Alexa Top 20,000
websites run BBR

This share is even larger among websites Variant Websites Proportion
that are more popular or have a higher PTTRT['-"]["‘*] £139 30.70%
. BBR [4 3,550 17.75%
share of the downstream traffic BRR 11 iy 0.84%
YeAH [2] 1,162 5.81%
CTCP [34]/Mllinois[22] 1,148 5.74%
Vegas [3]/Veno [13] 564 2.82%
HTCP [21] 560 2.80%
BIC [37] 181 0.90%
New Reno [28]/HSTCP [12] 160 0.80%
Scalable [20] 39 0.20%
. Westwood [7] 0 0.00%
The Great Internet TCP Congestion Control Census
Unknown 3,535 17.67%
AYUSH MISHRA, National University of Singapore, Singapore ShOI’t ﬂOWS 1,493 7.46%
XIANGPENG SUN, National University of Singapore, Singapore UI]I'E!SpDIlSiVE websites 1,302 6.51%
ATISHYA JAIN, Indian Institute of Technology, Delhi, India
SAMEER PANDE, Indian Institute of Technology, Delhi, India Total 20,000 100%
RAJ JOSHI, National University of Singapore, Singapore
BEN LEONG, National University of Singapore, Singapore
In 2016, Google proposed and deployed a new TCP variant called BBR. BBR represents a major departure from
traditional congestion-window-based congestion control. Instead of using loss as a congestion signal, BBR




Where is this evolution headed?

What is the next paradigm shift in the Internet’s congestion control

m Reno ®mTaho =Others

[2001] Padhya et al.

landscape going to look like?
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[2011] Yang et al.

BBR = CUBIC = Others

[2019] Mishra et al.

On Inferring TCP Behavior
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The Great Internet TCP Congestion Control Census
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In 2016, Google proposed and deployed a new TCP variant called BBR. BBR represents a major departure from
traditional congestion-window-based congestion control. Instead of using loss as a congestion signal. BBR
uses estimates of the bandwidth and round-trip delays to regulate its sending rate. The last major study on the
distribution of TCP variants on the Internet was done in 2011, 50 it is timely to conduct a new census given
the recent developments around BBR. To this end. we designed and implemented Gordon, a tool that allows us
to measure the exact congestion window (cwnd) corresponding to each successive RTT in the TCP connection
response of a congestion control algorithm. To compare s measured flow 10 the known variants, we created a
localized bottleneck where we can introduce s variety of network changes like loss events, bandwidth change,
and increased delay, and normalize all measurements by RTT. An offine classifier is used to identify the TCP
variant based on the cwnd trace over time.

Our results suggest that CUBIC is currently the dominant TCP variant on the Internet, and it is deployed
on about 36% of the websites in the Alexa Top 20,000 list. While BBR and its variant BBR G1.1 are currently
in second place with a 22% share by website count, their present share of total Internet traffic volume is
estimated o be larger than 40%. We also found that Akamai has deployed a unique loss-agnostic rate-based
TCP variant on some 6% of the Alexa Top 20,000 websites and there are likely other undocumented variants.
The traditional assumption that TCP variants “in the wild" will come from a small known set is not likely to




Given this performance
improvement, how do we expect the
Internet to evolve?

Is it reasonable to expect everyone to switch from CUBIC to BBR?

APNET 2021

Conjecture: Existence of Nash Equilibria in
Modern Internet Congestion Control
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The Internet’s congestion control landscape is currently in the China, China. ACM, New York, NY, USA, 7 pages. https://doi.org/10.
midst of an unprecedented paradigm shift. A recent measurement 1145/3469393.3469397
study found that BBR, a congestion control algorithm introduced 5

by Google in 2016, has seen rapid adoption and is deployed at more



Key Insight:

We have some players that can maximize some utility
All the players have strategies (CUBIC/BBR) available to them to
maximize their utility.

It’s a Normal Form Game!




Given some network, we can calculate
the Nash Equilibrium CC distribution.

CC Distribution: f- -

E If everyone does worse after

making a switch, then the
given CC Distribution is the
Nash Equilibrium.

Alex : If everyone on the Internet
chooses between CUBIC and
BBR based on throughput, this
Bottleneck Bottleneck

Nash Equilibrium distribution is
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We think that there will always be a
Nash Equilibrium in a network with
CUBIC and BBR flows.

A

When all the flows at the
bottleneck are BBR flows,
they will utilize the
bottleneck link

*

Each point of
intersection is a
Nash Equilibrium

distribution!

Combined
throughput of
all the BBR
flows

A small number of BBR flows can get a
disproportionately high share of the

bottleneck bandwidth \
[2019] Ware et al.

Modeling BBR’s Interactions with
Loss-Based Congestion Control

Percentage of flows running
BBR at the bottleneck 8




We think that there will always be a

Nash Equilibrium in a network with
CUBIC and BBR flows.

Combined
throughput
of all the
BBR flows

BBR flow

switches to /
CUBIC
CUBIC flows
do worse!

CUBIC flow

BBR flows
do worse!

switches to
BBR

Percentage of
flows running BBR
at the bottleneck

0.5 1 BDP Buffer ——
0.25 | 5 BDP Buffer ——
; 10 BDP Buffer —=—

BBR's throughput (normalized)
L ]
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% of BBR flows at the bottleneck

Fig. 2. BBR’s throughput vs. % of BBR flows.



We can exhaustively prove a NE will
always exist when 2 flows compete.

The proof is based on simple observations made by other measurement
papers on how CUBIC and BBR compete.

Table 2. Outcomes in a two-flow game. ( RTT; > RT T, winning strategies are |)3da1ifad AL )

Buff < T T; < Buff <13 I3 < Buff

Scenario | Strategies Outcome | Strategies Outcome | Strategies Outcome
St S22 51t S22 St 52 S1 S22 |51 S22 S 52

1 C L W |C L W |C L W

2 C B| L W ||e B W L B W L

3 B C W L B C W L B L W

1 B B W L B B W L B| B W L

Nash Equilibrium (B, *) (B, *) (*,C)
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Empirical validation

Checking the claims of this conjecture in a limited state space

m NE was computed in 6, 9 and 12 flow systems with each third of the flows
having RTTs 20, 50 and 80 ms respectively. All flows shared a common
bottleneck with a fixed link speed.

m For a given number of flows and a network configuration we ran all the
possible combinations of flows running either CUBIC or BBR.

CBC

Is the NE if:

In BBC, flow 1 gets worse throughput
In CCC, flow 2 gets worse throughput
In CBB, flow 3 gets worse throughput
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Properties of observed NE

m In each case, we observed exactly one Nash Equilibrium

m In each Nash Equilibrium, when the flows were sorted by the RTT, CUBIC was
always picked by the smallest RTT flows

(CCC...)(...BBB)

m flows (n-m) flows

m Thatis, if the NE for 6 flows is when 50% of the flows are running CUBIC, the

NE is at:
CCCBBB

RTTs: 20 ms 50 ms 80 ms
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Effect of buffer size and link speed
on the NE
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Fig. 4. The effect of link capacity and number of flows on the Nash Equilibrium. RTTs 20 ms, 50 ms and 80 ms.

Predictably, buffer size had the biggest impact on the CC distribution at the NE
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Effect of RTT distribution on the NE

Buff size (normalized by BDP of smallest RTT flow)

(a) 6 flows, 50 Mbps

Buff size (normalized by BDP of smallest RTT flow)

(b) 9 flows, 50 Mbps
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Fig. 5. The effect of the RTT distribution on the Nash Equilibrium.

RTT distribution had little effect of the where the NE was
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Conclusion

m Despite BBR’s current throughput benefits, CUBIC is unlikely to disappear soon
from the Internet

m The Internet is likely to remain a heterogeneous mix of congestion control
algorithms

m TCP performance is highly contextual

m However, the Internet does not follow economic game theory - it is not a given
than the Internet will move towards the Nash Equilibrium.
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Future work

m Formal proof for NE is a general n-flow game
m The effect of more complex network utility functions (delay, jitter)
m Effect on the NE in the presence of BBRv2, multi-hop paths, and AQMs

m NE in very deep buffers and a large number of flows:

Yt
i :

entage of CUBIC flows (%)

tage of CUBIC fl
P
o

Perce

Perc

1 5 10 15 20 25 30 35 40 45 5 5 60 6 70 75 80 1 5 10 15 20 25 30 35 40 45 50 5 60 66 70 75 80
BDP BDP
(a) 100Mbps, 50 flows (b) 50Mbps, 25 flows
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Thank you for your time!

Please feel free to get in touch with me at

ayush@comp.nus.edu.sg




Extra slides

Observation 1. When competing at the bottleneck where

the buffer is deep, CUBIC tends to have higher throughput
than BBR: the converse is true when the buffer is shallow.

Observation 2. When a single BBR flow competes with a
single CUBIC flow at a bottleneck, there must exist some
threshold bottleneck buffer size Ttair such that when the
bottleneck buffer size Buff < Ty, the BBR flow gets higher
throughput than the CUBIC flow and when Buff > Ty, the
CUBIC flow gets higher throughput than BBR.

Observation 3. As the percentage of BBR flows at the bot-
tleneck increases, the per-flow average throughput of BBR
flows at that bottleneck decreases.

Observation 4. When two BBR flows compete at a bottle-
neck, the flow with a longer RTT will get higher bandwidth
than the flow with a shorter RTT. When two CUBIC flows
compete at a bottleneck, the flow with a shorter RTT will get
higher bandwidth than the flow with a longer RTT.

80 ms BER - 40 ms CUBIC —=—
A0 ms BER - 80 ms CUBIC —=—
2.5 1\ 40 ms BER - 40 ms CUBIC ——

BER's throughput {(normalized)

o 1 2 3 4 5 & ¥ 8 9 10
Buff size (narmalized by BOP of smallest RTT flow)

Fig. 1. BBR throughput vs. bottleneck buffer size.
=)
S
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- 2
=
£ 1-
S
g 03 1 BOP Buffer ——
S 025 5BDPBuffer ——
m —_—
E.:n 0.175 10 BDP Buffer
ua]

0o 10 20 30 40 50 &0 VO B8O 90
% of BBR flows at the bottleneck

Fig. 2. BBR's throughput vs. % of BBR flows.
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