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Abstract

This document defines the Virtual Router Redundancy Protocol (VRRP) for IPv4 and IPv6. It is version three (3) of the protocol, and it is based on VRRP (version 2) for IPv4 that is defined in RFC 3768 and in "Virtual Router Redundancy Protocol for IPv6". VRRP specifies an election protocol that dynamically assigns responsibility for a virtual router to one of the VRRP routers on a LAN. The VRRP router controlling the IPv4 or IPv6 address(es) associated with a virtual router is called the VRRP Active Router, and it forwards packets sent to these IPv4 or IPv6 addresses. VRRP Active Routers are configured with virtual IPv4 or IPv6 addresses, and VRRP Backup Routers infer the address family of the virtual addresses being carried based on the transport protocol. Within a VRRP router, the virtual routers in each of the IPv4 and IPv6 address families are a domain unto themselves and do not overlap. The election process provides dynamic failover in the forwarding responsibility should the Active Router become unavailable. For IPv4, the advantage gained from using VRRP is a higher-availability default path without requiring configuration of dynamic routing or router discovery protocols on every end-host. For IPv6, the advantage gained from using VRRP for IPv6 is a quicker switchover to Backup Routers than can be obtained with standard IPv6 Neighbor Discovery mechanisms.

The VRRP terminology has been updated conform to inclusive language guidelines for IETF technologies. The IETF has designated National Institute of Standards and Technology (NIST) "Guidance for NIST Staff on Using Inclusive Language in Documentary Standards" for its inclusive language guidelines. This document obsoletes VRRP Version 3 [RFC5798].
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1. Introduction

This document defines the Virtual Router Redundancy Protocol (VRRP) for IPv4 and IPv6. It is version three (3) of the protocol. It is based on VRRP (version 2) for IPv4 that is defined in [RFC3768] and in [VRRP-IPv6]. VRRP specifies an election protocol that dynamically assigns responsibility for a virtual router to one of the VRRP routers on a LAN. The VRRP router controlling the IPv4 or IPv6 address(es) associated with a virtual router is called the VRRP Active Router, and it forwards packets sent to these IPv4 or IPv6 addresses. VRRP Active Routers are configured with virtual IPv4 or IPv6 addresses, and VRRP Backup Routers infer the address family of the virtual addresses being carried based on the transport protocol. Within a VRRP router, the virtual routers in each of the IPv4 and IPv6 address families are a domain unto themselves and do not overlap. The election process provides dynamic failover in the forwarding responsibility should the Active Router become unavailable.

The VRRP terminology has been updated conform to inclusive language guidelines for IETF technologies. The IETF has designated National Institute of Standards and Technology (NIST) "Guidance for NIST Staff on Using Inclusive Language in Documentary Standards" [NISTIR8366] for its inclusive language guidelines. This document obsoletes VRRP Version 3 [RFC5798].

VRRP provides a function similar to the proprietary protocols "Hot Standby Router Protocol (HSRP)" [RFC2281] and "IP Standby Protocol" [IPSTB].

1.1. RFC 5798 Differences

The following changes have been made from RFC 5798:

1. The term for the VRRP router assuming forwarding responsibility has been changed to "Active Router" to be consistent with IETF inclusive terminology. Additionally, inconsistencies in RFC 5798 terminology for both "Active Router" and "Backup Router" were corrected.
2. Errata pertaining to the state machines in Section 12 were corrected.

3. Appendices describing operation over legacy technologies (FDDI, Token Ring, and ATM LAN Emulation) were removed.

4. Miscellaneous editorial changes were made for readability.

5. The allocation of 224.0.0.18 was added to the IANA considerations section.

2. A Note on Terminology

This document discusses both IPv4 and IPv6 operations, and with respect to the VRRP protocol, many of the descriptions and procedures are common. In this document, it would be less verbose to be able to refer to "IP" to mean either "IPv4 or IPv6". However, historically, the term "IP" usually refers to IPv4. For this reason, in this specification, the term "IPvX" (where X is 4 or 6) is introduced to mean either "IPv4" or "IPv6". In this text, where the IP version matters, the appropriate term is used and the use of the term "IP" is avoided.

3. IPv4

There are a number of methods that an IPv4 end-host can use to determine its first-hop router for a particular IPv4 destination. These include running (or snooping) a dynamic routing protocol such as Routing Information Protocol (RIP) [RFC2453] or OSPF version 2 [RFC2328], running an ICMP router discovery client [RFC1256], or using a statically configured default route.

Running a dynamic routing protocol on every end-host may be infeasible for a number of reasons, including administrative overhead, processing overhead, security issues, or the lack of an implementation for a particular platform. Neighbor or router discovery protocols may require active participation by all hosts on a network, requiring large timer values to reduce protocol overhead associated with the associated protocol packets processing for each host. This can result in a significant delay in the detection of an unreachable router and, such a delay may introduce unacceptably long periods of unreachability for the default route.

The use of a statically configured default route is quite popular since it minimizes configuration and processing overhead on the end-host and is supported by virtually every IPv4 implementation. This mode of operation is likely to persist as dynamic host configuration protocols [RFC2131] are deployed, which typically provide
configuration for an end-host IPv4 address and default gateway. However, this creates a single point of failure. Loss of the default router results in a catastrophic event, isolating all end-hosts that are unable to detect an available alternate path.

The Virtual Router Redundancy Protocol (VRRP) is designed to eliminate the single point of failure inherent in an network utilizing static default routing. VRRP specifies an election protocol that dynamically assigns responsibility for a virtual router to one of the VRRP routers on a LAN. The VRRP router controlling the IPv4 address(es) associated with a virtual router is called the Active Router and forwards packets sent to these IPv4 addresses. The election process provides dynamic failover in the forwarding responsibility should the Active Router become unavailable. Any of the virtual router’s IPv4 addresses on a LAN can then be used as the default first hop router by end-hosts. The advantage gained from using VRRP is a higher availability default path without requiring configuration of dynamic routing or router discovery protocols on every end-host.

4. IPv6

IPv6 hosts on a LAN will usually learn about one or more default routers by receiving Router Advertisements sent using the IPv6 Neighbor Discovery (ND) protocol [RFC4861]. The Router Advertisements are multicast periodically at a rate at which the hosts will learn about the default routers in a few minutes. They are not sent frequently enough to rely on the absence of the Router Advertisement to detect router failures.

Neighbor Discovery (ND) includes a mechanism called Neighbor Unreachability Detection to detect the failure of a neighbor node (router or host) or the forwarding path to a neighbor. This is done by sending unicast ND Neighbor Solicitation messages to the neighbor node. To reduce the overhead of sending Neighbor Solicitations, they are only sent to neighbors to which the node is actively sending traffic and only after there has been no positive indication that the router is up for a period of time. Using the default parameters in ND, it will take a host about 38 seconds to learn that a router is unreachable before it will switch to another default router. This delay would be very noticeable to users and cause some transport protocol implementations to time out.
While the ND unreachability detection could be made quicker by changing the parameters to be more aggressive (note that the current lower limit for this is 5 seconds), this would have the downside of significantly increasing the overhead of ND traffic, especially when there are many hosts all trying to determine the reachability of one or more routers.

The Virtual Router Redundancy Protocol for IPv6 provides a much faster switchover to an alternate default router than can be obtained using standard ND procedures. Using VRRP, a Backup Router can take over for a failed default router in around three seconds (using VRRP default parameters). This is done without any interaction with the hosts and a minimum amount of VRRP traffic.

5. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all capitals, as shown here.

6. Scope

The remainder of this document describes the features, design goals, and theory of operation of VRRP. The message formats, protocol processing rules, and state machine that guarantee convergence to a single Active Router are presented. Finally, operational issues related to MAC address mapping, handling of ARP requests, generation of ICMP redirect messages, and security issues are addressed.

7. Definitions

VRRP Router A router running the Virtual Router Redundancy Protocol. It may participate as one or more virtual routers.

Virtual Router An abstract object managed by VRRP that acts as a default router for hosts on a shared LAN. It consists of a Virtual Router Identifier and either a set of associated IPv4 addresses or a set of associated IPv6 addresses across a common LAN. A VRRP Router may back up one or more virtual routers.

IP Address Owner The VRRP router that has the virtual router’s
IPvX address(es) as real interface address(es). This is the router that, when up, will respond to packets addressed to one of these IPvX addresses for ICMP pings, TCP connection requests, etc.

Primary IP Address In IPv4, an IPv4 address selected from the set of real interface addresses. One possible selection algorithm is to always select the first address. In IPv4 mode, VRRP advertisements are always sent using the primary IPv4 address as the source of the IPv4 packet. In IPv6, the link-local address of the interface over which the packet is transmitted is used.

Active Router The VRRP router that is assuming the responsibility of forwarding packets sent to the IPvX address(es) associated with the virtual router, answering ARP requests for the IPv4 address(es), and answering ND requests for the IPv6 address(es). Note that if the IPvX address owner is available, then it will always become the Active Router.

Backup Router(s) The set of VRRP routers available to assume forwarding responsibility for a virtual router should the current Active Router fail.

8. Required Features

This section describes the set of features that were considered mandatory and that guided the design of VRRP.

8.1. IPvX Address Backup

Backup of an IPvX address or addresses is the primary function of VRRP. When providing election of a Active Router and the additional functionality described below, the protocol should strive to:

* Minimize the duration of unreachability.

* Minimize the steady-state bandwidth overhead and processing complexity.

* Function over a wide variety of multiaccess LAN technologies capable of supporting IPvX traffic.
* Allow multiple virtual routers on a network for load-balancing.

* Support multiple logical IPvX subnets on a single LAN segment.

8.2. Preferred Path Indication

A simple model of Active Router election among a set of redundant routers is to treat each router with equal preference and claim victory after converging to any router as Active Router. However, there are likely to be many environments where there is a distinct preference (or range of preferences) among the set of redundant routers. For example, this preference may be based upon access link cost or speed, router performance or reliability, or other policy considerations. The protocol should allow the expression of this relative path preference in an intuitive manner and guarantee Active Router convergence to the most preferential router currently available.

8.3. Minimization of Unnecessary Service Disruptions

Once Active Router election has been performed, any unnecessary transitions between Active and Backup Routers can result in a disruption in service. The protocol should ensure that, after Active Router election, no state transition is triggered by any Backup Router of equal or lower preference as long as the Active Router continues to function properly.

Some environments may find it beneficial to avoid the state transition triggered when a router that is preferred over the current Active Router becomes available. It may be useful to support an override of the immediate restoration to the preferred path.

8.4. Efficient Operation over Extended LANs

Sending IPvX packets, i.e., sending either IPv4 or IPv6, on a multiaccess LAN requires mapping from an IPvX address to a MAC address. The use of the virtual router MAC address in an extended LAN employing learning bridges can have a significant effect on the bandwidth overhead of packets sent to the virtual router. If the virtual router MAC address is never used as the source address in a link-level frame, then the MAC address location is never learned, resulting in flooding of all packets sent to the virtual router. To improve the efficiency in this environment, the protocol should do the following:

1. Use the virtual router MAC address as the source in a packet sent by the Active Router to trigger MAC learning.
2. Trigger a message immediately after transitioning to the Active Router to update the MAC learning.

3. Trigger periodic messages from the Active Router to maintain the MAC address cache.

8.5. Sub-Second Operation for IPv4 and IPv6

Sub-second detection of Active Router failure is needed in both IPv4 and IPv6 environments. Earlier work proposed that sub-second operation was for IPv6 and this specification leverages that earlier approach for both IPv4 and IPv6.

One possible problematic scenario when using small VRRP_Advertisement_Intervals may occur when a router is generating more packets on a LAN than it can transmit, and a queue builds up on the router. When this occurs, it is possible that packets being transmitted onto the VRRP-protected LAN could see larger queueing delay than the smallest VRRP Advertisement_Interval. In this case, the Active_Down_Interval may be small enough that normal queuing delays might cause a Backup Router to conclude that the Active Router is down, and, hence, promote itself to Active Router. Very shortly afterwards, the delayed VRRP packets from the Active Router cause a switch back to Backup Router. Furthermore, this process can repeat many times per second, causing significant disruption to traffic. To mitigate this problem, priority forwarding of VRRP packets should be considered. The Active Router SHOULD observe that this situation is occurring and log the problem.

9. VRRP Overview

VRRP specifies an election protocol to provide the virtual router function described earlier. All protocol messaging is performed using either IPv4 or IPv6 multicast datagrams. Thus, the protocol can operate over a variety of multiaccess LAN technologies supporting IPvX multicast. Each link of a VRRP virtual router has a single well-known MAC address allocated to it. This document currently only details the mapping to networks using an IEEE 802 48-bit MAC address. The virtual router MAC address is used as the source in all periodic VRRP messages sent by the Active Router to enable MAC learning by layer-2 bridges in an extended LAN.
A virtual router is defined by its virtual router identifier (VRID) and a set of either IPv4 or IPv6 address(es). A VRRP router may associate a virtual router with its real address on an interface. The scope of each virtual router is restricted to a single LAN. A VRRP router may be configured with additional virtual router mappings and priority for virtual routers it is willing to back up. The mapping between the VRID and its IPvX address(es) must be coordinated among all VRRP routers on a LAN.

There is no restriction against reusing a VRID with a different address mapping on different LANs, nor is there a restriction against using the same VRID number for a set of IPv4 addresses and a set of IPv6 addresses. However, these are two different virtual routers.

To minimize network traffic, only the Active Router for each virtual router sends periodic VRRP Advertisement messages. A Backup Router will not attempt to preempt the Active Router unless it has a higher priority. This eliminates service disruption unless a more preferred path becomes available. It’s also possible to administratively prohibit Active Router preemption attempts. The only exception is that a VRRP router will always become the Active Router for any virtual router associated with address(es) it owns. If the Active Router becomes unavailable, then the highest-priority Backup Router will transition to Active Router after a short delay, providing a controlled transition of virtual router responsibility with minimal service interruption.

The VRRP protocol design provides rapid transition from Backup to Active Router to minimize service interruption and incorporates optimizations that reduce protocol complexity while guaranteeing controlled Active Router transition for typical operational scenarios. These optimizations result in an election protocol with minimal runtime state requirements, minimal active protocol states, and a single message type and sender. The typical operational scenarios are defined to be two redundant routers and/or distinct path preferences for each router. A side effect when these assumptions are violated, i.e., more than two redundant paths with equal preference, is that duplicate packets may be forwarded for a brief period during Active Router election. However, the typical scenario assumptions are likely to cover the vast majority of deployments, loss of the Active Router is infrequent, and the expected duration for Active Router election convergence is quite small (< 1 second). Thus, the VRRP optimizations represent significant simplifications in the protocol design while incurring an insignificant probability of brief network disruption.

10. Sample Configurations
10.1. Sample Configuration 1

The following figure shows a simple network with two VRRP routers implementing one virtual router.

```
+-----------+ +-----------+
| Router-1  | | Router-2  |
| (AR VRID=1)| | (BR VRID=1)|
|           | |           |
VRID=1  +-----------+ +-----------+
IPvX A------>*            *<---------IPvX B

--------------------

Default Router
IPvX addresses ---> (IPvX A) (IPvX A) (IPvX A) (IPvX A)
IPvX H1->* IPvX H2->* IPvX H3->* IPvX H4->*
| H1 | | H2 | | H3 | | H4 |

Legend:
--+++++= = Ethernet, Token Ring, or FDDI
H = Host computer
AR = Active Router
BR = Backup Router
* = IPvX Address: X is 4 everywhere in IPv4 case
    X is 6 everywhere in IPv6 case
(IPvX) = Default Router for hosts
```

In the IPv4 case, i.e., IPvX is IPv4 everywhere in the figure, each router is permanently assigned an IPv4 address on the LAN interface (Router-1 is assigned IPv4 A and Router-2 is assigned IPv4 B), and each host installs a static default route through one of the routers (in this example, they all use Router-1’s IPv4 A).

In the IPv6 case, i.e., IPvX is IPv6 everywhere in the figure, each router has its own Link-Local IPv6 address on the LAN interface for the VRRP protocol and a link-local IPv6 address per VRID that is shared with the other routers that serve the same VRID. Each host learns a default route from Router Advertisements through one of the routers (in this example, they all use Router-1’s IPv6 Link-Local A).

In an IPv4 VRRP environment, each router supports reception and transmission for the exact same IPv4 address. Router-1 is said to be the IPv4 address owner of IPv4 A, and Router-2 is the IPv4 address
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A virtual router is then defined by associating a unique identifier (the virtual router ID) with the address owned by a router.

In an IPv6 VRRP environment, each router supports reception and transmission with the exact same Link-Local IPv6 address. In an IPv6 VRRP environment, each router will support transmission and reception for the Link-Local IPv6 addresses associated with both VRIDs. Router-1 is said to be the IPv6 address owner of IPv6 A, and Router-2 is the IPv6 address owner of IPv6 B. A virtual router is then defined by associating a unique identifier (the virtual router ID) with the address owned by a router.

Finally, in both the IPv4 and IPv6 cases, the VRRP protocol manages virtual router failover to a Backup Router.

The IPv4 example above shows a virtual router configured to cover the IPv4 address owned by Router-1 (VRID=1, IPv4_Address=A). When VRRP is enabled on Router-1 for VRID=1, it will assert itself as Active Router, with priority = 255, since it is the IP address owner for the virtual router IP address. When VRRP is enabled on Router-2 for VRID=1, it will transition to Backup Router, with priority = 100 (the default priority is 100), since it is not the IPv4 address owner. If Router-1 should fail, then the VRRP protocol will transition Router-2 to Active Router, temporarily taking over forwarding responsibility for IPv4 A to provide uninterrupted service to the hosts. When Router-1 returns to service, it will re-assert itself as Active Router.

The IPv6 example above shows a virtual router configured to cover the IPv6 address owned by Router-1 (VRID=1, IPv6_Address=A). When VRRP is enabled on Router-1 for VRID=1, it will assert itself as Active Router, with priority = 255, since it is the IPv6 address owner for the virtual router IPv6 address. When VRRP is enabled on Router-2 for VRID=1, it will transition to Backup Router, with priority = 100 (the default priority is 100), since it is not the IPv6 address owner. If Router-1 should fail, then the VRRP protocol will transition Router-2 to Active Router, temporarily taking over forwarding responsibility for IPv6 A to provide uninterrupted service to the IPv6 hosts.

Note that in both cases in this example, IPvX B is not backed up and it is only used by Router-2 as its interface address. In order to back up IPvX B, a second virtual router must be configured. This is shown in the next section.
10.2. Sample Configuration 2

The following figure shows a configuration with two virtual routers with the hosts splitting their traffic between them.

Legend:

--- = Ethernet, Token Ring, or FDDI
H = Host computer
AR = Active Router
BR = Backup Router
* = IPvX Address: X is 4 everywhere in IPv4 case
     X is 6 everywhere in IPv6 case
(IPvX) = Default Router for hosts

In the IPv4 example above, i.e., IPvX is IPv4 everywhere in the figure, half of the hosts have configured a static default route through Router-1’s IPv4 A, and half are using Router-2’s IPv4 B. The configuration of virtual router VRID=1 is exactly the same as in the first example (see Section 10.1), and a second virtual router has been added to cover the IPv4 address owned by Router-2 (VRID=2, IPv4_Address=B). In this case, Router-2 will assert itself as Active Router for VRID=2 while Router-1 will act as a Backup Router. This scenario demonstrates a deployment providing load splitting when both routers are available, while providing full redundancy for robustness.

In the IPv6 example above, i.e., IPvX is IPv6 everywhere in the figure, half of the hosts have learned a default route through Router-1’s IPv6 A, and half are using Router-2’s IPv6 B. The
configuration of virtual router VRID=1 is exactly the same as in the first example (see Section 10.1), and a second virtual router has been added to cover the IPv6 address owned by Router-2 (VRID=2, IPv6_Address=B). In this case, Router-2 will assert itself as Active Router for VRID=2 while Router-1 will act as a Backup Router. This scenario demonstrates a deployment providing load splitting when both routers are available, while providing full redundancy for robustness.

Note that the details of load-balancing are out of scope of this document. However, in a case where the servers need different weights, it may not make sense to rely on router advertisements alone to balance the host traffic between the routers.

11. Protocol

The purpose of the VRRP packet is to communicate to all VRRP routers the priority and the state of the Active Router associated with the VRID.

When VRRP is protecting an IPv4 address, VRRP packets are sent encapsulated in IPv4 packets. They are sent to the IPv4 multicast address assigned to VRRP.

When VRRP is protecting an IPv6 address, VRRP packets are sent encapsulated in IPv6 packets. They are sent to the IPv6 multicast address assigned to VRRP.

11.1. VRRP Packet Format

This section defines the format of the VRRP packet and the relevant fields in the IP header.
11.1.1. IPv4 Field Descriptions

11.1.1.1. Source Address

This is the primary IPv4 address of the interface from which the packet is being sent.

11.1.1.2. Destination Address

The IPv4 multicast address as assigned by the IANA for VRRP is:

224.0.0.18

This is a link-local scope multicast address. Routers MUST NOT forward a datagram with this destination address, regardless of its TTL.

11.1.1.3. TTL

The TTL MUST be set to 255. A VRRP router receiving a packet with the TTL not equal to 255 MUST discard the packet.
11.1.1.4. Protocol

The IPv4 protocol number assigned by the IANA for VRRP is 112 (decimal).

11.1.2. IPv6 Field Descriptions

11.1.2.1. Source Address

This is the IPv6 link-local address of the interface from which the packet is being sent.

11.1.2.2. Destination Address

The IPv6 multicast address assigned by the IANA for VRRP is:

FF02::0:0:0:0:0:12

This is a link-local scope multicast address. Routers MUST NOT forward a datagram with this destination address, regardless of its Hop Limit.

11.1.2.3. Hop Limit

The Hop Limit MUST be set to 255. A VRRP router receiving a packet with the Hop Limit not equal to 255 MUST discard the packet.

11.1.2.4. Next Header

The IPv6 Next Header protocol assigned by the IANA for VRRP is 112 (decimal).

11.2. VRRP Field Descriptions

11.2.1. Version

The version field specifies the VRRP protocol version of this packet. This document defines version 3.

11.2.2. Type

The type field specifies the type of this VRRP packet. The only packet type defined in this version of the protocol is:

1 - ADVERTISEMENT

A packet with unknown type MUST be discarded.
11.2.3. Virtual Rtr ID (VRID)

The Virtual Rtr ID field identifies the virtual router for which this packet is reporting status.

11.2.4. Priority

The priority field specifies the sending VRRP router’s priority for the virtual router. Higher values equal higher priority. This field is an 8-bit unsigned integer field.

The priority value for the VRRP router that owns the IPvX address associated with the virtual router MUST be 255 (decimal).

VRRP routers backing up a virtual router MUST use priority values between 1-254 (decimal). The default priority value for VRRP routers backing up a virtual router is 100 (decimal).

The priority value zero (0) has special meaning, indicating that the current Active Router has stopped participating in VRRP. This is used to trigger Backup Routers to quickly transition to Active Router without having to wait for the current Active Router to time out.

11.2.5. IPvX Addr Count

This is the number of either IPv4 addresses or IPv6 addresses contained in this VRRP advertisement. The minimum value is 1.

11.2.6. 0 - Reserved

This reserved field MUST be set to zero on transmission and ignored on reception.

11.2.7. Maximum Advertisement Interval (Max Adver Int)

The Maximum Advertisement Interval is a 12-bit field that indicates the time interval (in centiseconds) between ADVERTISEMENTS. The default is 100 centiseconds (1 second).

Note that higher-priority Active Routers with slower transmission rates than their Backup Routers are unstable. This is because lower-priority nodes configured to faster rates could come online and decide they should be Active Routers before they have heard anything from the higher-priority Active Router with a slower rate. When this happens, it is temporary: once the lower-priority node does hear from the higher-priority Active Router, it will relinquish Active Router status.
11.2.8. Checksum

The checksum field is used to detect data corruption in the VRRP message.

The checksum is the 16-bit one’s complement of the one’s complement sum of the entire VRRP message starting with the version field and a "pseudo-header" as defined in Section 8.1 of [RFC2460]. The next header field in the "pseudo-header" should be set to 112 (decimal) for VRRP. For computing the checksum, the checksum field is set to zero. See RFC1071 for more detail [RFC1071].

11.2.9. IPvX Address(es)

This refers to one or more IPvX addresses associated with the virtual router. The number of addresses included is specified in the "IP Addr Count" field. These fields are used for troubleshooting misconfigured routers. If more than one address is sent, it is recommended that all routers be configured to send these addresses in the same order to simplify comparisons.

For IPv4 addresses, this refers to one or more IPv4 addresses that are backed up by the virtual router.

For IPv6, the first address must be the IPv6 link-local address associated with the virtual router.

This field contains either one or more IPv4 addresses, or one or more IPv6 addresses. The addresses, IPv4 or IPv6 but not both, MUST be the same as the VRRP protocol packet address family.

12. Protocol State Machine

12.1. Parameters Per Virtual Router

<table>
<thead>
<tr>
<th>VRID</th>
<th>Virtual Router Identifier. Configurable value in the range 1-255 (decimal). There is no default.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Priority</td>
<td>Priority value to be used by this VRRP router in Active Router election for this virtual router. The value of 255 (decimal) is reserved for the router that owns the IPvX address associated with the virtual router. The value of 0 (zero) is reserved for the Active Router to indicate it is releasing responsibility for the virtual router. The range 1-254</td>
</tr>
</tbody>
</table>
(decimal) is available for VRRP routers backing up the virtual router. Higher values indicate higher priorities. The default value is 100 (decimal).

**IPv4Addresses**

One or more IPv4 addresses associated with this virtual router. Configured list of addresses with no default.

**IPv6Addresses**

One or more IPv6 addresses associated with this virtual router. Configured list of addresses with no default. The first address must be the Link-Local address associated with the virtual router.

**AdvertisementInterval**

Time interval between ADVERTISEMENTS (centiseconds). Default is 100 centiseconds (1 second).

**ActiveAdverInterval**

Advertisement interval contained in ADVERTISEMENTS received from the Active Router (centiseconds). This value is saved by virtual routers in the Backup state and used to compute Skew_Time and Active_Down_Interval. The initial value is the same as Advertisement_INTERVAL.

**SkewTime**

Time to skew Active_Down_Interval in centiseconds. Calculated as:

\[
\frac{((256 - \text{priority}) \times \text{Active_Adver_Interval})}{256}
\]

**ActiveDownInterval**

Time interval for the Backup Router to declare Active Router down (centiseconds). Calculated as:

\[
3 \times \text{Active_Adver_Interval} + \text{Skew_time}
\]

**PreemptMode**

Controls whether a (starting or restarting) higher-priority Backup Router preempts a lower-priority Active Router. Values are True to allow preemption and False to prohibit preemption. Default is True.
Accept_Mode

Controls whether a virtual router in Active state will accept packets addressed to the address owner’s IPvX address as its own even if it is not the IPvX address owner. The default is False. Deployments that rely on, for example, pinging the address owner’s IPvX address may wish to configure Accept_Mode to True.

Note: IPv6 Neighbor Solicitations and Neighbor Advertisements MUST NOT be dropped when Accept_Mode is False.

Virtual_Router_MAC_Address

The MAC address used for the source MAC address in VRRP advertisements and advertised in ARP responses as the MAC address to use for IPvX Addresses.

12.2. Timers

Active_Down_Timer

Timer that fires when a VRRP Advertisement has not been received for Active_Down_Interval.

Adver_Timer

Timer that fires to trigger transmission of a VRRP Advertisement based on the Advertisement_Interval.

12.3. State Transition Diagram

![State Transition Diagram]
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12.4. State Descriptions

In the state descriptions below, the state names are identified by (state-name), and the packets are identified by all-uppercase characters.

A VRRP router implements an instance of the state machine for each virtual router election in which it is participating.

12.4.1. Initialize

The purpose of this state is to wait for a Startup event, that is, an implementation-defined mechanism that initiates the protocol once it has been configured. The configuration mechanism is out of scope of this specification.
If a Startup event is received, then:

- If the Priority = 255, i.e., the router owns the IPvX address associated with the virtual router, then:
  - Send an ADVERTISEMENT
  - If the protected IPvX address is an IPv4 address, then:
    * For each IPv4 address associated with the virtual router, broadcast a gratuitous ARP request containing the virtual router MAC address and with the target link-layer address set to the virtual router MAC address.
  - else // IPv6
    * For each IPv6 address associated with the virtual router, send an unsolicited ND Neighbor Advertisement with the Router Flag (R) set, the Solicited Flag (S) clear, the Override flag (O) set, the target address set to the IPv6 address of the virtual router, and the target link-layer address set to the virtual router MAC address.

- else // Router does not own virtual address
  - Set Active_Adver_Interval to Advertisement_Interval
  - Set the Active_Down_Timer to Active_Down_Interval
  - Transition to the {Backup} state

- endif // priority was not 255

endif // startup event was received
12.5. Backup

The purpose of the {Backup} state is to monitor the availability and state of the Active Router. The Solicited-Node multicast address [RFC4291] is referenced in the pseudo-code below.

(300) While in this state, a VRRP router MUST do the following:

(305) - If the protected IPvX address is an IPv4 address, then:

(310) + MUST NOT respond to ARP requests for the IPv4 address(es) associated with the virtual router.

(315) - else // protected address is IPv6

(320) + MUST NOT respond to ND Neighbor Solicitation messages for the IPv6 address(es) associated with the virtual router.

(325) + MUST NOT send ND Router Advertisement messages for the virtual router.

(330) - endif // was protected address IPv4?

(335) - MUST discard packets with a destination link-layer MAC address equal to the virtual router MAC address.

(340) - MUST NOT accept packets addressed to the IPvX address(es) associated with the virtual router.

(345) - If a Shutdown event is received, then:

(350) + Cancel the Active_Down_Timer

(355) + Transition to the {Initialize} state

(360) - endif // shutdown received

(365) - If the Active_Down_Timer fires, then:

(370) + Send an ADVERTISEMENT

(375) + If the protected IPvX address is an IPv4 address, then:

(380) * For each IPv4 address associated with the virtual router, broadcast a gratuitous ARP request
containing the virtual router MAC address and with the target link-layer address set to the virtual router MAC address.

(385) + else // ipv6

(390) * Compute and join the Solicited-Node multicast address [RFC4291] for the IPv6 address(es) associated with the virtual router.

(395) * For each IPv6 address associated with the virtual router, send an unsolicited ND Neighbor Advertisement with the Router Flag (R) set, the Solicited Flag (S) clear, the Override flag (O) set, the target address set to the IPv6 address of the virtual router, and the target link-layer address set to the virtual router MAC address.

(400) +endif // was protected address ipv4?

(405) + Set the Adver_Timer to Advertisement_Interval

(410) + Transition to the {Active} state

(415) -endif // Active_Down_Timer fired

(420) - If an ADVERTISEMENT is received, then:

(425) + If the Priority in the ADVERTISEMENT is zero, then:

(430) * Set the Active_Down_Timer to Skew_Time

(440) + else // priority non-zero

(445) * If Preempt_Mode is False, or if the Priority in the ADVERTISEMENT is greater than or equal to the local Priority, then:

(450) @ Set Active_Adver_Interval to Adver Interval contained in the ADVERTISEMENT

(455) @ Recompute the Active_Down_Interval

(460) @ Reset the Active_Down_Timer to Active_Down_Interval

(465) * else // preempt was true and priority was less
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12.6. Active

While in the {Active} state, the router functions as the forwarding router for the IPvX address(es) associated with the virtual router.

Note that in the Active state, the Preempt_Mode Flag is not considered.

(600) While in this state, a VRRP router MUST do the following:

(605) - If the protected IPvX address is an IPv4 address, then:

(610) + MUST respond to ARP requests for the IPv4 address(es) associated with the virtual router.

(615) - else // IPv6

(620) + MUST be a member of the Solicited-Node multicast address for the IPv6 address(es) associated with the virtual router.

(625) + MUST respond to ND Neighbor Solicitation message for the IPv6 address(es) associated with the virtual router.

(630) + MUST send ND Router Advertisements for the virtual router.

(635) + If Accept_Mode is False: MUST NOT drop IPv6 Neighbor Solicitations and Neighbor Advertisements.

(640) +--endif // ipv4?

(645) - MUST forward packets with a destination link-layer MAC address equal to the virtual router MAC address.

(650) - MUST accept packets addressed to the IPvX address(es) associated with the virtual router if it is the IPvX
address owner or if Accept_Mode is True. Otherwise, MUST NOT accept these packets.

(655) - If a Shutdown event is received, then:

(660) + Cancel the Adver_Timer

(665) + Send an ADVERTISEMENT with Priority = 0

(670) + Transition to the {Initialize} state

(675) -endif // shutdown received

(680) - If the Adver_Timer fires, then:

(685) + Send an ADVERTISEMENT

(690) + Reset the Adver_Timer to Advertisement_Interval

(695) -endif // advertisement timer fired

(700) - If an ADVERTISEMENT is received, then:

(705) + If the Priority in the ADVERTISEMENT is zero, then:

(710) * Send an ADVERTISEMENT

(715) * Reset the Adver_Timer to Advertisement_Interval

(720) + else // priority was non-zero

(725) * If the Priority in the ADVERTISEMENT is greater than the local Priority,

(730) * or

(735) * If the Priority in the ADVERTISEMENT is equal to the local Priority and the primary IPvX Address of the sender is greater than the local primary IPvX Address, then:

(740) @ Cancel Adver_Timer

(745) @ Set Active_Adver_Interval to Adver Interval contained in the ADVERTISEMENT

(750) @ Recompute the Skew_Time
(755) @ Recompute the Active_Down_Interval
(760) @ Set Active_Down_Timer to Active_Down_Interval
(765) @ Transition to the (Backup) state

(770) * else // new Active Router logic
(775) @ Discard ADVERTISEMENT
(780) *endif // new Active Router detected
(785) +endif // was priority zero?
(790) -endif // advert received
(795) endwhile // in Active state

Note: VRRP packets are transmitted with the virtual router MAC address as the source MAC address to ensure that learning bridges correctly determine the LAN segment the virtual router is attached to.

12.7. Virtual Router MAC Address

The virtual router MAC address associated with a virtual router is an IEEE 802 MAC Address in the following format:

IPv4 case: 00-00-5E-00-01-{VRID} (in hex, in Internet-standard bit-order)

The first three octets are derived from the IANA’s Organizational Unique Identifier (OUI). The next two octets (00-01) indicate the address block assigned to the VRRP for IPv4 protocol. (VRID) is the VRRP Virtual Router Identifier. This mapping provides for up to 255 IPv4 VRRP routers on a network.

IPv6 case: 00-00-5E-00-02-{VRID} (in hex, in Internet-standard bit-order)

The first three octets are derived from the IANA’s OUI. The next two octets (00-02) indicate the address block assigned to the VRRP protocol for the IPv6 protocol. (VRID) is the VRRP Virtual Router Identifier. This mapping provides for up to 255 IPv6 VRRP routers on a network.
12.8. IPv6 Interface Identifiers

IPv6 routers running VRRP MUST create their Interface Identifiers in the normal manner. e.g., "Transmission of IPv6 Packets over Ethernet Networks" [RFC2464]. They MUST NOT use the virtual router MAC address to create the Modified Extended Unique Identifier (EUI)-64 identifiers.

This VRRP specification describes how to advertise and resolve the VRRP router’s IPv6 link-local address and other associated IPv6 addresses into the virtual router MAC address.

13. Operational Issues

13.1. IPv4

13.1.1. ICMP Redirects

ICMP redirects may be used normally when VRRP is running between a group of routers. This allows VRRP to be used in environments where the topology is not symmetric.

The IPv4 source address of an ICMP redirect should be the address that the end-host used when making its next-hop routing decision. If a VRRP router is acting as Active Router for virtual router(s) containing addresses it does not own, then it must determine to which virtual router the packet was sent when selecting the redirect source address. One method to deduce the virtual router used is to examine the destination MAC address in the packet that triggered the redirect.

It may be useful to disable redirects for specific cases where VRRP is being used to load-share traffic between a number of routers in a symmetric topology.

13.1.2. Host ARP Requests

When a host sends an ARP request for one of the virtual router IPv4 addresses, the Active Router MUST respond to the ARP request with an ARP response that indicates the virtual MAC address for the virtual router. Note that the source address of the Ethernet frame of this ARP response is the physical MAC address of the physical router. The Active Router MUST NOT respond with its physical MAC address in the ARP response. This allows the client to always use the same MAC address regardless of the current Active Router.
When a VRRP router restarts or boots, it SHOULD NOT send any ARP messages using its physical MAC address for an IPv4 address it owns and, it should only send ARP messages that include virtual MAC addresses.

This may entail the following:

* When configuring an interface, Active Routers should broadcast a gratuitous ARP request containing the virtual router MAC address for each IPv4 address on that interface.

* At system boot, when initializing interfaces for VRRP operation, delay gratuitous ARP requests and ARP responses until both the IPv4 address and the virtual router MAC address are configured.

* When, for example, SSH access to a particular VRRP router is required, an IP address known to belong to that router must be used.

13.1.3. Proxy ARP

If Proxy ARP is to be used on a VRRP router, then the VRRP router must advertise the virtual router MAC address in the Proxy ARP message. Doing otherwise could cause hosts to learn the real MAC address of the VRRP router.

13.2. IPv6

13.2.1. ICMPv6 Redirects

ICMPv6 redirects may be used normally when VRRP is running between a group of routers [RFC4443]. This allows VRRP to be used in environments where the topology is not symmetric, e.g., the VRRP routers do not connect to the same destinations.

The IPv6 source address of an ICMPv6 redirect should be the address that the end-host used when making its next-hop routing decision. If a VRRP router is acting as Active Router for virtual router(s) containing addresses it does not own, then it must determine to which virtual router the packet was sent when selecting the redirect source address. A method to deduce the virtual router used is to examine the destination MAC address in the packet that triggered the redirect.
13.2.2. ND Neighbor Solicitation

When a host sends an ND Neighbor Solicitation message for the virtual router IPv6 address, the Active Router MUST respond to the ND Neighbor Solicitation message with the virtual MAC address for the virtual router. The Active Router MUST NOT respond with its physical MAC address. This allows the client to always use the same MAC address regardless of the current Active Router.

When an Active Router sends an ND Neighbor Solicitation message for a host’s IPv6 address, the Active Router MUST include the virtual MAC address for the virtual router if it sends a source link-layer address option in the neighbor solicitation message. It MUST NOT use its physical MAC address in the source link-layer address option.

When a VRRP router restarts or boots, it SHOULD NOT send any ND messages with its physical MAC address for the IPv6 address it owns and, it should only send ND messages that include virtual MAC addresses.

This may entail the following:

* When configuring an interface, Active Routers should send an unsolicited ND Neighbor Advertisement message containing the virtual router MAC address for the IPv6 address on that interface.

* At system boot, when initializing interfaces for VRRP operation, all ND Router and Neighbor Advertisements and Solicitation messages must be delayed until both the IPv6 address and the virtual router MAC address are configured.

Note that on a restarting Active Router where the VRRP protected address is an interface address, i.e., the address owner, duplicate address detection (DAD) may fail, as the Backup Router may answer that it owns the address. One solution is to not run DAD in this case.

13.2.3. Router Advertisements

When a Backup VRRP router has become Active Router for a virtual router, it is responsible for sending Router Advertisements for the virtual router as specified in Section 12.6. The Backup Routers must be configured to send the same Router Advertisement options as the address owner.
Router Advertisement options that advertise special services, e.g., Home Agent Information Option, that are present in the address owner should not be sent by the address owner unless the Backup Routers are prepared to assume these services in full and have a complete and synchronized database for this service.

13.2.4. Unsolicited Neighbor Advertisements

A VRRP router acting as either an IPv6 Active Router or Backup Router, SHOULD accept Unsolicited Neighbor Advertisements and update the corresponding neighbor cache [RFC4861]. Since these are sent to the IPv6 all-nodes multicast address (FF02:1) [RFC4861] or the IPv6 all-routers multicast address (FF02:2), they will be received. Unsolicited Neighbor Advertisements are sent both in the case where the link-level addresses changes [RFC4861] and for gratuitous neighbor discovery by first hop routers [RFC9131]. Additional configuration MAY be required in order for Unsolicited Neighbor Advertisements to update the corresponding neighbor cache.

13.3. IPvX

13.3.1. Potential Forwarding Loop

If it is not the address owner, a VRRP router SHOULD NOT forward packets addressed to the IPvX address for which it becomes Active Router. Forwarding these packets would result in unnecessary traffic. Also, in the case of LANs that receive packets they transmit, e.g., Token Ring, this can result in a forwarding loop that is only terminated when the IPvX TTL expires.

One such mechanism for VRRP routers is to add/delete a reject host route for each adopted IPvX address when transitioning to/from Active state.

13.3.2. Recommendations Regarding Setting Priority Values

A priority value of 255 designates a particular router as the "IPvX address owner". Care must be taken not to configure more than one router on the link in this way for a single VRID.

Routers with priority 255 will, as soon as they start up, preempt all lower-priority routers. No more than one router on the link is to be configured with priority 255, especially if preemption is set. If no router has this priority, and preemption is disabled, then no preemption will occur.
When there are multiple Backup Routers, their priority values should be uniformly distributed. For example, if one Backup Router has the default priority of 100 and another Backup Router is added, a priority of 50 would be a better choice for it than 99 or 100, in order to facilitate faster convergence.

13.4. VRRPv3 and VRRPv2 Interoperation

13.4.1. Assumptions

1. VRRPv2 and VRRPv3 interoperation is optional.

2. Mixing VRRPv2 and VRRPv3 should only be done when transitioning from VRRPv2 to VRRPv3. Mixing the two versions should not be considered a permanent solution.

13.4.2. VRRPv3 Support of VRRPv2

As mentioned above, this support is intended for upgrade scenarios and is NOT RECOMMENDED for permanent deployments.

An implementation MAY implement a configuration flag that tells it to listen for and send both VRRPv2 and VRRPv3 advertisements.

When a virtual router is configured this way and is the Active Router, it MUST send both types at the configured rate, even if sub-second.

When a virtual router is configured this way and is the Backup Router, it should time out based on the rate advertised by the Active Router. In the case of a VRRPv2 Active Router, this means it must translate the timeout value it receives (in seconds) into centiseconds. Also, a Backup Router should ignore VRRPv2 advertisements from the current Active Router if it is also receiving VRRPv3 packets from it. It MAY report when a VRRPv3 Active Router is not sending VRRPv2 packets as this suggests they don’t agree on whether they’re supporting VRRPv2 interoperation.

13.4.3. VRRPv3 Support of VRRPv2 Considerations

13.4.3.1. Slow, High-Priority Active Routers

See also Section 11.2.7, "Maximum Advertisement Interval (Max Adver Int)".

The VRRPv2 Active Router interacting with a sub-second VRRPv3 Backup router is the most important example of this.
A VRRPv2 implementation should not be given a higher priority than a VRRPv2/VRRPv3 implementation it is interoperating with. A VRRPv2/VRRPv3 router’s advertisement rate is sub-second.

13.4.3.2. Overwhelming VRRPv2 Backups

It seems possible that a VRRPv3 Active Router sending at centisecond rates could potentially overwhelm a VRRPv2 Backup Router with potentially non-deterministic results.

In this upgrade case, a deployment should initially run the VRRPv3 Active Routers with lower frequencies, e.g., 100 centiseconds, until the VRRPv2 routers are upgraded. Then, once the deployment has verified that VRRPv3 is working properly, the VRRPv2 support may be disabled and then the desired sub-second rates may be configured.

14. Security Considerations

VRRP for IPvX does not currently include any type of authentication. Earlier versions of the VRRP specification included several types of authentication ranging from none to strong. Operational experience and further analysis determined that these did not provide sufficient security to overcome the vulnerability of misconfigured secrets, causing multiple Active Routers to be elected. Due to the nature of the VRRP protocol, even if VRRP messages are cryptographically protected, it does not prevent hostile nodes from behaving as if they are VRRP Active Routers, creating multiple Active Routers. Authentication of VRRP messages could have prevented a hostile node from causing all properly functioning routers from going into Backup state. However, having multiple Active Routers can cause as much disruption as no routers, which authentication cannot prevent. Also, even if a hostile node could not disrupt VRRP, it can disrupt ARP and create the same effect as having all routers go into Backup state.

Some L2 switches provide the capability to filter out, for example, ARP and/or ND messages from end-hosts on a switch-port basis. This mechanism could also filter VRRP messages from switch ports associated with end-hosts and can be considered for deployments with untrusted hosts.

It should be noted that these attacks are not worse and are a subset of the attacks that any node attached to a LAN can do independently of VRRP. The kind of attacks a malicious node on a LAN can perform include:

* Promiscuously receiving packets for any router’s MAC address.
* Sending packets with the router’s MAC address as the source MAC address in the L2 header to tell the L2 switches to send packets addressed to the router to the malicious node instead of the router.

* Sending redirects to tell the hosts to send their traffic somewhere else.

* Sending unsolicited ND replies.

* Answering ND requests, etc.

All of these can be done independently of implementing VRRP. VRRP does not add to these vulnerabilities.

VRRP includes a mechanism (setting TTL = 255, checking on receipt) that protects against VRRP packets being injected from another remote network. This limits most vulnerabilities to attacks on the local network.

VRRP does not provide any confidentiality. Confidentiality is not necessary for the correct operation of VRRP, and there is no information in the VRRP messages that must be kept secret from other nodes on the LAN.

In the context of IPv6 operation, if SEcure Neighbor Discovery (SEND) is deployed, VRRP is compatible with the "trust anchor" and "trust anchor or CGA" modes of SEND [RFC3971]. The SEND configuration needs to give the Active and Backup Routers the same prefix delegation in the certificates so that Active and Backup Routers advertise the same set of subnet prefixes. However, the Active and Backup Routers should have their own key pairs to avoid private key sharing.
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16. IANA Considerations

IANA has assigned the IPv4 multicast address 224.0.0.18 for VRRP.

IANA has assigned an IPv6 link-local scope multicast address for VRRP for IPv6. The IPv6 multicast address is FF02:0:0:0:0:0:0:12.

IANA has reserved a block of IANA Ethernet unicast addresses for VRRP for IPv6 in the range 00-00-5E-00-02-00 to 00-00-5E-00-02-FF (in hex).
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Abstract

The forwarding of packets in today’s networks has long evolved beyond ensuring mere reachability of the receiving endpoint. Instead, other ‘purposes’ of communication, e.g., ensuring quality of service of delivery, ensuring protection against path failures through utilizing more than one, and others, are realized by many extensions to the original reachability purpose of IP routing.

Semantic Routing defines an approach to realizing such extended purposes beyond reachability by instead making routing and forwarding decisions based, not only on the destination IP address, but on other information carried in an IP packet. The intent is to facilitate enhanced routing decisions based on this information in order to provide differentiated forwarding paths for specific packet flows.

Software Defined Networking (SDN) places control of network elements (including all or some of their forwarding decisions) within external software components called controllers and orchestrators. This approach differs from conventional approaches that solely rely upon distributed routing protocols for the delivery of advanced connectivity services. By doing so, SDN aims to enable network elements to be simplified while still performing forwarding function.

This document examines the applicability of SDN techniques to Semantic Routing and provides considerations for the development of Semantic Routing solutions in the context of SDN.
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1. Introduction

Service differentiation in the network can be enforced by manipulating a set of parameters that belong to distinct dimensions (e.g., forwarding, routing, traffic classification, resource partitioning). Through this, the resulting system may be able to realize communication that goes beyond the mere reachability that original IP routing (and forwarding) aimed at. As pointed out in [I-D.trossen-rtgwg-routing-beyond-reachability], this differentiation and its solutions have long found entry into many existing and deployed Internet technologies.

Among the techniques to achieve such differentiation, this document focuses on Semantic Routing, which refers to a process that is meant to provide differentiated forwarding paths for specific packet flows distinct from simple shortest path first routing and, thus, satisfy specific service/application requirements.

More concretely, Semantic Routing is the process of making routing and forwarding decisions based, not only on the destination IP address of a packet, but also by taking into account other information that is carried in the packet such as (but not limited to):

* Other fields of the IP header, e.g., DSCP/Traffic Class.
* The transport header, e.g., transport port numbers [RFC7597] or subflows [RFC8803].
* Specific transport encapsulation shims, e.g., [RFC8926].
* Specific service headers, e.g., [RFC8300].
* Metadata.

Section 3 provides more details about Semantic Routing.

Software Defined Networking (SDN) places (partial or full) control of network elements and their forwarding decisions within dedicated software components called controllers and orchestrators. This approach differs from those that solely rely upon distributed routing protocols. An ambition of SDN is to enable network elements to be simplified while the network is optimized to deliver value-added connectivity services. Refer to Section 2 for an overview of SDN.
This document examines the applicability of SDN to Semantic Routing through programmable forwarding (see Section 4 and provides considerations for the development of Semantic Routing solutions in the context of SDN.

This document does not elaborate on specific SDN protocols: some SDN protocol solutions may be more or less amenable to use for Semantic Routing, but that discussion would need detailed analysis which is better suited to a further and separate document.

2. Software Defined Networking (SDN): An Overview

SDN refers to an approach for network programmability: the capacity to initialize, control, and manage network behavior dynamically via open interfaces. Such programmability can facilitate the delivery of services in a deterministic, dynamic, and scalable manner.

SDN emphasizes the role of software in operational networks by supporting the separation between data and control planes. Even if such a separation has been adopted by most routing processes for decades (Section 2.1 of [RFC7149]), SDN focuses more on the power of "central" controllers to optimize route computation within a network before populating the Forwarding Information Base (FIB) of the network elements.

The separation of the control and data planes allows faster innovation in both planes, and it enables a dynamic and flexible approach to implementing new network behaviors as well as to reacting to changes in network state and traffic demands.

SDN has been discussed in many places during the last decade. For example, within the IRTF, [RFC7426] provides a concise reference for the SDN research community to address the questions of what SDN is, what the layer structure of an SDN architecture is, and how layers interface with each other within that architecture. [RFC7149] (published in the IETF stream) offers a service provider's perspective of the SDN landscape by describing requirements, issues, and other considerations about SDN. In particular, [RFC7149] classifies SDN techniques into the following functional domains:

* Techniques for the dynamic discovery of network topology, devices, and capabilities, along with relevant information and data models that are meant to precisely document such topology, devices, and their capabilities.
* Techniques for exposing network services and their characteristics and for dynamically capturing the set of service parameters that will be used to measure the level of quality associated with the delivery of a given service or a combination thereof.

* Techniques used by service-requirement-derived dynamic resource allocation and policy enforcement schemes, so that networks can be programmed accordingly.

* Dynamic feedback mechanisms that are meant to assess how efficiently a set of policies are enforced from a service fulfillment and assurance perspective.

SDN can be deployed in a recursive model that involves dedicated interfaces for both network and service optimization. Indeed, [RFC8597] differentiates the control functions associated with transport (that is, the transfer capabilities offered by a networking infrastructure) from those related to services in an approach called Cooperating Layered Architecture for Software-Defined Networking (CLAS).

To an SDN context, domain-specific controllers can be deployed with specific interactions as discussed in Section 4 of [RFC8309].


As described in [I-D.farrel-irtf-introduction-to-semantic-routing], Semantic Routing (or, more generally, Semantic Networking) is the process of achieving enhanced routing and forwarding decisions based on semantics added to IP packet headers to provide differentiated paths for different packet flows distinct from simple shortest path first routing. The additional information or "semantics" may be placed in existing header fields (such as the IPv6 Traffic Class field or the destination address) or may be carried by adding fields to the header. Further, the semantics may be encoded in the payload or additional headers (such as in the port number fields or in an IPv6 Extension Header).

The application of Semantic Routing allows packets from different flows (even those between the same applications on the same devices) to be marked for different treatment in the network. The packets may then be routed onto different paths according to the capabilities and states of the network links in order to meet the requirements of the flows. For example, one flow may need low latency, while another may require ultra low jitter, and a third may demand very high bandwidth.

Three elements are needed to achieve Semantic Routing:
* The capabilities and state of the network must be discovered.
* The packets must be marked (with semantic information) according to their required delivery characteristics.
* The routers must be programmed to forward the traffic according to how the packets are marked.

All these elements can be matched to the SDN functional domains listed in Section 2. From that standpoint, this document provides more details on how SDN can be used to satisfy specific Semantic Routing needs.

4. Programmable Forwarding

Programmable Forwarding is the term applied to the use of control techniques to instruct network devices how to forward packets in a programmatic way.

4.1. Motivation

Modern networks are designed to carry traffic that belongs to a variety of services/applications that have distinct traffic performance requirements, reliability and robustness expectations, and service-specific needs [RFC7665][RFC8517]. Such expectations, and other forwarding requirements that can be captured in a Service Level Agreement (SLA) [RFC7297], can be considered by providers when designing their networks in order to be able to deliver differentiated forwarding behaviors. However, conventional routing and forwarding procedures do not always offer the required functionalities for such differentiated service delivery. Thus, additional means have to be enabled in these networks for the sake of innovative service delivery while minimizing the induced complexity to operate such networks. Also, these means should be tweaked to ensure consistent forwarding behaviors network-wide.

The aforementioned means are not only extensions to routing protocols, but include other mechanisms that affect the forwarding behaviors within a network. A non-exhaustive list of sample capabilities that can be offered by appropriate control of forwarding elements is provided below:

Resource Pooling: A network may host dedicated functions that implement resource pooling among many available paths or that control which path is used to steer traffic as a function of the observed round-trip time (RTT) (e.g., enable Multipath TCP (MPTCP) converters [RFC803] in specific network segments, including data centers as detailed in Section 2.1 of [RFC8041]).
There is a need to interact with the underlying forwarding elements to communicate a set forwarding policies that will ensure that such service differentiation is provided to the specific flows. These forwarding policies include, for example, a set of rules that characterize the flows that are eligible to the resource pooling service or the scheduling policies (maximize link utilization, grab extra resources only when needed, etc.).

These policies are then enforced by programmable forwarders.

Performance-based Route Selection: Some applications may have strict traffic performance requirements (e.g., a low one-way delay [RFC7679]), however, the underlying network elements might not support a mechanism to disseminate performance metrics associated with specific paths and/or perform performance-based route selection (e.g., [I-D.ietf-idr-performance-routing]).

As an alternative, an off-line Semantic Routing approach could be used to collect measurement data to reach a given content (e.g., one-way delay to reach specific data centers), perform route selection based on this data, and then program the appropriate forwarding elements accordingly.

Energy-efficient Forwarding: An important effort was made in the past to optimize the energy consumption of network elements. However, such optimization is node-specific and no standard means to optimize the energy consumption at the scale of the network have been defined. For example, many nodes (also, service cards) are deployed as backups.

A controller-based approach can be implemented so that the route selection process optimizes the overall energy consumption of a path. Such a process takes into account the current load, avoids waking nodes/cards for handling "sparse" traffic (i.e., a minor portion of the total traffic), considers node-specific data (e.g., [RFC7460]), etc. This off-line Semantic Routing approach will transition specific cards/nodes to "idle" and wake them as appropriate, etc., without breaking service objectives. Moreover, such an approach will have to maintain an up-to-date topology even if a node is in an "idle" state (such nodes may be removed from adjacency tables if they don’t participate in routing advertisements).

Network Partitioning: A network may need to be partitioned in order to rationalize the delivery of advanced connectivity services, and to address specific forwarding requirements of groups of services/applications. Network slicing [I-D.ietf-teas-ietf-network-slices] can be considered to deliver these services. However, an
intelligent is needed to decide the criteria to be used to partition the available resources, filter them, decide whether network extensions are needed, ensure whether/how resource preemption is adequately implemented, etc.

These tasks are better achieved using a central intelligence that has direct visibility into the intents of applications, underlying network capabilities, local policies and guidelines, etc. As an output of processing these various inputs, a set of node-specific policies is generated, and then pushed using available SDN interface.

Alternative Forwarding: The programmability of SDN in the form of forwarding actions defined on packet header fields allows for realizing forwarding techniques beyond the typical longest-prefix match used for IP-based reachability. Solutions, like those in [ICC2016], use a binary representation of links in a network to realize a path-based forwarding action that acts purely on node-local state, independent of the nature of the path or the communications traversing it. As discussed in Section 7, the limitation of forwarding actions to apply only to defined (IP) packet header fields results in issues that need special consideration when realizing such solutions in real-world deployments.

The next subsection further details which elements are needed when interacting with programmable forwarders in an SDN context.

4.2. SDN for Semantic Routing: The Intended Behavior

SDN minimizes the required changes to legacy (interior) routing protocols. More concretely, SDN can be used to provide the intended Semantic Routing behavior, especially:

* Identify the forwarding elements that can be safely involved in providing the intended Semantic Routing features.

* Maintain abstract topologies that involve these elements and their capabilities.

* Capture application-specific intents and derive the corresponding forwarding requirements and, then, forwarding policies.

* Map these abstract topologies to (groups of) applications with specific Semantic Routing needs.
* Program a subset of nodes (called boundary nodes) with the required classification and marking policies to bind flows to their intended Semantic Routing behaviors.

In order to adequately process the application flows that require specific differentiated forwarding, SDN controllers maintain a table that allows to unambiguously identify such flows. The content of that table is used to derive the appropriate classification/match rules that are then communicated by an SDN controller to a set of forwarding elements.

When volatile data (e.g., dynamic IP addresses) are used to build such rules, it is the responsibility of the SDN controllers to update the rules whenever a new identifier is used. Failure to maintain "fresh" classification rules will lead to service failure/degradation.

* Supply intermediate nodes (that is, nodes that are not boundary nodes) with the appropriate rules to locate and interpret the bits within the packet to determine and execute forwarding actions as established by Semantic Routing.

* Automatically adjust, if possible, the network MTU to accommodate any overhead that is introduced by any extra bits used to signal Semantic Routing behavior.

* Instruct egress boundary nodes about the required actions such as stripping or setting any Semantic Routing bits.

* Interact with the underlying nodes to maintain, retrieve, and disseminate the data that are used for assuring that Semantic Routing policies are appropriately fulfilled.

* Configure OAM policies to measure the network behavior and adjust the forwarding processes.

* Monitor the network and detect parts of the network where policies are broken or suboptimal.

* Automate the overall procedure [RFC8969].

At least three approaches can be considered by an SDN controller to accomplish the above tasks:
* Compute (centrally) the differentiated paths and install the
  required forwarding rules in involved nodes. Strict or loose
  paths may be installed. This approach has the merit of
  implementing new path selection algorithms without requiring them
  to be supported by every involved node.

* Assign (centrally) differentiated link information and install the
  required forwarding rules in the involved nodes. End-to-end paths
  are constructed without involvement of the SDN controller,
  utilizing the link information to establish path identifiers on
  which installed forwarding rules can act upon without additional
  path-specific knowledge being required. See [ICC2016] for an
  example of such an approach.

* Rely upon a distributed routing protocol to customize the route
  selection process ([I-D.ietf-lsr-flex-algo], for example). In
  such cases, the SDN controller is responsible for communicating
  the parameters to be used for the route selection process,
  selecting the nodes that will participate in a given topology, and
  configuring any tunnels to interconnect these nodes.

A hierarchical SDN design can also be considered, where specific
controllers are enabled in each domain with dedicated interfaces to
share data (e.g., radio bottlenecks, expectations). These domains do
not need to support the same technological implementations. The
interaction between the SDN controllers eases the delivery of
consistent Semantic Routing behaviors without requiring common domain
configuration.

5. Policy-Based Semantic Routing

Policy is a term applied to the application of local or network-wide
operational choices made by the network manager. These may range
from decisions about what traffic to admit to the network, how
network resources should be used to support different traffic flows,
how errors or security violations are handled, and how packets are
routed through the network.

Policies are usually made available to network operators as
configuration elements on network nodes. However, these
configuration actions need to be coordinated across the whole network
if the policies are to be effective. Thus, a mechanism is desired
that allows an operator to set a network-wide policy in one place and
that results in that policy being pushed out to the network nodes
that need to act on the policy.
Semantic Routing is particularly amenable to a policy-based approach. That is, an operator (or their software tools) can make decisions about how different traffic flows should be handled in the network. Those decisions can then be installed on network nodes so that different traffic is handled differently and according to the policies.

SDN is a powerly approach to implement a policy-based network management framework. The operator need only select or configure the desired policies at the controller: the controller will realize the policies and install the necessary instructions and behaviors on the network nodes.

6. Network-Wide Coordination

Critical to the correct functioning of any routing system is proper network-wide coordination. In many cases, the coordination starts with the collection and dissemination of network connectivity information (known as the network topology), the capabilities of the network nodes and links, and the current state (up, down, degraded, busy, etc.) of those nodes and links. But an even more fundamental element of network-wide coordination is the decision about which routing algorithms and procedures will be used because, if different nodes or even different parts of the network) apply different routing approaches, it is very possible that traffic will loop or be dropped. Thus, the first elements of coordination are finding out what the network looks like and agreeing how to route traffic.

These essentials are no less relevant in Semantic Routing. All nodes that participate in a Semantic Routing network need to have the same understanding of the additional information carried in packets, and must make coordinated forwarding decisions based on a coordinated routing algorithm.

A centralized approach, such as that achieved in an SDN system, is particularly useful in this context because it allows the coordination to be applied through a central point of control which may remove the complexity and "fragility" from the routing system. This coordination may be considered in parallel with the aspects of policy-based routing described in Section 5.
7. Applying Semantic Information to Packets

Given the focus of Semantic Routing is the use within IP networks, semantic information that can be used in SDN-based Semantic Routing is limited to those fields specifically defined for use with Semantic Routing (see Section 2 for more information). This document deliberately makes no comment on the specifications that may be produced to define such fields, their meaning, and their encoding.

SDN aligns with the concept of Semantic Routing in that it allows the network devices to be programmed for forwarding actions indicated by a wide range of packet header fields beyond simply the IP destination addresses.

However, Semantic Routing solutions have also been proposed that "overwrite" existing protocol fields in order for them to carry semantic information that can be used to drive a forwarding action outside their original semantics. [POINT2015] and [POINT2016] outline an example of such approaches in which semantic information is used for a path-based forwarding decision; while the absence of "path" information is foreseen as an actionable packet header field in IPv6.

Here, the path is constructed by a Path Computation Element (PCE) [RFC4655] that matches a given service name against previously announced locations where said service name is located. The path is represented as a concatenation of individual link information, which is pushed by the SDN controller to the network nodes so that they can perform local forwarding actions on packets that arrive. Given the binary structure of the end-to-end path information, the forwarding operation can be implemented in a standard-compliant manner with its realization described in [ICC2016] as an arbitrary wildcard matching operation.

However, the constraint of acting only on limited packet fields requires that the path information be carried in one of those standard-defined packet header fields: thereby overwriting (or overloading) any existing packet header field. [POINT2016] uses the IPv6 address fields for this purpose, representing the longest continuous binary field in the IPv6 header (two addresses make up 256 bits in total) allows the support of topologies with up to 256 links.

Given the approach chosen in [POINT2016], any IPv6 address information, if needed, cannot be present in the packet header and so is provided in the encapsulated payload. This leads to repeated encapsulation with the overhead of carrying two IP headers in a single packet: one used for path-based forwarding and one for the operations in arriving endpoint. Only newer SDN-based forwarding
plane programming tools, such as P4, would allow for such overhead to be removed by placing the path information into another packet header field (or even the payload as an extended header of sort) to act upon.

8. Benefits and Concerns with the Use of SDN for Semantic Routing

The programmability of SDN provides a fertile ground for forwarding decision that go beyond the reachability information provided through IPv4/v6 addresses, e.g., by using other packet header fields. This not only allows for extending the simple reachability-driven forwarding decision with richer, e.g., policy-based, decisions (as discussed in Section 5), it may also enable new forwarding paradigms per se, such as those in [POINT2016], which in turn may realize forwarding behaviours like multicast at much lower cost points and higher efficiency (see [ICC2016]).

However, SDN specifications have limited capabilities when it comes to the additional (i.e., new) packet header fields that may be used for forwarding actions. As a consequence, "true" Semantic Routing on any semantic enhancement, which is included in the packet, is only possible in a manner limited to those existing fields.

Solutions such as those in [POINT2016], using methods outlined in [ICC2016], attempt to break this limitation albeit by overwriting standard-defined packet header fields, thereby changing the semantics of those fields within the scope (i.e., network domain) where the "re-defined" semantics are known and understood.

This limits any solution to a limited domain [RFC8799]. More importantly, the redefinition of packet fields poses the danger of exposing this (non-standard compliant) semantic to elements outside the limited domain: semantic leakage may occur, or nodes outside the domain may misinterpret overwritten fields, requiring methods, such as dedicated gateways, to prevent such leakage. This can be seen in [POINT2016], where the boundaries to IP-compliant end devices and other domains alike are delimited by dedicated gateway elements. Those gateways usually act at higher layers than the forwarding layer, thereby incurring complexity and often delay.

See also [I-D.king-irtf-challenges-in-routing] for a discussion of issues and concerns that need to be examined when applying a new routing or forwarding paradigm to a self-contained network or Internet.
9. Security Considerations

SDN-related considerations are discussed in Section 5 of [RFC7149].

10. IANA Considerations

This document makes no requests for IANA action.
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Abstract

Many proposals have been made to add semantics to IP packets by placing additional information in existing fields, by adding semantics to IP addresses themselves, or by adding fields. The intent is to facilitate enhanced routing/forwarding decisions based on these additional semantics to provide differentiated forwarding paths for different packet flows distinct from simple shortest path first routing. The process is defined as Semantic Routing.

This document provides a brief introduction to Semantic Routing.
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1. Introduction

Historically, the meaning of an IP address has been to identify an interface on a network device or a network to which a host is attached [RFC0814]. Network routing protocols were initially designed to determine paths through a network toward destination addresses so that IP packets with a common destination address converged on that destination. Anycast and multicast addresses were also defined (e.g., Section 2.6.1 of [RFC4291]), and some of these new address semantics necessitated variations to the routing protocols (e.g., [RFC6992]), and in some cases the development of new routing protocols (e.g., Protocol Independent Multicast - Sparse Mode [RFC7761]).

Over time, routing decisions were enhanced to route packets according to additional information carried within the packets and dependent on policy coded in, configured at, or signaled to the routers. Perhaps the most obvious example is Equal-Cost Multipath (ECMP) where a router makes a consistent choice for forwarding packets over a number of parallel links or paths based on the values of a set of fields in the packet header. Another example is Constraint-based Shortest Path First (CSPF) where additional constraints are considered when performing route computation and selection.

Upper-layer applications are placing increasingly sophisticated demands on the network for better quality, more predictability, and increased reliability. Some of these applications are futuristic predictions (for example, haptic augmented reality multiplayer 3D worlds), some are new ideas on the threshold of roll-out (such as holographic conferencing), and many are rapidly developing sectors with established revenue streams (such as multiplayer immersive gaming).

At the same time, lower-layer network technologies are advancing rapidly providing increased bandwidth to the home and to mobile hand-held devices. These advances create an environment that enables the potential of advanced applications being run by very many end-users. This coincides with a massive growth in end-to-end communications that include machines and services, and to introduce routing and addressing behaviors to a particular use case and set of requirements applied within a limited region or domain of the Internet. Examples of these three developments include 5G, predicted wireless evolutions, IoT and vehicular connectivity, space-terrestrial communication, industrial networks, cloud computing, service function chaining and network functions virtualization, digital twins, and data-centric data brokerage platforms.
Despite this plurality of communication scenarios, IP-based addressing and network layer routing have remained focused on identifying locations of communication (i.e., "where") and determining paths between those locations with or without specific constraints (i.e., "how-to-get-there" as per [IEN23]). This has previously depended on higher-layer capabilities (e.g., for name-to-location resolution) to support some of these communication scenarios, but that approach introduces latency and dependencies (e.g., changing locator assignments may depend on the capabilities of the upper-layer capability that are outside the core addressing and routing system). Furthermore, multi-layer lookups and interactions may impact the efficacy of some of the communication scenarios mentioned here, particularly those that employ different routing and addressing approaches beyond just locators.

"Semantic Routing" places the support for advanced routing, forwarding, and location functions directly at the packet routing/forwarding layer, such as through extensions to the identification properties of addresses (so that the address indicates more than just the network location) or through performing routing functions on an extended set of inputs (for example, other fields carried in packet headers). Such an approach should preserve the Internet architecture as it is today while enabling additional routing function.

This document provides a brief introduction to semantic routing and outlines the possible approaches that might be taken. A separate document ([I-D.king-irtf-semantic-routing-survey]) makes a start at a survey of pre-existing work in this area, while [I-D.king-irtf-challenges-in-routing] sets out some of the issues that should be considered when researching, developing, or proposing a semantic routing scheme.

2. Objectives and Scope

As with all advances in Internet protocols, semantic routing may be considered for Internet-wide deployment or may be restricted (possibly only initially) to well-defined and contained networks referred to as "limited domains" (see [RFC8799]). The information used for semantic routing may be opaque within the network (in other words, the additional information is not required to be parsed by the routers and might not even be visible to them), may be transparent (so that routers may see the information, but their processing does not need to be changed to accommodate the information or its encoding), or may be active (so that semantic routing is fully enabled).
When building an end-to-end path across multiple domains, semantic routing may select a path in one domain that is not consistent with the paths selected in other domains in terms of constructing the "best" end-to-end path. That is, the semantic routing decisions within a domain are potentially isolated from knowledge about the other domains.

In any case, concern and consideration must be coexistence with, and backward compatibility to, existing routing and addressing schemes that are widely deployed.

Further understanding of the scope of semantic routing applied to the routing of packets at the network layer may be gained by reading Section 6 to see how various other concepts of routing are out of scope of this work.

A strategic objective of semantic routing, and associated semantic enhancements, is to enable Service Providers to modify the default forwarding behaviour to be based on other information present in the packet and policy configured or dynamically programmed into the routers and devices. This is aimed to cause new and alternative path processing by routers, including:

* Determinism of quality of delivery in terms of throughput, latency, jitter, and drop precedence.

* Determinism of resilience in terms of survival of network failures and delivery degradation.

* Determinism of routing performance in terms of the volume of data that has to be exchanged both to establish and to maintain the routing tables.

* Deployability in terms of configuration, training, development of new hardware/software, and interaction with the pre-existing network technologies and uses.

* Efficiency of manageability in terms of:
  1. diagnostic management
  2. management of Service KPIs with/without guarantees
  3. dynamic and controlled instantiation of management information in the packets.
Issues of security and privacy have been largely overlooked within the routing systems. However, there is increasing concern that attacks on routing systems can not only be disruptive (for example, causing traffic to be dropped), but may cause traffic to be routed via inspection points that can breach the security or privacy of the payloads (e.g., BGP hijack attacks). While semantic routing might offer tools for increasing security and privacy, it is possible that semantic routing and the additional information that may be carried in packets to enable semantic routing may provide vectors for attacks or compromise privacy. This must be examined by any semantic routing proposals. For example, means to control entities that are entitled to access supplied semantic routing information should be considered.

3. Approaches to Semantic Routing

Typically, in an IP-based network packets are forwarded using the least-cost path to the destination IP address. Service Providers may also use techniques to modify the default forwarding behavior based on other information present in the packet and configured or programmed into the routers. These mechanisms, sometimes called semantic routing techniques include "Preferential Routing", "Policy-based Routing", and "Flow Steering".

Examples of existing semantic routing usage in IP-based networks include the following.

* Using addresses to identify different device types so that their traffic may be handled differently [SEMANTICRTG].

* Expressing how a packet should be handled, prioritized, or allocated network resources as it is forwarded through the network [TERASTREAMref].

* Deriving IP addresses from the lower layer identifiers and using addresses depending on the underlying connectivity (for example, [RFC6282]).

* Building IP addresses from the transport layer identifiers (for example, [RFC7597]).

* Indicating the application or network function on a destination device or at a specific location, or enable Service Function Chaining (SFC) [RFC7665].

* Providing semantics specific to mobile networks so that a user or device may move through the network without disruption to their service [CONTENT-RTG-MOBILEref].
* Enabling optimized multicast traffic distribution by encoding multicast tree and replication instructions within addresses [MULTICAST-SRref].

* Content-based routing (CBR), forwarding of the packet based on message content rather than the destination addresses [OPENSRNref].

* Identifying hierarchical connectivity so that routing can be simplified [EIBPref].

* Providing geographic location information within addresses [GEO-IPref].

* Using cryptographic algorithms to mask the identity of the source or destination, masking routing tables within the domain, while still enabling packet forwarding across the network [BLIND-FORWARDINGref].

A more comprehensive list of existing implementations and research projects can be found in [I-D.king-irtf-semantic-routing-survey].

Semantic routing, operates to forward packets dependent on information carried in the packets and rules present in the routers. Those rules could be any combination of:

* Built into the routers

* Configured network-wide in the routers

* Configured per-router in a relatively static way

* Programmed to the routers in a dynamic way, for example, through software defined networking (SDN)

* Distributed dynamically through the network using routing or signalling protocols

Semantic routing will also require information about network state and capabilities just as existing shortest path first routing systems do. That may require information (such as link delays or other qualitative attributes) to be collected by network nodes and distributed between routers by routing protocols. Alternatively, this information could be collected (centrally) by a set of network controllers and used to derive the rules installed in the routers.
Forwarding by a router is based on a look-up that also considers the semantic routing information carried in the packet (see Section 4) and forwarding instructions programmed into the forwarding element. Some semantic routing proposals may generate the semantic information (e.g., a hash) rather than using information that is directly extracted from the packet. The actions to perform may be derived by the router based on the rules and information that the router has collected, or may be programmed directly from the network controller.

3.1. Packet and Service Routing

Routing is the process of selecting a path for traffic in a network or between or across multiple networks. For example, IP routing uses IP addresses for source and destination identification and is typically used for packet networks, such as the Internet. IP routing assumes that network addresses are structured and facilitates routing entries in a routing table entry to represent a group of IP-capable devices.

While service routing and information-centric networking (ICN) can operate directly on top of layer 2 protocols (for example, [RFC9139]), in the context of this document, we are concerned with the function of service routing and ICN in IP networks. Like any new spanning-layer style protocol, deployment considerations for ICN on the Internet make tunneling through IP a required part of any co-existence or transition. The approach taken in this case, is to create an overlay layer on top of the IP network. Control of the overlay necessitates augmentation of existing routing mechanisms, or entirely new discovery, propagation and resource management protocols and procedures.

By contrast, explicit service-based IP routing [I-D.jiang-service-oriented-ip] abstracts the service actions that the network can provide into a number of classes called Service Action Types (SATs). Each packet is marked with the relevant SAT, and the packets are routed to the next available SAT provider (not the destination IP address). In this approach, a distinct encapsulation is needed and may carry native IP packets as payload, while transition experiments may utilize an overlay on top of IP.

IP Routing and service routing are not the same thing.

4. Semantic Routing Information

The subsections below describe some of the common techniques to enable semantic routing in more detail. The sections are unordered and no meaning should be assigned to how one approach is presented before another. They are not a complete list of possible approaches.
The approaches described here have many advantages and disadvantages. The purpose here is not to determine which approach is best or most appropriate, and so those advantages and disadvantages are not discussed. The reader will inevitably have a preference and see drawbacks.

4.1. Address Space Partitioning

In some cases, an address prefix is assigned a special purpose and meaning. When such an address appears in the packet’s address field, a router can know from the prefix that particular routing/forwarding actions are required. An example of this approach is seen in multicast addressing. Another example is the handling of anycast in IPv6 where the nodes to which the address is assigned must be explicitly configured to know that it is an anycast address [RFC4291].

4.2. Prefix-based Contextual Address Usage

The owner of a prefix to use the low-order bits of an address for their own purposes.

The semantics of such an approach might be coordinated between prefix owners, or could be indicated through information that is part of the encoding, and is standardized. An example of such approach is in IPv4/IPv6 Translators [RFC6052].

4.3. Semantic Addressing

Semantic addressing is a term applied to any approach that adds semantics to IP addresses. This includes the mechanisms described in Section 4.1 and Section 4.2. Other semantic addressing proposals suggest variable address lengths, hierarchical addresses, or a structure to addresses so that they can carry additional information in a common way.

In any case, semantic addressing that intends to facilitate routing decisions is based solely on the address and without the need to find and process information carried in other fields within the packets.

Note that not all semantic addressing schemes exist to facilitate routing (for example, content addressing where the interface ID of the address identifies a chunk of the content to be retrieved), but such schemes are naturally out of scope of this document.
4.4. Flow Marking

Flow marking is a way of indicating, in a specific field in the packet header, the treatment that the packet should receive in the network. In IPv4 the six-bit DSCP field is commonly used for this purpose. In IPv6, while the Traffic Class field could be used, it is generally recommended that the Flow Label field should serve this and a more general purpose.

4.5. Extended Lookup

Routers may also examine fields in the packet other than those in the IP header. For example, many router processes may look at the "five-tuple" consisting of:

* source address
* destination address
* next protocol
* transport protocol source port
* transport protocol destination port

4.6. Semantic Field Overloading

"Overloading" is a term applied to placing additional semantics on the contents of a field beyond how it is specified. This is relatively hard to do in an IPv6 header because the number of fields is small, and all fields have specific meanings that are needed in all cases. In IPv4 there may be more opportunity to use some fields in very controlled situations to carry additional semantics that can be used for semantic routing.

4.7. IPv6 Extension Headers

IPv6 defines extension headers explicitly for carrying information that may be used by routers along the path. This information can be used to instruct all routers, only the router indicated by the destination address, or by the ultimate destination of the packet.

Extension headers may carry any information to enable semantic routing.
4.8. New Extensions

Another approach is to define a new protocol extension to carry information on which semantic routing can be performed. Such an extension could be in the form of a new extension header (see Section 4.7) or as a new shim encapsulation (e.g., [RFC7665]).

5. Architectural Considerations

Some semantic routing proposals are intended to be deployed in limited domains [RFC8799] (networks) that are IP-based, while other proposals are intended for use across the Internet. The impact that the proposals have on routing systems may require clean-slate solutions, hybrid solutions, extensions to existing routing protocols, or potentially no changes at all.

Semantic data may be applied in several ways to integrate with existing routing architectures. The most obvious is to build an overlay such that IP is used only to route packets between network nodes that utilize the semantics at a higher layer. An overlay may be achieved in a higher protocol layer, or may be performed using tunneling techniques (such as IP-in-IP [RFC1853]) to traverse the areas of the IP network that cannot parse additional semantics thereby joining together those nodes that use the semantic data.

The application of semantics may also be constrained to within a limited domain. In some cases, such a domain will use IP, but be disconnected from Internet (see Section 5.1). In other cases, traffic from within the domain is exchanged with other domains that are connected together across an IP-based network using tunnels or via application gateways (see Section 5.2). And in still another case traffic from the domain is routed across the Internet to other nodes and this requires backward-compatible routing approaches (see Section 5.3).

5.1. Isolated Domains

Some IP network domains are entirely isolated from the Internet and other IP-based networks. In these cases, there is no risk to external networks from any semantic routing schemes carried out within the domain.
Many approaches in isolated domains will utilize environment-specific routing protocols. For example, those suited to constrained environments (for IoT) or mobile environments (for autonomous vehicles). Such routing protocols can be optimized for the exchange of information specific to semantic routing. However, gateways to provide external connectivity are usually deployed in such networks. Appropriate means should be supported in these means to prevent leaking semantic information beyond the boundaries of these domains.

5.2. Bridged Domains

In some deployments, it will be desirable to connect a number of isolated domains to build a larger network. These domains may be connected (or bridged) over an IP network or even over the Internet.

Ideally, the function of the bridged domains should not be impeded by how they are connected, and the operation of the IP network providing the connectivity should not be compromised by the act of carrying traffic between the domains. This can generally be achieved by tunneling the packets between domains using any tunneling technique, and this will not require the IP network to know about the semantic routing used by the domains.

An alternative to tunneling is achieved using gateway functionality where packets from a domain are mapped at the domain boundary to produce regular IP packets that are sent across the IP network to the boundary of the destination domain where they are mapped back into packets for use within that domain.

5.3. Semantic Prefix Domains

A semantic prefix domain [I-D.jiang-semantic-prefix] is a portion of the Internet over which a consistent set of semantic-based policies are administered in a coordinated fashion. This is achieved by assigning a routable address prefix (or a set of prefixes) for use with semantic addressing and routing so that packets may be routed through the regular IP network (or the Internet) using the prefix and without encountering or having to use any semantic addressing. Once delivered to the semantic prefix domain, a packet can be subjected to whatever semantic routing is enabled in the domain.
6. A Brief Discussion of What Constitutes Routing

This section provides an overview of what is considered as "routing" in the scope of this document. There are many functions in the Internet that contain the concept of routing, but not all of them apply to the scope of this document which is concerned with routing packets at the network layer. A more thorough catalogue of approaches to routing and the applications of semantic routing can be found in [I-D.king-irtf-semantic-routing-survey].

6.1. Application Layer Routing

Routing in the application layer concerns the choice of application-level components that are distributed across the network. The choice may be dependent on the services being delivered, knowledge about the locations in the network that can provide the services, knowledge of the network capabilities, and preferences expressed by an application or user. In this sense, the routing choice consists of constructing an "application layer path" and may be performed at the head end or along the path. Packets are carried between components across the underlying network, using normal transport and network layer protocols that may, themselves, involve routing. Thus, application layer routing is concerned with selecting a series of components based on the potential to carry traffic between them, but without concern for how the packets are routed within the network.

Application layer routing may be used in concepts such as Content Distribution Networking (CDN) and computation in the network (COIN) (see Section 6.9).

The ALTO architecture and protocol [RFC7285] is intended to allow the network to answer queries about the availability and characteristics of paths between application-level components to enable choices to be made by providers of function or content about which components to select. This is a server-based approach because it would be impractical to scale the network reporting all available paths to all destinations to every client, or for the network edge to be able to answer queries from their clients.

6.2. Higher-Layer Path Selection

There is another high-level path selection scenario that is more concerned with selecting outbound paths from the source than in determining destinations or next application-layer hops (as described in Section 6.1. For example, consider a mobile phone that is connected to Wi-Fi and 5G. Further, consider that the Wi-Fi network is dual-homed to two different ISPs. This gives an application a choice of three different paths depending on the known (or
advertised) capabilities of the networks.

This type of scenario is being examined by the Path Aware Networking Research Group (PANRG) where, rather than consulting a server to supply the most appropriate path, the source host or application should learn about the potential paths and pick between them.

6.3. Transport Layer Routing

Some transport layer load balancing schemes and proxy-based connection or discovery mechanisms use a mechanism that looks somewhat like routing, but exists in the transport layer. For example, section 2.1.1 of [RFC3135] describes how a transport layer Performance Enhancing Proxy (PEP) may use a concept called TCP spoofing to terminate a TCP connection and initiate a new connection to the next proxy on the transport layer path towards the destination. The IP addresses of the packets are rewritten at the proxies so that the packets can be routed/forwarded to the next proxy, but no change to the underlying routing system is implied, and this is not Semantic Routing.

6.4. Tunnel-Based Routing

Tunnel-based routing schemes, like those in the transport layer (see Section 6.3), are achieved through an overlay. a tunnel-based scheme relies on encapsulating packets so that they can be sent through the normal routing and forwarding network for delivery to an interim node. That node decapsulates the packet and then either continues to forward the contents or encapsulates the contents in another tunnel. Some approaches, such as onion routing in the Tor project (see [ONION]) use a scheme of multiply-nested encapsulation, with each layer being peeled off at the end of a tunnel.

The packets in a tunnel-based approach are routed and forwarded in the packet network as normal packets and so this approach is not Semantic Routing.

6.5. Inter-Domain Routing

A lot of effort has been devoted to consideration of end-to-end paths for IP traffic across multiple autonomous systems (ASes). For example, the BGP Add-Paths feature [RFC7911] allows the advertisement of multiple paths so that a single, "best" path can be determined. These approaches, however, are principally concerned with overall reachability, and then with selecting the path with the fewest transit autonomous systems. They are less capable of selecting an overall least cost path or of considering other traffic engineering constraints in the selection of end-to-end paths. Such path
computation requires the features outlined in Section 6.7 as assembled into an architectural solution in [RFC7926].

Many approaches have been suggested [RFC6115] for improving inter-domain routing performance and scaling using address partitioning schemes including tunneling across domains (see also Section 6.4). However, routing in this inter-domain scenario is about the selection of the next AS along the path, and possibly a choice of the right AS border router (ASBR) to facilitate that route. This choice of ASBRs might be based on additional information carried in the packets so could qualify as Semantic Routing, but packets flowing between these ASBRs are routed and forwarded within the domains as normal packets without the use of Semantic Routing.

### 6.6. Service Function Chaining

Service Function Chaining (SFC) [RFC7665] is applied at the network layer to steer packet flows through network functions (such as security or load balancing). A chain of services to be delivered (the service function chain) is realized as sequence of service instances (the service function path). Packets are tunneled between the service instances using encapsulation so that the end-to-end payload packet is unchanged. A variety of network layer encapsulation have been considered including the Network Service Header (NSH) [RFC8300], MPLS [RFC8595], and Segment Routing [I-D.li-spring-sr-sfc-control-plane-framework].

The Segment Routing concept of Network Programming [RFC8986], offers a similar approach to SFC, but may be more widely applicable.

The tunneled packets can be freely routed in the network using conventional shortest path techniques or the mechanisms described in Section 6.7 and Section 6.8, thus this approach is not Semantic Routing.

### 6.7. Network Layer Traffic Engineering Techniques

Techniques for achieving packet-level traffic engineering in the network layer are described in [I-D.ietf-teas-rfc3272bis]. Traffic engineering (TE) is the process of selecting an end-to-end path that considers many attributes of metrics of the links in the network in order to satisfy a set of constraints or requirements imposed by the sender of the traffic. For example, the sender may want to use only secure links, or may know the bandwidth requirements of the flow, or may need at least a specific end-to-end latency, or indeed any combination of this type of constraint.
Routing for TE may be performed in advance of sending the traffic (for example, by computing a path at the sender or by using a tool such as the Path Computation Element (PCE) [RFC4655]. In this case, some form of encapsulation is needed to bind the traffic flow to the selected route: MPLS or Segment Routing may be used.

Alternatively, the network may be tuned through appropriate use of routing protocol metrics, routing algorithms, and statically configured routes, so that packets will be forwarded along traffic engineered paths.

6.8. Semantic Routing in the Network Layer

Semantic routing, as already explained, is about taking routing decisions based on "additional" information carried in packets in order to provide the behavior and network services most suited to the traffic. This approach builds on the techniques described in Section 6.7 but frees up the network to make individual decisions for each packet based on changing network conditions as well as the information in the packets.

A raft of potential solutions have been proposed for carrying the necessary information in the packets, and it is not the purpose of this document to examine them in detail or make suggestions about which is better. The solutions vary from simply using existing fields in the IP header (such as the ToS field), or examining fields below the IP header (such as the transport ports), through "overloading" existing fields in the packet header (such as the destination address), all the way to adding new information in an additional encapsulation as proposed by the Application-aware Networking (APN) effort [I-D.li-apn-framework].

6.9. Computation In The Network and Semantic Routing

The use of semantic enhancements as a key aspect to Semantic Routing (as described in this document) links the development of Semantic Routing solutions to data plane programmability. Novel approaches to semantic routing may inform the evolution of more complex in-network operations, aiding specific Semantic Routing solutions. Further, progress in routing protocols (e.g., on multi-optimality routing [SOBRINHO]) may be seen as a key input into the more general problem within an emerging framework to distribute state needed for in-network computing operations, e.g., through utilizing insights from routing protocols to distribute routing state for more limited routing operations.
As per its charter, the Computation In The Network (COIN) Research Group [COINRG] combines the idea of computing with the programmability of the data plane. Hence, network operations, such as those previously used for routing and forwarding, may be key to the programmability aspects of "computing in the network" within the scope of COIN. Ultimately, as stated in the COIN charter, "The goal is to investigate how to harness and to benefit from this emerging disruption to the Internet architecture to improve network and application performance as well as user experience." From this, we can conclude that data plane programmability and its impact on existing and emerging areas of communication are key to COIN.

The COIN charter further states, "COIN specifically will focus on the evolution necessary for networking to move beyond packet interception as the basis of network operation and into computation." This envisons that data plane programmability is not limited to packet interception, but may evolve towards more complex operations on data flowing across the network. The analysis of use cases and the identification of key areas of study can drive the understanding of what those additional operations may be and how to program them, particularly across several participating network elements and at the endpoints. With this, we can conclude that the areas for applying COIN ideas will ultimately drive the evolution of COIN technologies by identifying emerging requirements and uses for data plane programmability, particularly those beyond simple packet processing, such as packet forwarding and local buffer management.

Given the focus on steering traffic between micro-services instantiated at computational elements within networks and at endpoints, the COIN use cases identify aspects of what is now termed Semantic Routing. Thus Semantic Routing is one possible applicability area for COIN.

Conversely, the availability of emerging data plane programmability may enable new capabilities for Semantic Routing. As a distributed problem, Semantic Routing could be enabled by emerging programming frameworks that may be developed within the work of COIN, possibly leading to new ways of orchestrating and deploying distributed routing programs. Thus, the relationship between Semantic Routing and the COIN Research Group can be characterized as a symbiotic process of informing and enabling that may benefit both work areas.
7. Security Considerations

Semantic routing must give full consideration to the security and privacy issues that are introduced by these mechanisms. Placing additional information into packet header fields might reveal details of what the packet is for, what function the user is performing, who the user is, etc. Furthermore, in-flight modification of the additional information might not directly change the destination of the packet, but might change how the packet is handled within the network and at the destination.

It should also be considered how packet encryption techniques that are increasingly popular for end-to-end or edge-to-edge security may obscure the semantic information carried in some fields of the packet header or found deeper in the packet. This may render some semantic routing techniques impractical and may dictate other methods of carrying the necessary information to enable semantic routing.

8. IANA Considerations

This document makes no requests for IANA action.
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1. Introduction

This document defines a base YANG [RFC6020] [RFC7950] model for Quality of Service (QoS) configuration parameters. QoS base modules define the basic building blocks to define a classifier, policy, action and target. The base models are augmented to include packet match fields and action parameters to define the Differentiated Services (DiffServ) module. Queues and schedulers are stitched as
part of diffserv policy model. Separate models have been defined for creating Queue policy and Scheduling policy. The DiffServ model is based on DiffServ architecture, and various references have been made to available standard architecture documents.

DiffServ is a preferred approach for network service providers to offer services to different customers based on their network Quality-of-Service (QoS) objectives. The traffic streams are differentiated based on DiffServ Code Points (DSCP) carried in the IP header of each packet. The DSCP markings are applied by upstream node or by the edge router on entry to the DiffServ network.

The YANG modules in this document conform to the Network Management Datastore Architecture (NMDA) [RFC8342].

Tree diagrams used in this document follow the notation defined in [RFC8340]

1.1. Note to RFC Editor

Editorial Note: (To be removed by RFC Editor)

This draft contains several placeholder values that need to be replaced with finalized values at the time of publication. Please apply the following replacements:

* "XXXX" --> the assigned RFC value for this draft both in this draft and in the yang modules under the revision statement.

* The "revision" date in model, in the format XXXX-XX-XX, needs to be updated with the date the draft gets approved.

1.2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all capitals, as shown here.

1.3. Definitions and Acronyms

This document uses definitions and acronyms defined in Definitions of the Differentiated Services Field (DS Field) in the IPv4 and IPv6 Headers [RFC2474], An Architecture for Differentiated Services [RFC2475], and other documents. Here are some of them.
* Classifier: an entity which selects packets based on the content of packet headers according to defined rules.

* DiffServ: Differentiated Services enhancements to the Internet protocol are intended to enable scalable service discrimination in the Internet without the need for per-flow state and signaling at every hop. A variety of services may be built from a small, well-defined set of building blocks which are deployed in network nodes.

* DSCP: Differentiated Services Code Point

* Marking: the process of setting the DS codepoint in a packet based on defined rules; pre-marking, re-marking.

* Metering: the process of measuring the temporal properties (e.g., rate) of a traffic stream selected by a classifier. The instantaneous state of this process may be used to affect the operation of a marker, shaper, or dropper, and/or may be used for accounting and measurement purposes.

* Policing: the process of discarding packets (by a dropper) within a traffic stream in accordance with the state of a corresponding meter enforcing a traffic profile.

* RED: Random Early Detection

* Shaping: the process of delaying packets within a traffic stream to cause it to conform to some defined traffic profile.

* WRED: Weighted Random Early Detection

2. QoS Model Design

A classifier consists of packets which may be grouped when a logical set of rules are applied on different packet header fields. The grouping may be based on different values or range of values of same packet header field, presence or absence of some values or range of values of a packet field or a combination thereof. The QoS classifier is defined in the ietf-qos-classifier module.

A classifier entry contains one or more packet conditioning functions. A packet conditioning function is typically based on direction of traffic and may drop, mark or delay network packets. A set of classifier entries with corresponding conditioning functions when arranged in order of priority represents a QoS policy. A QoS policy may contain one or more classifier entries. These are defined in ietf-traffic-policy module.
Actions are configured in line with respect to the policy module. These include marking, dropping or shaping. Actions are defined in the ietf-qos-action module.

A meter qualifies if the traffic arrival rate is based on agreed upon rate and variability. A meter is modeled based on commonly used algorithms in industry, Single Rate Tri Color Marking (srTCM) [RFC2697] meter, Two Rate Tri Color Marking (trTCM) [RFC2698] meter, and Single Rate Two Color Marking meter. Different vendors can extend it with other types of meters as well.

QoS operational model include QoS policy applied to an interface in each direction of traffic. For each QoS policy applied to an interface the model further includes counters for associated Classifiers, Meters and Queues in a particular direction. To modularize and for reusability, grouping have been defined for various counters of classifier, Meters and Queues. The target is assumed to be interface but the groupings can be used for any other target type where QoS policy is applied.

3. DiffServ Model Design

DiffServ architecture [RFC3289] and [RFC2475] describe the architecture as a simple model where traffic entering a network is classified and possibly conditioned at the boundary of the network and assigned a different Behavior Aggregate (BA). Each BA is identified by a specific value of DSCP, and is used to select a Per Hop Behavior (PHB).

The packet classification policy identifies the subset of traffic which may receive a DiffServ by being conditioned or mapped. Packet classifiers select packets within a stream based on the content of some portion of the packet header. There are two types of classifiers, the BA classifier, and the Multi-Field (MF) classifier which selects packets based on a value which is combination of one or more header fields. In the ietf-diffserv module, this is realized by augmenting the QoS classification module.

Traffic conditioning includes metering, shaping and/or marking. A meter is used to measure the traffic against a given traffic profile. The traffic profile specifies the temporal property of the traffic. A packet that arrives is first determined to be in or out of the profile, which will result in the action of marked, dropped or shaped. This is realized in vendor specific modules based on the parameters defined in action module. The metering parameters are augmented to the QoS policy module when metering is defined inline, and to the metering template when metering profile is referred in policy module.
4. Modules Tree Structure

This document defines seven YANG modules - four QoS base modules, a scheduler policy module, a queuing policy module and one DiffServ module.

ietf-qos-classifier consists of classifier entries identified by a classifier entry name. Each entry MAY contain a list of filter entries. When no filter entry is present in a classifier entry, it matches all traffic.

An ietf-traffic-policy module contains list of policy objects identified by a policy name and policy type which MUST be provided. With different values of policy types, each vendor MAY define their own construct of policy for different QoS functionalities. Each vendor MAY augment classifier entry in a policy definition with a set of actions.

module: ietf-traffic-policy
  +--rw classifiers {classifier-template-feature}?
    |   +--rw classifier* [name]
    |       |   +--rw name                string
    |       |   +--rw description?        string
    |       |   +--rw filter-operation?   identityref
    |       |   +--rw filter* [type logical-not]
    |   ...  
  +--rw policies
    +--rw policy* [name type]
      |   +--rw name                string
      |   +--rw type                identityref
      |   +--rw description?        string
      |   +--rw classifier* [name]
      |   ...  

        +--rw qos-target-policy* [direction type]
        +--rw direction identityref
        +--rw type    identityref
        +--rw name    string

Figure 1: ietf-traffic-policy tree diagram

ietf-qos-action module contains grouping of set of QoS actions. These include metering, marking, dropping and shaping. Marking sets DiffServ codepoint value in the classified packet. Color-aware and Color-blind meters are augmented by vendor specific modules based on the parameters defined in action module.
module: ietf-qos-action
    +--rw meters
        +--rw meter* [name]
            +--rw name                              string
            +--rw (meter-type)?
                ...

Figure 2: ietf-qos-actions tree diagram

ietf-qos-target module contains reference of qos-policy and augments ietf-interfaces [RFC8343] module. A single policy of a particular policy-type can be applied on an interface in each direction of traffic. Policy-type is of type identity and is populated in a vendor specific manner. This way it provides greater flexibility for each vendor to define different policy types each with its own capabilities and restrictions.

Classifier, metering and queuing counters are associated with a target.

Diffserv module augments QoS classifier module. Many of the YANG types defined in [RFC6991] are represented as leafs in the classifier module.

Metering and marking actions are realized by augmenting the QoS policy-module. Any queuing, AQM and scheduling actions are part of vendor specific augmentation. Statistics are realized by augmenting the QoS target module.

Classifier statistics consist of list of classifier entries identified by a classifier entry name. Classifier counters include matched packets and bytes, and average rate of traffic matching a particular classifier.

Metering statistics consist of meters identified by an identifier. Metering counters include conform, exceed, violate, drop packets, and bytes.

Queuing counters include instantaneous, peak, average queue length, as well as output conform, exceed, tail drop packets and bytes.

Named statistics is defined as statistics which is tagged by a name. This could be aggregated or non-aggregated. Aggregated named statistics is defined as counters which are aggregated across classifier entries in a policy applied to an interface in a particular direction. Non-aggregated named statistics are counters of classifier, metering or queuing which have the same tag name but maintained separately.
module: ietf-diffserv

augment /policy:classifiers/policy:classifier/policy:filter:
  +--rw (filter-param)?
    +--:(dscp)
      |  +--rw dscp* [dscp-min dscp-max]
      |    ...
    +--:(source-ipv4-prefix)
      |  +--rw source-ipv4-prefix* [source-ipv4-prefix]
      |    ...
    +--:(destination-ipv4-prefix)
      |  +--rw destination-ipv4-prefix* [destination-ipv4-prefix]
      |    ...
    +--:(source-ipv6-prefix)
      |  +--rw source-ipv6-prefix* [source-ipv6-prefix]
      |    ...
    +--:(destination-ipv6-prefix)
      |  +--rw destination-ipv6-prefix* [destination-ipv6-prefix]
      |    ...
    +--:(source-port)
      |  +--rw source-port* [source-port-min source-port-max]
      |    ...
    +--:(destination-port)
      |  +--rw destination-port*
      |    [destination-port-min destination-port-max]
      |    ...
    +--:(protocol)
      |  +--rw protocol* [protocol-min protocol-max]
      |    ...
    +--:(traffic-group)
      +--rw traffic-group

augment /policy:policies/policy:policy/policy:classifier
  /policy:filter:
  +--rw (filter-params)?
    +--:(dscp)
      |  +--rw dscp* [dscp-min dscp-max]
      |    ...
    +--:(source-ipv4-prefix)
      |  +--rw source-ipv4-prefix* [source-ipv4-prefix]
      |    ...
    +--:(destination-ipv4-prefix)
      |  +--rw destination-ipv4-prefix* [destination-ipv4-prefix]
      |    ...
    +--:(source-ipv6-prefix)
      |  +--rw source-ipv6-prefix* [source-ipv6-prefix]
      |    ...
    +--:(destination-ipv6-prefix)
---rw destination-ipv6-prefix* [destination-ipv6-prefix]
...
+-:(source-port)
  ---rw source-port* [source-port-min source-port-max]
...
+-:(destination-port)
  ---rw destination-port* [destination-port-min destination-port-max]
...
+-:(protocol)
  ---rw protocol* [protocol-min protocol-max]
...
+-:(traffic-group)
  ---rw traffic-group
...
Figure 3: ietf-diffserv tree diagram
module: ietf-queue-policy
  +--rw queue
    +--rw name?  string
    +--rw queue
      +--rw priority
 |    ...
      +--rw min-rate
 |    ...
      +--rw max-rate
 |    ...
      +--rw algorithmic-drop
 |    ...

augment /policy:policies/policy/policy:policy:classifier
 /policy:filter:
  +--rw (filter-params)?
   +--:(traffic-group-name)
    +--rw traffic-group
    ...

augment /policy:policies/policy/policy/policy:classifier
 /policy:action/policy:action-params:
  +--:(queue-template-name)
   +--rw queue-reference
   |   +--rw queue-name  string
   +--:(queue-inline)
    +--rw queue
     +--rw priority
     |    ...
     +--rw min-rate
     |    ...
     +--rw max-rate
     |    ...
     +--rw algorithmic-drop
     |    ...

Figure 4: ietf-queue-policy tree diagram
module: ietf-scheduler-policy

augment /policy:policies/policy:policy/policy:classifier
    /policy:filter:
        +--rw (filter-params)?
        |     +--:(filter-match-all)
        |        +--rw match-all-cfg
        ...
    augment /policy:policies/policy:policy/policy:classifier
        /policy:action/policy:action-params:
            +--:(scheduler)
                |        +--rw scheduler
                |        |        +--rw min-rate
                |        |        |        ...
                |        |        +--rw max-rate
                |        ...
                |        +--:(queue-policy-name)
                |            +--rw queue-policy-name
                |            +--rw queue-policy    string

Figure 5: ietf-scheduler-policy tree diagram

module: ietf-qos-oper

augment /if:interfaces/if:interface:
    +--ro qos-interface-statistics
        +--ro stats-per-direction* []
            +--ro direction?    identityref
            +--ro policy-name?    string
            +--ro classifier-statistics* []
                ...
            +--ro named-statistics* []
                ...
            +--ro metering-statistics* []
                ...
            +--ro queueing-statistics* []
                ...

Figure 6: ietf-qos-oper tree diagram

5. Modules

Modules defined in this draft import definitions from "Common YANG Data Types" [RFC6991] and "A YANG Data Model for Interface Management" [RFC8343].

5.1. ietf-traffic-policy
<CODE BEGINS> file "ietf-traffic-policy@2022-07-08.yang"
module ietf-traffic-policy {
  yang-version 1.1;
  namespace "urn:ietf:params:xml:ns:yang:ietf-traffic-policy";
  prefix policy;

  import ietf-interfaces {
    prefix if;
  }
  import ietf-qos-action {
    prefix action;
  }

  organization
    "IETF Routing Area Working Group";

  contact
    "WG Web: <https://datatracker.ietf.org/wg/rtgwg/>
    WG List: <mailto:rtgwg@ietf.org>
    Editor: Aseem Choudhary
    <mailto:achoudhary@aviatrix.com>
    Editor: Mahesh Jethanandani
    <mailto:mjethanandani@gmail.com>";

  description
    "This module contains a collection of YANG definitions for
    configuring qos specification implementations.

  Copyright (c) 2021 IETF Trust and the persons identified as
  authors of the code. All rights reserved.

  Redistribution and use in source and binary forms, with or
  without modification, is permitted pursuant to, and subject
  to the license terms contained in, the Revised BSD License
  set forth in Section 4.c of the IETF Trust's Legal Provisions

  This version of this YANG module is part of RFC XXXX; see
  the RFC itself for full legal notices.";

  revision 2022-07-08 {
    description
      "Initial version";
    reference
      "RFC XXXX: YANG Models for Quality of Service (QoS).";
  }
</CODE BEGINS>
feature policy-inline-classifier-config {
    description "This feature allows classifier configuration directly under policy.";
}

feature classifier-template-feature {
    description "This feature allows classifier as template configuration in a policy.";
}

identity policy-type {
    description "This base identity type defines policy-types";
}

identity diffserv {
    base policy-type;
    description "This defines ip policy-type";
}

identity ipv4-diffserv {
    base policy-type;
    description "This defines ipv4 policy-type";
}

identity ipv6-diffserv {
    base policy-type;
    description "This defines ipv6 policy-type";
}

identity filter-type {
    description "This is identity of base filter-type";
}

identity dscp {
    base filter-type;
    description "Differentiated services code point filter-type";
}

identity source-ipv4-prefix {
    base filter-type;
    description "source ipv4 prefix filter-type";
}

identity destination-ipv4-prefix {
    base filter-type;
    description "destination ipv4 prefix filter-type";
}
identity source-ipv6-prefix {
    base filter-type;
    description
        "source ipv6 prefix filter-type";
}
identity destination-ipv6-prefix {
    base filter-type;
    description
        "destination ipv6 prefix filter-type";
}
identity source-port {
    base filter-type;
    description
        "source port filter-type";
}
identity destination-port {
    base filter-type;
    description
        "destination port filter-type";
}
identity protocol {
    base filter-type;
    description
        "protocol type filter-type";
}
identity traffic-group-name {
    base filter-type;
    description
        "traffic-group filter type";
}

identity match-filter-operation {
    description
        "filter match logical operation type";
}
identity match-all-filter {
    base match-filter-operation;
    description
        "Classifier entry filter logical AND operation";
}
identity match-any-filter {
    base match-filter-operation;
    description
        "Classifier entry filter logical OR operation";
}
identity direction {
    description

"This is identity of traffic direction";
}
identity inbound {
    base direction;
    description
        "Direction of traffic coming into the network entry";
}
identity outbound {
    base direction;
    description
        "Direction of traffic going out of the network entry";
}
grouping filters {
    description
        "Filters types in a Classifier entry";
    leaf type {
        type identityref {
            base filter-type;
        }
        description
            "This leaf defines type of the filter";
    }
    leaf logical-not {
        type boolean;
        description
            "This is logical-not operator for a filter. When true, it
             indicates filter looks for absence of a pattern defined
             by the filter.";
    }
}
grouping generic-classifier-attr {
    description
        "Classifier generic attributes like name, operation type"
    leaf name {
        type string;
        description
            "classifier entry name";
    }
    leaf description {
        type string;
        description
            "classifier entry description statement";
    }
    leaf filter-operation {
        type identityref {

base match-filter-operation;
}

default "match-all-filter";
description
  "Filters are applicable as match-any or match-all filters";
}

grouping inline-attr {
  description
    "attributes of inline classifier in a policy";
  leaf inline {
    type boolean;
    default "false";
    description
      "Indication of inline classifier entry";
  }
  leaf filter-operation {
    type identityref {
      base match-filter-operation;
    }
    default "match-all-filter";
    description
      "Filters are applicable as match-any or match-all filters";
  }
}

grouping generic-policy-attr {
  description
    "Policy Attributes";
  leaf name {
    type string;
    description
      "policy name";
  }
  leaf type {
    type identityref {
      base policy-type;
identity action-type {
    description
        "This base identity type defines action-types";
}

identity dscp-marking {
    base action-type;
    description
        "dscp marking action type";
}

identity meter-inline {
    base action-type;
    description
        "meter-inline action type";
}

identity meter-reference {
    base action-type;
    description
        "meter reference action type";
}

identity queue {
    base action-type;
    description
        "queue action type";
}

identity scheduler {
    base action-type;
    description
        "scheduler action type";
}

identity discard {
    base action-type;
    description
        "discard action type";
}

identity child-policy {
    if-feature action:child-policy-feature;
    base action-type;
    description
        "child-policy type";
}
"child-policy action type";
}

identity count {
    if-feature action:count-feature;
    base action-type;
    description
        "count action type";
}

identity named-counter {
    if-feature action:named-counter-feature;
    base action-type;
    description
        "name counter action type";
}

grouping classifier-action-entry {
    description
        "List of Configuration of classifier & associated actions";
    list action {
        key "type";
        ordered-by user;
        description
            "Configuration of classifier & associated actions";
        leaf type {
            type identityref {
                base action-type;
            }
            description
                "This defines action type ";
        }
        choice action-params {
            description
                "Choice of action types";
        }
    }
}

container classifiers {
    if-feature classifier-template-feature;
    description
        "list of classifier entry";
    list classifier{
        key "name";
        description
            "each classifier entry contains a list of filters";
        uses generic-classifier-attr;
    list filter {
        key "type logical-not";
        uses filters;
description
  "Filter entry configuration";
};
}
}
} container policies{
  description
    "list of policy templates";
  list policy{
    key "name type";
    description
      "policy template";
    uses generic-policy-attr;
    list classifier{
      key "name";
      ordered-by user;
      description
        "Classifier entry configuration in a policy";
      leaf name {
        type string;
        description
          "classifier entry name";
      }
      uses inline-attr;
      uses classifier-action-entry;
    }
  }
};
} augment "/if:interfaces/if:interface" {
  description
    "Augments Diffserv Target Entry to Interface module";
  list qos-target-policy {
    key "direction type";
    description
      "policy target for inbound or outbound direction";
    leaf direction {
      type identityref {
        base direction;
      }
      description
        "Direction of the traffic flow either inbound or outbound";
    }
    leaf type {
      type identityref {
        base policy-type;
      }
      description
        "Policy entry type";
    }
  }
}
5.2. ietf-qos-action

<CODE BEGINS>
file "ietf-qos-action@2022-07-08.yang"
module ietf-qos-action {
    yang-version 1.1;
    prefix action;

    import ietf-inet-types {
        prefix inet;
        reference "RFC 6991: Common YANG Data Types";
    }

    organization
        "IETF Routing Area Working Group";

    contact
        "WG Web: <https://datatracker.ietf.org/wg/rtgwg/>
            WG List: <mailto:rtgwg@ietf.org>
            Editor: Aseem Choudhary
            <mailto:achoudhary@aviatrix.com>
            Editor: Mahesh Jethanandani
            <mailto:mjethanandani@gmail.com>"

    description
        "This module contains a collection of YANG definitions for
        configuring qos specification implementations.

        Copyright (c) 2021 IETF Trust and the persons identified as
        authors of the code. All rights reserved.

        Redistribution and use in source and binary forms, with or

Figure 7: ietf-traffic-policy module
revision 2022-07-08 {
  description
    "Initial version";
  reference
    "RFC XXXX: YANG Models for Quality of Service (QoS).";
}

feature child-policy-feature {
  description
    "This feature allows configuration of hierarchical policy.";
}

feature count-feature {
  description
    "This feature allows action configuration to enable
counter in a classifier";
}

feature named-counter-feature {
  description
    "This feature allows action configuration to enable
named counter in a classifier";
}

identity rate-unit-type {
  description
    "base rate-unit type";
}

identity bits-per-second {
  base rate-unit-type;
  description
    "bits per second identity";
}

identity kilo-bits-per-second {
  base rate-unit-type;
  description
    "kilo bits per second identity";
}

identity mega-bits-per-second {
  base rate-unit-type;
  description
    "mega bits per second identity";
}
identity giga-bits-per-second {
  base rate-unit-type;
  description    "mega bits per second identity";
}
identity percent {
  base rate-unit-type;
  description    "percentage";
}
identity burst-unit-type {
  description    "base burst-unit type";
}
identity bytes {
  base burst-unit-type;
  description    "bytes";
}
identity kilo-bytes {
  base burst-unit-type;
  description    "kilo bytes";
}
identity mega-bytes {
  base burst-unit-type;
  description    "mega bytes";
}
identity millisecond {
  base burst-unit-type;
  description    "milli seconds";
}
identity microsecond {
  base burst-unit-type;
  description    "micro seconds";
}
identity red-threshold-unit {
  description    "base red-unit type";
}
identity red-threshold-bytes {
  base red-threshold-unit;
  description    "bytes";
identity red-threshold-kb {
    base red-threshold-unit;
    description "kilo bytes";
}

identity red-threshold-mb {
    base red-threshold-unit;
    description "mega bytes";
}

identity red-threshold-ms {
    base red-threshold-unit;
    description "milli seconds";
}

identity red-threshold-us {
    base red-threshold-unit;
    description "micro seconds";
}

identity red-threshold-pc {
    base red-threshold-unit;
    description "per-centage";
}

identity red-threshold-pt {
    base red-threshold-unit;
    description "per-thousand";
}

identity red-threshold-pm {
    base red-threshold-unit;
    description "per-million";
}

identity wred-color-type {
    description "base wred color type";
}

identity wred-color-dscp {
    base wred-color-type;
    description "dscp wred color type";
}

identity probability-unit {
    description "base probability unit type";
}
identity probability-pc {
    base probability-unit;
    description
        "probability in percentage";
}

identity probability-pt {
    base probability-unit;
    description
        "probability in per thousand";
}

identity probability-pm {
    base probability-unit;
    description
        "probability in per million";
}

identity probability-denominator {
    base probability-unit;
    description
        "probability value is denominator value
        while numerator is always 1";
}

identity meter-type {
    description
        "This base identity type defines meter types";
}

identity one-rate-two-color-meter-type {
    base meter-type;
    description
        "one rate two color meter type";
}

identity one-rate-tri-color-meter-type {
    base meter-type;
    description
        "one rate three color meter type";
}

identity two-rate-tri-color-meter-type {
    base meter-type;
    description
        "two rate three color meter action type";
}

identity drop-type {
    description
        "drop algorithm";
}

identity tail-drop {
    base drop-type;
description "tail drop algorithm";
}

identity red {
  base drop-type;
  description "Random Early Detect drop algorithm";
}

identity wred {
  base drop-type;
  description "Weighted Random Early Detect drop algorithm";
}

identity conform-2color-meter-action-type {
  description "action type in a meter";
}

identity exceed-2color-meter-action-type {
  description "action type in a meter";
}

identity conform-3color-meter-action-type {
  description "action type in a meter";
}

identity exceed-3color-meter-action-type {
  description "action type in a meter";
}

identity violate-3color-meter-action-type {
  description "action type in a meter";
}

grouping rate-value-unit {
  leaf rate-value {
    type uint64;
    description "rate value";
  }
  leaf rate-unit {
    type identityref {
      base rate-unit-type;
    }
    description "rate unit";
  }
}
description
"rate value and unit grouping";
}
grouping burst {
    description
"burst value and unit configuration";
    leaf burst-value {
        type uint64;
        description
"burst value";
    }
    leaf burst-unit {
        type identityref {
            base burst-unit-type;
        }
        description
"burst unit";
    }
}

grouping threshold {
    description
"Threshold Parameters";
    container threshold {
        description
"threshold";
        choice threshold-type {
            case size {
                leaf threshold-size {
                    type uint64;
                    units "bytes";
                    description
"Threshold size";
                }
            }
            case interval {
                leaf threshold-interval {
                    type uint64;
                    units "microsecond";
                    description
"Threshold interval";
                }
            }
        description
"Choice of threshold type";
    }
}
grouping drop {
  container drop {
    leaf drop-action {
      type empty;
      description
        "always drop algorithm";
    }
    description
      "the drop action";
  }
  description
    "always drop grouping";
}

grouping queuelimit {
  container qlimit-thresh {
    uses threshold;
    description
      "the queue limit";
  }
  description
    "the queue limit beyond which queue will not hold any packet";
}

grouping conform-2color-meter-action-params {
  description
    "meter action parameters";
  list conform-2color-meter-action-params {
    key "conform-2color-meter-action-type";
    ordered-by user;
    description
      "Configuration of basic-meter & associated actions";
    leaf conform-2color-meter-action-type {
      type identityref {
        base conform-2color-meter-action-type;
      }
      description
        "meter action type";
    }
    choice conform-2color-meter-action-val {
      description
        " meter action based on choice of meter action type";
    }
  }
}

grouping exceed-2color-meter-action-params {
  description

"meter action parameters";
list exceed-2color-meter-action-params {
    key "exceed-2color-meter-action-type";
    ordered-by user;
    description
        "Configuration of basic-meter & associated actions";
    leaf exceed-2color-meter-action-type {
        type identityref {
            base exceed-2color-meter-action-type;
        }
        description
            "meter action type";
    }
    choice exceed-2color-meter-action-val {
        description
            " meter action based on choice of meter action type";
    }
}

grouping conform-3color-meter-action-params {
    description
        "meter action parameters";
    list conform-3color-meter-action-params {
        key "conform-3color-meter-action-type";
        ordered-by user;
        description
            "Configuration of basic-meter & associated actions";
        leaf conform-3color-meter-action-type {
            type identityref {
                base conform-3color-meter-action-type;
            }
            description
                "meter action type";
        }
        choice conform-3color-meter-action-val {
            description
                " meter action based on choice of meter action type";
        }
    }
}

grouping exceed-3color-meter-action-params {
    description
        "meter action parameters";
    list exceed-3color-meter-action-params {
        key "exceed-3color-meter-action-type";
    }
}

ordered-by user;

description
  "Configuration of basic-meter & associated actions";
leaf exceed-3color-meter-action-type {
  type identityref {
    base exceed-3color-meter-action-type;
  }
  description
    "meter action type";
}
choice exceed-3color-meter-action-val {
  description
    " meter action based on choice of meter action type";
}
}
}

grouping violate-3color-meter-action-params {
  description
    "meter action parameters";
list violate-3color-meter-action-params {
  key "violate-3color-meter-action-type";
  ordered-by user;
  description
    "Configuration of basic-meter & associated actions";
leaf violate-3color-meter-action-type {
  type identityref {
    base violate-3color-meter-action-type;
  }
  description
    "meter action type";
}
choice violate-3color-meter-action-val {
  description
    " meter action based on choice of meter action type";
}
}
}

grouping one-rate-two-color-meter {
  container one-rate-two-color-meter {
    description
      "single rate two color marker meter";
    leaf committed-rate-value {
      type uint64;
      description
        "committed rate value";
    }
  }
}
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leaf committed-rate-unit {
    type identityref {
        base rate-unit-type;
    }
    description
        "committed rate unit";
}
leaf committed-burst-value {
    type uint64;
    description
        "burst value";
}
leaf committed-burst-unit {
    type identityref {
        base burst-unit-type;
    }
    description
        "committed burst unit";
}
container conform-action {
    uses conform-2color-meter-action-params;
    description
        "conform action";
}
container exceed-action {
    uses exceed-2color-meter-action-params;
    description
        "exceed action";
}
}
description
    "single rate two color marker meter attributes";
}
grouping one-rate-tri-color-meter {
    container one-rate-tri-color-meter {
        description
            "single rate three color meter";
        leaf committed-rate-value {
            type uint64;
            description
                "meter rate";
        }
        leaf committed-rate-unit {
            type identityref {
                base rate-unit-type;
            }
            description
        }
"committed rate unit";
}
leaf committed-burst-value {
    type uint64;
    description
    "committed burst size";
}
leaf committed-burst-unit {
    type identityref {
        base burst-unit-type;
    }
    description
    "committed burst unit";
}
leaf excess-burst-value {
    type uint64;
    description
    "excess burst size";
}
leaf excess-burst-unit {
    type identityref {
        base burst-unit-type;
    }
    description
    "excess burst unit";
}
container conform-action {
    uses conform-3color-meter-action-params;
    description
    "conform, or green action";
}
container exceed-action {
    uses exceed-3color-meter-action-params;
    description
    "exceed, or yellow action";
}
container violate-action {
    uses violate-3color-meter-action-params;
    description
    "violate, or red action";
}
}

description
"one-rate-tri-color-meter attributes";


grouping two-rate-tri-color-meter {
    container two-rate-tri-color-meter {

description "two rate three color meter";
leaf committed-rate-value {
    type uint64;
    units "bits-per-second";
    description "committed rate";
}
leaf committed-rate-unit {
    type identityref {
        base rate-unit-type;
    }
    description "committed rate unit";
}
leaf committed-burst-value {
    type uint64;
    description "committed burst size";
}
leaf committed-burst-unit {
    type identityref {
        base burst-unit-type;
    }
    description "committed burst unit";
}
leaf peak-rate-value {
    type uint64;
    description "peak rate";
}
leaf peak-rate-unit {
    type identityref {
        base rate-unit-type;
    }
    description "committed rate unit";
}
leaf peak-burst-value {
    type uint64;
    description "committed burst size";
}
leaf peak-burst-unit {
    type identityref {
        base burst-unit-type;
    }
description
    "peak burst unit";
}
container conform-action {
    uses conform-3color-meter-action-params;
    description
    "conform, or green action";
}
container exceed-action {
    uses exceed-3color-meter-action-params;
    description
    "exceed, or yellow action";
}
container violate-action {
    uses violate-3color-meter-action-params;
    description
    "exceed, or red action";
}
}

description
    "two-rate-tri-color-meter attributes";
}


grouping meter {
    choice meter-type {
        case one-rate-two-color-meter-type {
            uses one-rate-two-color-meter;
            description
            "basic meter";
        }
        case one-rate-tri-color-meter-type {
            uses one-rate-tri-color-meter;
            description
            "one rate tri-color meter";
        }
        case two-rate-tri-color-meter-type {
            uses two-rate-tri-color-meter;
            description
            "two rate tri-color meter";
        }
    description
        "meter action based on choice of meter action type";
    }
    description
        "meter attributes";
}

container meters {

list meter {
    key "name";
    description "meter entry template";
    leaf name {
        type string;
        description "meter identifier";
    }
    uses meter;
}

grouping meter-reference {
    container meter {
        leaf name {
            type string;
            mandatory true;
            description "This leaf defines name of the meter referenced";
        }
        leaf type {
            type identityref {
                base meter-type;
            }
            mandatory true;
            description "This leaf defines type of the meter";
        }
        description "meter reference name";
        description "meter reference";
    }

grouping count {
    container count {
        if-feature count-feature;
        leaf count-action {
            type empty;
            description "count action";
        }
        description "the count action";
    }
grouping named-counter {
  container named-counter {
    if-feature named-counter-feature;
    leaf count-name-action {
      type string;
      description
      "count action";
    }
    description
    "the count action";
    description
    "the count action grouping";
  }
}

grouping discard {
  container discard {
    leaf discard {
      type empty;
      description
      "discard action";
    }
    description
    "discard action";
    description
    "discard grouping";
  }
}

grouping priority {
  container priority {
    leaf priority-level {
      type uint8;
      description
      "priority level";
    }
    description
    "priority attributes";
    description
    "priority attributes grouping";
  }
  grouping min-rate {

container min-rate {
  uses rate-value-unit;
  description
    "min guaranteed bandwidth";
}
description
  "minimum rate grouping";
}
grouping dscp-marking {
  container dscp {
    leaf dscp {
      type inet:dscp;
      description
        "dscp marking";
    }
    description
      "dscp marking container";
  }
  description
    "dscp marking grouping";
}
grouping traffic-group-marking {
  container traffic-group {
    leaf traffic-group {
      type string;
      description
        "traffic group marking";
    }
    description
      "traffic group marking container";
  }
  description
    "traffic group marking grouping";
}
grouping child-policy {
  container child-policy {
    if-feature child-policy-feature;
    leaf policy-name {
      type string;
      description
        "Hierarchical Policy";
    }
    description
      "Hierarchical Policy configuration container";
  }
  description
    "Grouping of Hierarchical Policy configuration";
}
grouping max-rate {
  container max-rate {
    uses rate-value-unit;
    uses burst;
    description
      "maximum rate attributes container";
  }
  description
    "maximum rate attributes";
}

grouping red-config-parameters {
  leaf min-threshold-val {
    type uint64;
    description
      "minimum value of red threshold";
  }
  leaf min-threshold-unit {
    type identityref {
      base red-threshold-unit;
    }
    description
      "unit of minimum red threshold";
  }
  leaf max-threshold-val {
    type uint64;
    description
      "maximum value of red threshold";
  }
  leaf max-threshold-unit {
    type identityref {
      base red-threshold-unit;
    }
    description
      "unit of maximum red threshold";
  }
  leaf weight {
    type uint8;
    description
      "the decay factor for the average queue size calculation. the numbers are 2's exponent";
  }
  leaf max-probability-val {
    type uint64;
    description
      "value of maximum probability value. this value need be interpreted along with max-probability-unit";
  }
  leaf max-probability-unit {

type identityref {
    base probability-unit;
}

description
"probability unit type as defined
by probability-unit";

description
"Random Early Detect Configuration Parameters";

grouping queue {
    container queue {
        uses priority;
        uses min-rate;
        uses max-rate;
        container algorithmic-drop {
            choice drop-algorithm {
                case tail-drop {
                    container tail-drop {
                        leaf tail-drop {
                            type empty;
                            description
"tail drop algorithm";
                        }
                        description
"Tail Drop configuration container";
                    }
                    description
"Tail Drop choice";
                }
                case red {
                    container red {
                        uses red-config-parameters;
                        leaf ecn-enabled {
                            type boolean;
                            default "false";
                            description
"ecn is enabled on the queue";
                        }
                        description
"Random Early Detect configuration";
                    }
                    description
"Random Early Detect configuration";
                }
                case wred {
                    container wred {
                        list wred {
                            key "profile";
                            leaf profile {

type uint8;
description
"profile id of each wred profile";
}
leaf color-type {
  type identityref {
    base wred-color-type;
  }
description
"wred color-type of each profile";
}
list color-val {
  key "min max";
  leaf min {
    type uint8;
    description
    "minimum value of color types";
  }
  leaf max {
    type uint8;
    description
    "maximum value of color types";
  }
description
"list of color markings which constitute
a traffic profile";
}
uses red-config-parameters;
description
"list of RED profiles each with its own
threshold values";
}
leaf ecn-enabled {
  type boolean;
  default "false";
  description
  "ecn is enabled on the queue";
}
description
"Weighted Random Early Detect configuration";
}
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Figure 8: ietf-qos-actions module

5.3. ietf-diffserv

<CODE BEGINS>
file "ietf-diffserv@2022-07-08.yang"
module ietf-diffserv {
  yang-version 1.1;
  namespace "urn:ietf:params:xml:ns:yang:ietf-diffserv";
  prefix diffserv;

  import ietf-traffic-policy {
    prefix policy;
  }
  import ietf-qos-action {
    prefix action;
  }
  import ietf-inet-types {
    prefix inet;
  }

  organization
    "IETF Routing Area Working Group";

  contact
    "WG Web:  <https://datatracker.ietf.org/wg/rtgwg/>"
    "WG List:  <mailto:rtgwg@ietf.org>
    "Editor:   Aseem Choudhary
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This module contains a collection of YANG definitions for configuring diffserv specification implementations.

Copyright (c) 2021 IETF Trust and the persons identified as authors of the code. All rights reserved.

Redistribution and use in source and binary forms, with or without modification, is permitted pursuant to, and subject to the license terms contained in, the Revised BSD License set forth in Section 4.c of the IETF Trust’s Legal Provisions Relating to IETF Documents (http://trustee.ietf.org/license-info).

This version of this YANG module is part of RFC XXXX; see the RFC itself for full legal notices.

revision 2022-07-08 {
    description "Initial version";
    reference "RFC XXXX: A YANG Model for Quality of Service (QoS)";
}

identity meter-type {
    description "This base identity type defines meter types";
}

identity one-rate-two-color-meter-type {
    base meter-type;
    description "one rate two color meter type";
}

identity one-rate-tri-color-meter-type {
    base meter-type;
    description "one rate three color meter type";
}

identity two-rate-tri-color-meter-type {
    base meter-type;
    description "two rate three color meter action type";
}

grouping dscp {


list dscp {
    key "dscp-min dscp-max";
    description
        "list of dscp ranges";
    leaf dscp-min {
        type inet:dscp;
        description
            "Minimum value of dscp min-max range";
    }
    leaf dscp-max {
        type inet:dscp;
        must ". > = ../dscp-min" {
            error-message
                "The dscp-max must be greater than or equal to dscp-min";
        }
        description
            "maximum value of dscp min-max range";
    }
}

description
    "Filter grouping containing list of dscp ranges";

grouping source-ipv4-prefix {
    list source-ipv4-prefix {
        key "source-ipv4-prefix";
        description
            "list of source ipv4 prefix";
        leaf source-ipv4-prefix {
            type inet:ipv4-prefix;
            description
                "source ipv4 prefix";
        }
    }
}

description
    "Filter grouping containing list of source ipv4 prefixes";

grouping destination-ipv4-prefix {
    list destination-ipv4-prefix {
        key "destination-ipv4-prefix";
        description
            "list of destination ipv4 prefix";
        leaf destination-ipv4-prefix {
            type inet:ipv4-prefix;
            description
                "destination ipv4 prefix";
        }
    }
}

description
"Filter grouping containing list of destination ipv4 prefix"
}
grouping source-ipv6-prefix {
    list source-ipv6-prefix {
        key "source-ipv6-prefix";
        description
            "list of source ipv6 prefix";
        leaf source-ipv6-prefix {
            type inet:ipv6-prefix;
            description
                "source ipv6 prefix";
        }
    }
}
description
    "Filter grouping containing list of source ipv6 prefixes"
}
grouping destination-ipv6-prefix {
    list destination-ipv6-prefix {
        key "destination-ipv6-prefix";
        description
            "list of destination ipv6 prefix";
        leaf destination-ipv6-prefix {
            type inet:ipv6-prefix;
            description
                "destination ipv6 prefix";
        }
    }
}
description
    "Filter grouping containing list of destination ipv6 prefix"
}
grouping source-port {
    list source-port {
        key "source-port-min source-port-max";
        description
            "list of ranges of source port";
        leaf source-port-min {
            type inet:port-number;
            description
                "minimum value of source port range";
        }
        leaf source-port-max {
            type inet:port-number;
            must ". >= ../source-port-min" {
                error-message
                    "The source-port-max must be greater than or equal to source-port-min";
            }
        }
    }
}
description
"maximum value of source port range";
}
}
description
"Filter grouping containing list of source port ranges";
)
grouping destination-port {
list destination-port {
  key "destination-port-min destination-port-max";
  description
"list of ranges of destination port";
  leaf destination-port-min {
    type inet:port-number;
    description
"minimum value of destination port range";
  }
  leaf destination-port-max {
    type inet:port-number;
    must ". >= ../destination-port-min" {
      error-message
"The destination-port-max must be greater than or equal to
   destination-port-min";
    }
    description
"maximum value of destination port range";
  }
}
description
"Filter grouping containing list of destination port ranges";
)
grouping protocol {
list protocol {
  key "protocol-min protocol-max";
  description
"list of ranges of protocol values. Protocol refers to the
value in the protocol field of the ipv4 header and value
in the 'next-header' field of ipv6 header. In ipv6 header,
'next-header' field indicates first extension header or the
protocol in the 'upper-layer' header."
reference
"RFC 791: Internet Protocol
RFC 8200: Internet Protocol, Version 6 (IPv6)
Specification";
  leaf protocol-min {
    type uint8 {
      range "0..255";
    }
    description
"minimum value of protocol range";
  }
  leaf protocol-max {
    type uint8 {
      range "0..255";
    }
    description
"maximum value of protocol range";
  }
}
"maximum value of protocol range";
}
"minimum value of protocol range";
}
leaf protocol-max {
  type uint8 {
    range "0..255";
  }
  must ". >= ./protocol-min" {
    error-message
    "The protocol-max must be greater than or equal to protocol-min";
  }
  description
  "maximum value of protocol range";
}
}
description
"Filter grouping containing list of Protocol ranges";
} grouping traffic-group {
  container traffic-group {
    leaf traffic-group-name {
      type string ;
      description
      "This leaf defines name of the traffic group referenced";
    }
    description
    "traffic group container";
  }
  description
  "traffic group grouping";
}

augment "/policy:classifiers/policy:classifier" +
"/policy:filter" {
  choice filter-param {
    description
    "Choice of filter types";
    case dscp {
      uses dscp;
      description
      "Filter containing list of dscp ranges";
    }
    case source-ipv4-prefix {
      uses source-ipv4-prefix;
      description
      "Filter containing list of source ipv4 prefixes";
    }
    case destination-ipv4-prefix {

uses destination-ipv4-prefix;
description
  "Filter containing list of destination ipv4 prefix";
}
case source-ipv6-prefix {
  uses source-ipv6-prefix;
description
  "Filter containing list of source ipv6 prefixes";
}
case destination-ipv6-prefix {
  uses destination-ipv6-prefix;
description
  "Filter containing list of destination ipv6 prefix";
}
case source-port {
  uses source-port;
description
  "Filter containing list of source-port ranges";
}
case destination-port {
  uses destination-port;
description
  "Filter containing list of destination-port ranges";
}
case protocol {
  uses protocol;
description
  "Filter Type Protocol";
}
case traffic-group {
  uses traffic-group;
description
  "Filter Type traffic-group";
}
}
description
  "augments diffserv filters to qos classifier";
}
augment "/policy:policies/policy:policy/policy:classifier" +
  "/policy:filter" {
  when "./.policy:type = 'diffserv:ipv4-diffserv-policy-type' or
    ./.policy:type = 'diffserv:ipv6-diffserv-policy-type' or
    ./.policy:type = 'diffserv:diffserv-policy-type'" {
    description
      "If policy type is v4, v6 or default diffserv, this filter can be used.";
  }
}
description
        "Choice of action types";
    case dscp {
        uses dscp;
        description
            "Filter containing list of dscp ranges";
    }
    case source-ipv4-prefix {
        when "/policy:policies/policy:policy/policy/type != " +
            "'diffserv:ipv6-diffserv-policy-type'" {
            description
                "If policy type is v6, this filter cannot be used.";
        }
        uses source-ipv4-prefix;
        description
            "Filter containing list of source ipv4 prefixes";
    }
    case destination-ipv4-prefix {
        when "/policy:policies/policy:policy/policy/type != " +
            "'diffserv:ipv6-diffserv-policy-type'" {
            description
                "If policy type is v6, this filter cannot be used.";
        }
        uses destination-ipv4-prefix;
        description
            "Filter containing list of destination ipv4 prefix";
    }
    case source-ipv6-prefix {
        when "/policy:policies/policy:policy/policy/type != " +
            "'diffserv:ipv4-diffserv-policy-type'" {
            description
                "If policy type is v4, this filter cannot be used.";
        }
        uses source-ipv6-prefix;
        description
            "Filter containing list of source ipv6 prefixes";
    }
    case destination-ipv6-prefix {
        when "/policy:policies/policy:policy/policy/type != " +
            "'diffserv:ipv4-diffserv-policy-type'" {
            description
                "If policy type is v4, this filter cannot be used.";
        }
        uses destination-ipv6-prefix;
        description
            "Filter containing list of destination ipv6 prefix";
    }
    case source-port {

uses source-port;
description
  "Filter containing list of source-port ranges";
}
case destination-port {
  uses destination-port;
description
  "Filter containing list of destination-port ranges";
}
case protocol {
  uses protocol;
description
  "Filter Type Protocol";
}
case traffic-group {
  uses traffic-group;
description
  "Filter Type traffic-group";
}
}
description
  "Augments Diffserv Classifier with common filter types";
}
  when ".//..//policy:type = 'diffserv:ipv4-diffserv-policy-type' or 
  "./..//policy:type = 'diffserv:ipv6-diffserv-policy-type' or 
  "./..//policy:type = 'diffserv:diffserv-policy-type' " {
    description
      "If policy type is v4, v6 or default diffserv, 
      these actions can be used.";
  }
description
  "Augments Diffserv Policy with action configuration";
}
case dscp-marking {
  uses action:dscp-marking;
}
case meter-inline {
  uses action:meter;
}
case meter-reference {
  uses action:meter-reference;
}
case traffic-group-marking {
  uses action:traffic-group-marking;
}
case child-policy {
if-feature action:child-policy-feature;
    uses action:child-policy;
}
case count {
    if-feature action:count-feature;
    uses action:count;
}
case named-count {
    if-feature action:named-counter-feature;
    uses action:named-counter;
}
case queue-inline {
    uses action:queue;
}
case scheduler-inline {
    uses action:scheduler;
}
}

<CODE ENDS>

Figure 9: ietf-diffserv module

5.4. ietf-queue-policy

<CODE BEGINS>
file "ietf-queue-policy@2022-07-08.yang"
module ietf-queue-policy {
    yang-version 1.1;
    prefix queue-policy;

    import ietf-traffic-policy {
        prefix policy;
    }
    import ietf-qos-action {
        prefix action;
    }
    import ietf-diffserv {
        prefix diffserv;
    }

    organization
    "IETF Routing Area Working Group";

    contact
    "WG Web:  <https://datatracker.ietf.org/wg/rtgwg/>
    WG List:  <mailto:rtgwg@ietf.org>"
description
"This defines queue policy-type";
}

augment "/policy:policies/policy:policy/policy:classifier" + 
"/policy:filter" {
when "./../policy:type = 'queue-policy:queue-policy-type'" {
  description
  "If policy type is queue policy, this filter can be used.";
}
choice filter-params {
  description
  "Choice of action types";
  case traffic-group-name {
    uses diffserv:traffic-group;
    description
    "traffic group name";
  }
description
  "Augments Queue policy Classifier with common filter types";
}

identity queue-template-name {
  base policy:action-type;
  description
    "queue template name";
}

grouping queue-reference {
  container queue-reference {
    leaf queue-name {
      type string;
      mandatory true;
      description
        "This leaf defines name of the queue template referenced";
    }
    description
      "queue template reference";
  }
  description
    "queue template reference grouping";
}

container queue {
  description
    "Queue template";
  leaf name {
    type string;
    description
      "A unique name identifying this queue template";
  }
  uses action:queue;
}

augment "/policy:policies/policy:policy/policy:classifier" + 
  "/policy:action/policy:action-params" {
  when ".../../policy:type = 'queue-policy:queue-policy-type'" { 
    description
      "queue policy actions.";
  }
  case queue-template-name {
    uses queue-reference;
  }
  case queue-inline {
    uses action:queue;
  }
5.5. ietf-scheduler-policy

<CODE BEGINS>
file "ietf-scheduler-policy@2022-07-08.yang"
module ietf-scheduler-policy {
  yang-version 1.1;
  prefix scheduler-policy;

  import ietf-traffic-policy {
    prefix policy;
  }
  import ietf-qos-action {
    prefix action;
  }

  organization
    "IETF Routing Area Working Group";

  contact
    "WG Web:  <https://datatracker.ietf.org/wg/rtgwg/>
    WG List:  <mailto:rtgwg@ietf.org>
    Editor:   Aseem Choudhary
              <mailto:achoudhary@aviatrix.com>
    Editor:   Mahesh Jethanandani
              <mailto:mjethanandani@gmail.com>";

  description
    "This module contains a collection of YANG definitions for
     configuring diffserv specification implementations.

     Copyright (c) 2021 IETF Trust and the persons identified as
     authors of the code.  All rights reserved.

     Redistribution and use in source and binary forms, with or
     without modification, is permitted pursuant to, and subject
     to the license terms contained in, the Revised BSD License
     set forth in Section 4.c of the IETF Trust’s Legal Provisions
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identity scheduler-policy-type {
  base policy:policy-type;
  description
    "This defines scheduler policy-type";
}

identity filter-match-all {
  base policy:filter-type;
  description
    "Traffic-group filter type";
}

grouping filter-match-all {
  container match-all-cfg {
    leaf match-all-action {
      type empty;
      description
        "match all packets";
    }
    description
      "the match-all action";
  }
  description
    "the match-all filter grouping";
}

augment "/policy:policies/policy:policy/policy:classifier" +
  "/policy:filter" {
  when ".../policy:type =" +
    "scheduler-policy:scheduler-policy-type" {
    description
      "Only when policy type is scheduler-policy";
  }
  choice filter-params {
    description

"Choice of action types";
case filter-match-all {
   uses filter-match-all;
   description
      "filter match-all";
}
}
description
   "Augments Queue policy Classifier with common filter types";
}

identity queue-policy-name {
   base policy:action-type;
   description
      "queue policy name";
}

grouping queue-policy-name-cfg {
   container queue-policy-name {
      leaf queue-policy {
         type string ;
         mandatory true;
         description
            "This leaf defines name of the queue-policy";
      }
      description
         "container for queue-policy name";
   }
   description
      "queue-policy name grouping";
}

augment "/policy:policies/policy:policy/policy:classifier" +
   "/policy:action/policy:action-params" {
      when ".../policy:policy:policy:classifier" +
         "scheduler-policy:scheduler-policy-type" {
            description
               "Only when policy type is scheduler-policy";
         }
      case scheduler {
         uses action:scheduler;
      }
      case queue-policy-name {
         uses queue-policy-name-cfg;
      }
      description
         "augments scheduler template reference to scheduler policy";
   }
5.6.  ietf-qos-oper

<CODE BEGINS>
file "ietf-qos-oper@2022-07-08.yang"
module ietf-qos-oper {
  yang-version 1.1;
  prefix oper;

  import ietf-yang-types {
    prefix yang;
    reference
     "RFC 6991:Common YANG Data Types";
  }
  import ietf-interfaces {
    prefix if;
    reference
     "RFC8343: A YANG Data Model for Interface Management";
  }

  organization "IETF RTG (Routing Area) Working Group";

  contact
    "WG Web:  <http://tools.ietf.org/wg/rtgwg/>";
  WG List:  <mailto:rtgwg@ietf.org>
    "Editor:   Aseem Choudhary"
    <mailto:achoudhary@aviatrix.com>
    "Editor:   Mahesh Jethanandani"
    <mailto:mjethanandani@gmail.com>"

  description
    "This module contains a collection of YANG definitions for
qos operational specification.

  Copyright (c) 2021 IETF Trust and the persons identified as
authors of the code. All rights reserved.

  Redistribution and use in source and binary forms, with or
without modification, is permitted pursuant to, and subject
to the license terms contained in, the Revised BSD License
set forth in Section 4.c of the IETF Trust’s Legal Provisions
Relating to IETF Documents
(http://trustee.ietf.org/license-info).
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This version of this YANG module is part of RFC XXXX; see the RFC itself for full legal notices."

revision 2022-07-08 {
  description
    "Initial version";
  reference
    "RFC XXXX: YANG Models for Quality of Service (QoS).";
}

identity direction {
  description
    "This is a base identity of traffic direction";
}

identity inbound {
  base direction;
  description
    "Direction of traffic coming into the network entry";
}

identity outbound {
  base direction;
  description
    "Direction of traffic going out of the network entry";
}

grouping named-stats {
  description
    "QoS matching statistics associated with a stats-name";
  leaf pkts {
    type yang:zero-based-counter64;
    description
      "Number of total matched packets associated to a statistics name";
  }
  leaf bytes {
    type yang:zero-based-counter64;
    description
      "Number of total matched bytes associated to a statistics name";
  }
  leaf rate {
    type yang:gauge64;
    units "bits-per-second";
    description
      "Rate of average matched data which is associated to a statistics name";
  }
}
grouping meter-stats {
  description "Metering counters";
  leaf conform-pkts {
    type yang:zero-based-counter64;
    description "Number of packets within conform rate and burst";
  }
  leaf conform-bytes {
    type yang:zero-based-counter64;
    description "Total bytes count within conform rate and burst";
  }
  leaf conform-rate {
    type yang:gauge64;
    units "bits-per-second";
    description "Traffic Rate measured as conforming";
  }
  leaf exceed-pkts {
    type yang:zero-based-counter64;
    description "Number of non-conforming packets which are within peak rate and peak burst";
  }
  leaf exceed-bytes {
    type yang:zero-based-counter64;
    description "Total non-conforming bytes count which is within peak rate and peak burst";
  }
  leaf exceed-rate {
    type yang:gauge64;
    units "bits-per-second";
    description "Traffic Rate measured as exceeding";
  }
  leaf violate-pkts {
    type yang:zero-based-counter64;
    description "Number of packets which are beyond peak rate and peak burst";
  }
  leaf violate-bytes {
    type yang:zero-based-counter64;
    description "Total bytes count which is beyond peak rate and peak burst";
  }
}
leaf violate-rate {
  type yang:gauge64;
  units "bits-per-second";
  description "Traffic Rate measured as violating";
}
leaf meter-drop-pkts {
  type yang:zero-based-counter64;
  description "Number of packets dropped by meter";
}
leaf meter-drop-bytes {
  type yang:zero-based-counter64;
  description "Bytes of packets dropped by meter";
}

grouping classifier-entry-statistics {
  description "Statistics for a classifier entry";
  leaf classifier-entry-name {
    type string;
    description "Classifier Entry Name";
  }
  leaf classified-pkts {
    type yang:zero-based-counter64;
    description "Number of total packets which filtered to a classifier-entry";
  }
  leaf classified-bytes {
    type yang:zero-based-counter64;
    description "Number of total bytes which filtered to a classifier-entry";
  }
  leaf classified-rate {
    type yang:gauge64;
    units "bits-per-second";
    description "Rate of average data flow through a classifier-entry";
  }
}

grouping queuing-stats {
  description "Statistics for a queue";
}
leaf queue-id {
    type string;
    description
        "Queue Identifier";
}
leaf transmit-pkts {
    type yang:zero-based-counter64;
    description
        "Number of packets transmitted from queue";
}
leaf transmit-bytes {
    type yang:zero-based-counter64;
    description
        "Number of bytes transmitted from queue";
}
leaf queue-current-size-bytes {
    type yang:gauge64;
    description
        "Number of bytes currently buffered";
}
leaf queue-average-size-bytes {
    type yang:gauge64;
    description
        "Average queue size in number of bytes";
}
leaf queue-peak-size-bytes {
    type yang:gauge64;
    description
        "Peak buffer queue size in bytes";
}
leaf tail-drop-pkts {
    type yang:zero-based-counter64;
    description
        "Total number of packets tail-dropped";
}
leaf tail-drop-bytes {
    type yang:zero-based-counter64;
    description
        "Total number of bytes tail-dropped";
}
leaf red-drop-pkts {
    type yang:zero-based-counter64;
    description
        "Total number of packets dropped through RED mechanism";
}
leaf red-drop-bytes {
    type yang:zero-based-counter64;
    description

leaf red-ecn-marked-pkts {
    type yang:zero-based-counter64;
    description
        "Total number of packets ECN marked through RED mechanism";
}

leaf red-ecn-marked-bytes {
    type yang:zero-based-counter64;
    description
        "Total number of bytes ECN marked through RED mechanism";
}

list wred-stats {
    config false;
    description
        "Qos WRED statistics";
    leaf profile {
        type uint8;
        description
            "profile identifier for each color of traffic";
    }
    leaf drop-pkts {
        type yang:zero-based-counter64;
        description
            "Total number of packets dropped through WRED mechanism";
    }
    leaf drop-bytes {
        type yang:zero-based-counter64;
        description
            "Total number of bytes dropped through WRED mechanism";
    }
    leaf ecn-marked-pkts {
        type yang:zero-based-counter64;
        description
            "Total number of packets ECN marked through WRED mechanism";
    }
    leaf ecn-marked-bytes {
        type yang:zero-based-counter64;
        description
            "Total number of bytes ECN marked through WRED mechanism";
    }
}

grouping metering-stats {
    description
        "Statistics for a meter";
    leaf meter-id {
type string;
description
  "Meter Identifier";
}
uses meter-stats;
}

augment "/if:interfaces/if:interface" {
description
  "Augments Qos Target Entry to Interface module";
}

container qos-interface-statistics {
  config false;
description
  "Qos Interface statistics";

list stats-per-direction {
  description
  "Qos Interface statistics for ingress or egress direction";

  leaf direction {
    type identityref {
      base direction;
    }
description
      "Direction of the traffic flow either inbound or outbound";
  }

  leaf policy-name {
    type string;
description
      "Policy entry name for single level policy as well as for Hierarchical policies. For Hierarchical policies, this represent relative path as well as the last level policy name.";
  }

  list classifier-statistics {
    description
      "Classifier Statistics for each Classifier Entry in a Policy applied in a particular direction";
    uses classifier-entry-statistics;
  }

  list named-statistics {
    description
      "Statistics for a statistics-name";
    leaf name {
      type string;
    }
  }
}
description
  "Statistics name";
}
container aggregated {
  description
  "Matched aggregated statistics for a statistics-name";
  uses named-stats;
}
container non-aggregated {
  description
  "Statistics for non-aggregated statistics-name";
  list classifier-statistics {
    description
    "Classifier Statistics for each Classifier Entry in a Policy applied in a particular direction";
    uses classifier-entry-statistics;
  }
  list metering-statistics {
    description
    "Statistics for each Meter associated with the Policy";
    reference
    "RFC2697: A Single Rate Three Color Marker";
    reference
    "RFC2698: A Two Rate Three Color Marker";
    uses metering-stats;
  }
  list queueing-statistics {
    description
    "Statistics for each Queue associated with the Policy";
    uses queuing-stats;
  }
}
list metering-statistics {
  description
  "Statistics for each Meter associated with the Policy";
  reference
  "RFC2697: A Single Rate Three Color Marker";
  reference
  "RFC2698: A Two Rate Three Color Marker";
  uses metering-stats;
}
list queueing-statistics {
  description
  "Statistics for each Queue associated with the Policy";
  uses queueing-stats;
}
6. IANA Considerations
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Appendix A. Company A, Company B and Company C examples

Company A, Company B and Company C Diffserv modules augments all the filter types of the QoS classifier module as well as the QoS policy module that allow it to define marking, metering, min-rate, max-rate actions. Queuing and metering counters are realized by augmenting of the QoS target module.

A.1. Example of Company A Diffserv Model

The following Company A vendor example augments the qos and diffserv model, demonstrating some of the following functionality:

- use of template based classifier definitions

- use of single policy type modelling queue, scheduler policy, and a filter policy. All of these policies either augment the qos policy or the diffserv modules

- use of inline actions in a policy

- flexibility in marking dscp or metadata at ingress and/or egress.

module example-compa-diffserv {
  yang-version 1.1;
  namespace "urn:ietf:params:xml:ns:yang:example-compa-diffserv";
  prefix example;

  import ietf-traffic-policy {
    prefix policy;
    reference "RFC XXXX: YANG Model for QoS";
  }
  import ietf-qos-action {
    prefix action;
    reference "RFC XXXX: YANG Model for QoS";
  }
  import ietf-diffserv {
    prefix diffserv;
    reference "RFC XXXX: YANG Model for QoS";
  }

  organization "Company A";
  contact
  "Editor: XYZ"
    <mailto:xyz@compa.com>"
  description
  "This module contains a collection of YANG definitions of companyA diffserv specification extension.";

Copyright (c) 2021 IETF Trust and the persons identified as authors of the code. All rights reserved.
Redistribution and use in source and binary forms, with or without modification, is permitted pursuant to, and subject to the license terms contained in, the Simplified BSD License set forth in Section 4.c of the IETF Trust’s Legal Provisions Relating to IETF Documents (http://trustee.ietf.org/license-info).

This version of this YANG module is part of RFC XXXX; see the RFC itself for full legal notices.

revision 2021-07-12 {
  description
    "Initial revision for diffserv actions on network packets";
  reference
    "RFC 6020: YANG - A Data Modeling Language for the
    Network Configuration Protocol (NETCONF)";
}

identity default-policy-type {
  base policy:policy-type;
  description
    "This defines default policy-type";
}

identity qos-group {
  base policy:filter-type;
  description
    "qos-group filter-type";
}

grouping qos-group-cfg {
  list qos-group-cfg {
    key "qos-group-min qos-group-max";
    description
      "list of dscp ranges";
    leaf qos-group-min {
      type uint8;
      description
        "Minimum value of qos-group range";
    }
    leaf qos-group-max {
      type uint8;
      must ". >= ../qos-group-min" {
        error-message
          "The qos-group-max must be greater than or equal to qos-group-min";
      }
  }
}
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grouping wred-threshold {
  container wred-min-thresh {
    uses action:threshold;
    description
      "Minimum threshold";
  }
  container wred-max-thresh {
    uses action:threshold;
    description
      "Maximum threshold";
  }
  leaf mark-probability {
    type uint32 {
      range "1..1000";
    }
    description
      "Mark probability";
  }
  description
    "WRED threshold attributes";
}

grouping randomdetect {
  leaf exp-weighting-const {
    type uint32;
    description
      "Exponential weighting constant factor for wred profile";
  }
  uses wred-threshold;
  description
    "Random detect attributes";
}
augment "/policy:classifiers/" +
  "policy:classifier-entry/" +
  "policy:filter-entry/diffserv:filter-param" {
  case qos-group {
    uses qos-group-cfg;
    description
"Filter containing list of qos-group ranges.
Qos-group represent packet metadata information
in a device.
"

description
"augmentation of classifier filters";

} augment "/policy:policies/policy:policy-entry/" +
"policy:classifier-entry/" +
"policy:classifier-action-entry-cfg/" +
"policy:action-cfg-params" {

case random-detect {
    uses randomdetect;
}

description
"Augment the actions to policy entry";
}

augment "/policy:policies" +
"/policy:policy-entry" +
"/policy:classifier-entry" +
"/policy:classifier-action-entry-cfg" +
"/policy:action-cfg-params" +
"/diffserv:meter-inline" +
"/diffserv:meter-type" +
"/diffserv:one-rate-two-color-meter-type" +
"/diffserv:one-rate-two-color-meter" +
"/diffserv:conform-action" +
"/diffserv:conform-2color-meter-action-params" +
"/diffserv:conform-2color-meter-action-val" {

description
"augment the one-rate-two-color meter conform with actions";

case meter-action-drop {
    description
    "meter drop";
    uses action:drop;
}

case meter-action-mark-dscp {
    description
    "meter action dscp marking";
    uses action:dscp-marking;
}
}

augment "/policy:policies" +
"/policy:policy-entry" +
"/policy:classifier-entry" +
description "augment the one-rate-two-color meter exceed with actions";
case meter-action-drop {
    description "meter drop";
    uses action:drop;
}
case meter-action-mark-dscp {
    description "meter action dscp marking";
    uses action:dscp-marking;
}
}

augment "/policy:policies" +
"/policy:policy-entry" +
"/policy:classifier-entry" +
"/policy:classifier-action-entry-cfg" +
"/policy:action-cfg-params" +
"/diffserv:one-rate-tri-color-meter-type" +
"/diffserv:one-rate-tri-color-meter" +
"/diffserv:conform-action" +
"/diffserv:conform-3color-meter-action-params" +
"/diffserv:conform-3color-meter-action-val" {
    description "augment the one-rate-tri-color meter conform with actions";
    case meter-action-drop {
        description "meter drop";
        uses action:drop;
    }
    case meter-action-mark-dscp {
        description "meter action dscp marking";
    }
    }
    }
uses action:dscp-marking;
}
}
augment "/policy:policies" +
"/policy:policy-entry" +
"/policy:classifier-entry" +
"/policy:classifier-action-entry-cfg" +
"/policy:action-cfg-params" +
"/diffserv:meter-inline" +
"/diffserv:meter-type" +
"/diffserv:one-rate-tri-color-meter-type" +
"/diffserv:one-rate-tri-color-meter" +
"/diffserv:exceed-action" +
"/diffserv:exceed-3color-meter-action-params" +
"/diffserv:exceed-3color-meter-action-val" {
  description
  "augment the one-rate-tri-color meter exceed with actions";
  case meter-action-drop {
    description
    "meter drop";
    uses action:drop;
  }
  case meter-action-mark-dscp {
    description
    "meter action dscp marking";
    uses action:dscp-marking;
  }
}
augment "/policy:policies" +
"/policy:policy-entry" +
"/policy:classifier-entry" +
"/policy:classifier-action-entry-cfg" +
"/policy:action-cfg-params" +
"/diffserv:meter-inline" +
"/diffserv:meter-type" +
"/diffserv:one-rate-tri-color-meter-type" +
"/diffserv:one-rate-tri-color-meter" +
"/diffserv:violate-action" +
"/diffserv:violate-3color-meter-action-params" +
"/diffserv:violate-3color-meter-action-val" {
  description
  "augment the one-rate-tri-color meter conform with actions";
  case meter-action-drop {
    description
    "meter drop";
  }
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uses action:drop;
}
case meter-action-mark-dscp {
  description
    "meter action dscp marking";
  uses action:dscp-marking;
}
}

augment "/policy:policies" +
  "/policy:policy-entry" +
  "/policy:classifier-entry" +
  "/policy:classifier-action-entry-cfg" +
  "/policy:action-cfg-params" +
  "/diffserv:meter-inline" +
  "/diffserv:meter-type" +
  "/diffserv:two-rate-tri-color-meter-type" +
  "/diffserv:two-rate-tri-color-meter" +
  "/diffserv:conform-action" +
  "/diffserv:conform-3color-meter-action-params" +
  "/diffserv:conform-3color-meter-action-val" {

  description
    "augment the one-rate-tri-color meter conform
     with actions";
  case meter-action-drop {
    description
      "meter drop";
    uses action:drop;
  }
  case meter-action-mark-dscp {
    description
      "meter action dscp marking";
    uses action:dscp-marking;
  }
}

augment "/policy:policies" +
  "/policy:policy-entry" +
  "/policy:classifier-entry" +
  "/policy:classifier-action-entry-cfg" +
  "/policy:action-cfg-params" +
  "/diffserv:meter-inline" +
  "/diffserv:meter-type" +
  "/diffserv:two-rate-tri-color-meter-type" +
  "/diffserv:two-rate-tri-color-meter" +
  "/diffserv:conform-action" +
  "/diffserv:conform-3color-meter-action-params" +
  "/diffserv:conform-3color-meter-action-val" {
description
  "augment the two-rate-tri-color meter exceed with actions";
  case meter-action-drop {
    description
    "meter drop";
    uses action:drop;
  }
  case meter-action-mark-dscp {
    description
    "meter action dscp marking";
    uses action:dscp-marking;
  }
}

augment "/policy:policies" +
  "/policy:policy-entry" +
  "/policy:classifier-entry" +
  "/policy:classifier-action-entry-cfg" +
  "/policy:action-cfg-params" +
  "/diffserv:meter-inline" +
  "/diffserv:one-rate-two-color-meter-type" +
  "/diffserv:violate-action" +
  "/diffserv:violate-3color-meter-action-params" +
  "/diffserv:violate-3color-meter-action-val" {
  
  description
  "augment the two-rate-tri-color meter violate with actions";
  case meter-action-drop {
    description
    "meter drop";
    uses action:drop;
  }
  case meter-action-mark-dscp {
    description
    "meter action dscp marking";
    uses action:dscp-marking;
  }
}
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"/diffserv:one-rate-two-color-meter" {
    description
    "augment the one-rate-two-color meter with" +
    "color classifiers";
    container conform-color {
        uses classifier:classifier-entry-generic-attr;
        description
        "conform color classifier container";
    }
    container exceed-color {
        uses classifier:classifier-entry-generic-attr;
        description
        "exceed color classifier container";
    }
    
    augment "/policy:policies" +
    "/policy:policy-entry" +
    "/policy:classifier-entry" +
    "/policy:classifier-action-entry-cfg" +
    "/policy:action-cfg-params" +
    "/diffserv:meter-inline" +
    "/diffserv:meter-type" +
    "/diffserv:one-rate-tri-color-meter-type" +
    "/diffserv:one-rate-tri-color-meter" {
        description
        "augment the one-rate-tri-color meter with" +
        "color classifiers";
        container conform-color {
            uses classifier:classifier-entry-generic-attr;
            description
            "conform color classifier container";
        }
        container exceed-color {
            uses classifier:classifier-entry-generic-attr;
            description
            "exceed color classifier container";
        }
        container violate-color {
            uses policy:classifier-entry-generic-attr;
            description
            "violate color classifier container";
        }
    }
}
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A.2.  Example of Company B Diffserv Model

The following vendor example augments the qos and diffserv model, demonstrating some of the following functionality:

- use of inline classifier definitions (defined inline in the policy vs referencing an externally defined classifier)

- use of multiple policy types, e.g. a queue policy, a scheduler policy, and a filter policy. All of these policies either augment the qos policy or the diffserv modules

- use of a queue module, which uses and extends the queue grouping from the ietf-qos-action module

- use of meter templates (v.s. meter inline)

- use of internal meta data for classification and marking
module example-compb-diffserv-filter-policy {
    yang-version 1.1;
    namespace "urn:ietf:params:xml:ns:yang:" +
        "example-compb-diffserv-filter-policy";
    prefix compb-filter-policy;

import ietf-traffic-policy {
    prefix policy;
    reference "RFC XXXX: YANG Model for QoS";
}
import ietf-qos-action {
    prefix action;
    reference "RFC XXXX: YANG Model for QoS";
}
import ietf-diffserv {
    prefix diffserv;
    reference "RFC XXXX: YANG Model for QoS";
}

organization "Company B";
contact
    "Editor:   XYZ
        <mailto:xyz@compb.com>";

description
    "This module contains a collection of YANG definitions for
    configuring diffserv specification implementations.
    Copyright (c) 2021 IETF Trust and the persons identified as
    authors of the code.  All rights reserved.
    Redistribution and use in source and binary forms, with or
    without modification, is permitted pursuant to, and subject
    to the license terms contained in, the Simplified BSD License
    set forth in Section 4.c of the IETF Trust's Legal Provisions
    Relating to IETF Documents
    (http://trustee.ietf.org/license-info).

    This version of this YANG module is part of RFC XXXX; see
    the RFC itself for full legal notices.";

revision 2021-07-12 {
    description
        "Initial revision of Company B diffserv policy";
    reference "RFC XXXX";
}

/****************************
* Classification types
identity forwarding-class {
    base policy:filter-type;
    description
        "Forwarding class filter type";
}

identity internal-loss-priority {
    base policy:filter-type;
    description
        "Internal loss priority filter type";
}

grouping forwarding-class-cfg {
    list forwarding-class-cfg {
        key "forwarding-class";
        description
            "list of forwarding-classes";
        leaf forwarding-class {
            type string;
            description
                "Forwarding class name";
        }
    }
    description
        "Filter containing list of forwarding classes";
}

grouping loss-priority-cfg {
    list loss-priority-cfg {
        key "loss-priority";
        description
            "list of loss-priorities";
        leaf loss-priority {
            type enumeration {
                enum high {
                    description "High Loss Priority";
                }
                enum medium-high {
                    description "Medium-high Loss Priority";
                }
                enum medium-low {
                    description "Medium-low Loss Priority";
                }
                enum low {
                    description "Low Loss Priority";
                }
            }
        }
    }
}
description "Filter containing list of loss priorities";
}

augment "/policy:policies" + 
  "/policy:policy-entry" + 
  "/policy:classifier-entry" + 
  "/policy:filter-entry" + 
  "/diffserv:filter-params" {
  case forwarding-class {
    uses forwarding-class-cfg;
    description "Filter Type Internal-loss-priority";
  }
  case internal-loss-priority {
    uses loss-priority-cfg;
    description "Filter Type Internal-loss-priority";
  }
  description "Augments Diffserv Classifier with vendor" + 
    " specific types";
}

/************************************************************
 * Actions
 ************************************************************/

identity mark-fwd-class {
  base policy:action-type;
  description "mark forwarding class action type";
}

identity mark-loss-priority {
  base policy:action-type;
  description "mark loss-priority action type";
}

grouping mark-fwd-class {
  container mark-fwd-class-cfg {
    leaf forwarding-class {

type string;
description
  "Forwarding class name";
}
description
  "mark-fwd-class container";
}
description
  "mark-fwd-class grouping";
}

grouping mark-loss-priority {
  container mark-loss-priority-cfg {
    leaf loss-priority {
      type enumeration {
        enum high {
          description "High Loss Priority";
        }
        enum medium-high {
          description "Medium-high Loss Priority";
        }
        enum medium-low {
          description "Medium-low Loss Priority";
        }
        enum low {
          description "Low Loss Priority";
        }
      }
      description
        "Loss-priority";
    }
    description
      "mark-loss-priority container";
  }
  description
    "mark-loss-priority grouping";
}

identity exceed-2color-meter-action-drop {
  base action:exceed-2color-meter-action-type;
  description
    "drop action type in a meter";
}

identity meter-action-mark-fwd-class {
  base action:exceed-2color-meter-action-type;
  description
    "mark forwarding class action type";
}
identity meter-action-mark-loss-priority {
    base action:exceed-2color-meter-action-type;
    description "mark loss-priority action type";
}

identity violate-3color-meter-action-drop {
    base action:violate-3color-meter-action-type;
    description "drop action type in a meter";
}

augment "/policy:policies/policy:policy-entry/" +
    "policy:classifier-entry/" +
    "policy:classifier-action-entry-cfg/" +
    "policy:action-cfg-params" {
    case mark-fwd-class {
        uses mark-fwd-class;
        description "Mark forwarding class in the packet";
    }
    case mark-loss-priority {
        uses mark-loss-priority;
        description "Mark loss priority in the packet";
    }
    case discard {
        uses action:discard;
        description "Discard action";
    }
    description "Augments common diffserv policy actions";
}

augment "/action:meter-template" +
    "/action:meter-entry" +
    "/action:meter-type" +
    "/action:one-rate-tri-color-meter-type" +
    "/action:one-rate-tri-color-meter" {
    leaf one-rate-color-aware {
        type boolean;
        description "This defines if the meter is color-aware";
    }
}
augment "/action:meter-template" +
  "/action:meter-entry" +
  "/action:meter-type" +
  "/action:two-rate-tri-color-meter-type" +
  "/action:two-rate-tri-color-meter"
leaf two-rate-color-aware {
  type boolean;
  description
    "This defines if the meter is color-aware";
}

/* example of augmenting a meter template with a
/* vendor specific action */
augment "/action:meter-template" +
  "/action:meter-entry" +
  "/action:meter-type" +
  "/action:one-rate-two-color-meter-type" +
  "/action:one-rate-two-color-meter" +
  "/action:exceed-action" +
  "/action:exceed-2color-meter-action-params" +
  "/action:exceed-2color-meter-action-val" {
  case exceed-2color-meter-action-drop {
    description
      "meter drop";
    uses action:drop;
  }
  case meter-action-mark-fwd-class {
    uses mark-fwd-class;
    description
      "Mark forwarding class in the packet";
  }
  case meter-action-mark-loss-priority {
    uses mark-loss-priority;
    description
      "Mark loss priority in the packet";
  }
}

augment "/action:meter-template" +
  "/action:meter-entry" +
  "/action:meter-type" +
  "/action:two-rate-tri-color-meter-type" +
  "/action:two-rate-tri-color-meter" +
  "/action:violate-action" +
  "/action:violate-3color-meter-action-params" +
  "/action:violate-3color-meter-action-val" {
"/action:violate-3color-meter-action-val" {
case exceed-3color-meter-action-drop {
description
"meter drop";
uses action:drop;
}

description
"Augment the actions to the two-color meter";
}

augment "/action:violate-action" +
"/action:violate-3color-meter-action-params" +
"/action:violate-3color-meter-action-val" {
case exceed-3color-meter-action-drop {
description
"meter drop";
uses action:drop;
}

description
"Augment the actions to basic meter";
}

module example-compb-queue-policy {
yang-version 1.1;
namespace "urn:ietf:params:xml:ns:yang:example-compb-queue-policy";
prefix queue-plcy;

import ietf-traffic-policy {
prefix policy;
reference "RFC XXXX: YANG Model for QoS";
}

organization "Company B";
contact
"Editor:   XYZ
<mailto:xyz@compb.com>";

description
"This module defines a queue policy. The classification
is based on a forwarding class, and the actions are queues."
Copyright (c) 2021 IETF Trust and the persons identified as authors of the code. All rights reserved. Redistribution and use in source and binary forms, with or without modification, is permitted pursuant to, and subject to the license terms contained in, the Simplified BSD License set forth in Section 4.c of the IETF Trust’s Legal Provisions Relating to IETF Documents (http://trustee.ietf.org/license-info). This version of this YANG module is part of RFC XXXX; see the RFC itself for full legal notices.

revision 2021-07-12 {
  description
    "Latest revision of Company B queue policy";
  reference "RFC XXXX";
}

identity forwarding-class {
  base policy:filter-type;
  description
    "Forwarding class filter type";
}

grouping forwarding-class-cfg {
  leaf forwarding-class-cfg {
    type string;
    description
      "forwarding-class name";
  }
  description
    "Forwarding class filter";
}

augment "/policy:policies" + 
  "/policy:policy-entry" + 
  "/policy:classifier-entry" + 
  "/policy:filter-entry" {
  /* Does NOT support "logical-not" of forwarding class. Use "must"? */
  choice filter-params {
    description
      "Choice of filters";
    case forwarding-class-cfg {
      uses forwarding-class-cfg;
      description
        "Filter Type Internal-loss-priority";
      }
  }
description
"Augments Diffserv Classifier with fwd class filter";
}

identity compb-queue {
  base policy:action-type;
  description
"compb-queue action type";
}

grouping compb-queue-name {
  container queue-name {
    leaf name {
      type string;
      description
"Queue class name";
    }
    description
"compb queue container";
  }
  description
"compb-queue grouping";
}

augment "/policy:policies" +
"/policy:policy-entry" +
"/policy:classifier-entry" +
"/policy:classifier-action-entry-cfg" {
  choice action-cfg-params {
    description
"Choice of action types";
    case compb-queue {
      uses compb-queue-name;
    }
  }
  description
"Augment the queue actions to queue policy entry";
}

module example-compb-queue {
  yang-version 1.1;
  prefix compb-queue;

  import ietf-qos-action {
    prefix action;
    reference "RFC XXXX: YANG Model for QoS";
}
This module describes a compb queue module. This is a template for a queue within a queue policy, referenced by name.

This version of this YANG module is part of RFC XXXX; see the RFC itself for full legal notices.

revision 2021-07-12 {
  description
    "Latest revision of diffserv based classifier";
  reference "RFC XXXX";
}

container compb-queue {
  description
    "Queue used in compb architecture";
  leaf name {
    type string;
    description
      "A unique name identifying this queue";
  }
  uses action:queue;
  container excess-rate {
    choice excess-rate-type {
      case percent {
        leaf excess-rate-percent {
          type uint32 {
            range "1..100";
          }
        description
          "excess-rate-percent";
        }
      }
      case proportion {
        leaf excess-rate-proportion {
          type uint32 {
            range "1..1000";
          }
        description
          "excess-rate-proportion";
        }
      }
    }
  }
}
}{
}

description
"Choice of excess-rate type";
}
description
"Excess rate value";
}
leaf excess-priority {
type enumeration {
  enum high {
    description "High Loss Priority";
  }
  enum medium-high {
    description "Medium-high Loss Priority";
  }
  enum medium-low {
    description "Medium-low Loss Priority";
  }
  enum low {
    description "Low Loss Priority";
  }
  enum none {
    description "No excess priority";
  }
}
description
"Priority of excess (above guaranteed rate) traffic";
}
container buffer-size {
  choice buffer-size-type {
    case percent {
      leaf buffer-size-percent {
        type uint32 {
          range "1..100";
        }
        description
          "buffer-size-percent";
      }
    }
    case temporal {
      leaf buffer-size-temporal {
        type uint64;
        units "microsecond";
        description
          "buffer-size-temporal";
      }
    }
  }
}
case remainder {
    leaf buffer-size-remainder {
        type empty;
        description
            "use remaining of buffer";
    }
}
description
    "Choice of buffer size type";

description
    "Buffer size value";
}

augment
    "/compb-queue" +
    "/queue-cfg" +
    "/algorithmic-drop-cfg" +
    "/drop-algorithm" {
    case random-detect {
        list drop-profile-list {
            key "priority";
            description
                "map of priorities to drop-algorithms";
            leaf priority {
                type enumeration {
                    enum any {
                        description "Any priority mapped here";
                    }
                    enum high {
                        description "High Priority Packet";
                    }
                    enum medium-high {
                        description "Medium-high Priority Packet";
                    }
                    enum medium-low {
                        description "Medium-low Priority Packet";
                    }
                    enum low {
                        description "Low Priority Packet";
                    }
                }
                description
                    "Priority of guaranteed traffic";
            }
            leaf drop-profile {
                type string;
            }
        }
    }
}
description "drop profile to use for this priority";
}
}
}

description "compb random detect drop algorithm config";

module example-compb-scheduler-policy {
  yang-version 1.1;
  namespace "urn:ietf:params:xml:ns:yang:" +
    "example-compb-scheduler-policy";
  prefix scheduler-plcy;

  import ietf-qos-action {
    prefix action;
    reference "RFC XXXX: YANG Model for QoS";
  }

  import ietf-traffic-policy {
    prefix policy;
    reference "RFC XXXX: YANG Model for QoS";
  }

  organization "Company B";
  contact
    "Editor:   XYZ
      <mailto:xyz@compb.com>";

  description "This module defines a scheduler policy. The classification
               is based on classifier-any, and the action is a scheduler.";

  revision 2021-07-12 {
    description "Initial revision of Company B Scheduler policy";
    reference "RFC XXXX";
  }

  identity queue-policy {
    base policy:action-type;
    description "forwarding-class-queue action type";
  }

  grouping queue-policy-name {
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container compb-queue-policy-name {
  leaf name {
    type string;
    description "Queue policy name";
  }
  description "compb-queue-policy container";
  description "compb-queue policy grouping";
}

augment "/policy:policies" + 
  "/policy:policy-entry" + 
  "/policy:classifier-entry" + 
  "/policy:classifier-action-entry-cfg" {
  choice action-cfg-params {
    case scheduler {
      uses action:schedular;
    }
    case queue-policy {
      uses queue-policy-name;
    }
    description "Augment the scheduler policy with a queue policy";
  }
}

A.3. Example of Company C Diffserv Model

Company C vendor augmentation is based on Ericsson’s implementation differentiated QoS. This implementation first sorts traffic based on a classifier, which can sort traffic into one or more traffic forwarding classes. Then, a policer or meter policy references the classifier and its traffic forwarding classes to specify different service levels for each traffic forwarding class.

Because each classifier sorts traffic into one or more traffic forwarding classes, this type of classifier does not align with ietf-qos-classifier.yang, which defines one traffic forwarding class per classifier. Additionally, Company C’s policing and metering policies relies on the classifier’s pre-defined traffic forwarding classes to provide differentiated services, rather than redefining the patterns within a policing or metering policy, as is defined in ietf-diffserv.yang.
Due to these differences, even though Company C uses all the building blocks of classifier and policy, Company C’s augmentation does not use ietf-diffserv.yang to provide differentiated service levels. Instead, Company C’s augmentation uses the basic building blocks, ietf-traffic-policy.yang to provide differentiated services.

module example-compc-qos-policy {
    yang-version 1.1;
    namespace "urn:ietf:params:xml:ns:yang:example-compc-qos-policy";
    prefix "compcqos";

    import ietf-traffic-policy {
        prefix "pol";
        reference "RFC XXXX: YANG Model for QoS";
    }

    import ietf-qos-action {
        prefix "action";
        reference "RFC XXXX: YANG Model for QoS";
    }

    organization "Company C";
    contact "Company C Editor: XYZ <mailto:xyz@compc.com>";
    description
        "This module contains a collection of YANG definitions for
        configuring diffserv specification implementations.
        Copyright (c) 2021 IETF Trust and the persons identified as
        authors of the code. All rights reserved.
        Redistribution and use in source and binary forms, with or
        without modification, is permitted pursuant to, and subject
        to the license terms contained in, the Simplified BSD License
        set forth in Section 4.c of the IETF Trust’s Legal Provisions
        Relating to IETF Documents
        (http://trustee.ietf.org/license-info).

        This version of this YANG module is part of RFC XXXX; see
        the RFC itself for full legal notices.";

    revision 2021-07-12 {
        description "Initial version";
        reference "RFC XXXX";
    }

    /* identities */

    identity compc-qos-policy {
        base pol:policy-type;
        description "compc-specific policy base type";
    }
identity mdrr-queuing-policy {
    base compc-qos-policy;
    description "compc-specific MDRR policy type";
}

identity pwfq-queuing-policy {
    base compc-qos-policy;
    description "compc-specific queuing policy type";
}

identity policing-policy {
    base compc-qos-policy;
    description "compc-specific policing policy type";
}

identity metering-policy {
    base compc-qos-policy;
    description "compc-specific metering policy type";
}

identity forwarding-policy {
    base compc-qos-policy;
    description "compc-specific forwarding policy type";
}

identity overhead-profile-policy {
    base compc-qos-policy;
    description "compc-specific overhead profile policy type";
}

identity resource-profile-policy {
    base compc-qos-policy;
    description "compc-specific resource profile policy type";
}

identity protocol-rate-limit-policy {
    base compc-qos-policy;
    description "compc-specific protocol rate limit policy type";
}

identity compc-qos-action {
    base pol:action-type;
    description "compc-specific qos action base type";
}

/* groupings */
grouping redirect-action-grp {
    description "Redirect options grouping";
    container redirect {
        description "Redirect options";
    }
}

/* deviations */

declaration "/pol:policies/pol:policy-entry" {
    deviate add {
        must "pol:type = compc-qos-policy" {
            description
                "Only policy types driven from compc-qos-policy " +
                "are supported";
        }
    }
}

deviation "/pol:policies/pol:policy-entry/pol:classifier-entry" {
    deviate add {
        must ".../per-class-action = 'true'" {
            description
                "Only policies with per-class actions have classifiers";
        } must "((../compcqos:sub-type != " +
        "'compcqos:mdrr-queuing-policy'" and " +
        "'compcqos:mdrr-queuing-policy') or " +
        "((../compcqos:sub-type = " +
        "'compcqos:mdrr-queuing-policy'" or " +
        "'compcqos:mdrr-queuing-policy') or " +
        "'compcqos:mdrr-queuing-policy') or " +
        "'compcqos:mdrr-queuing-policy') or " +
        "((classfier-entry-name = '0') or " +
        "'classfier-entry-name = '1'" or " +
        "'classfier-entry-name = '2'" or " +
        "'classfier-entry-name = '3'" or " +
        "'classfier-entry-name = '4'" or " +
        "'classfier-entry-name = '5'" or " +
        "'classfier-entry-name = '6'" or " +
        "'classfier-entry-name = '7'" or " +
        "'classfier-entry-name = '8'"))" {
            description
                "MDRR queuing policy’s or PWFQ queuing policy’s " +
                "classifier-entry-name is limited to the listed values";
        }
    }
}
deviation "/pol:policies/pol:policy-entry/pol:classifier-entry" +  "/pol:classifier-action-entry-cfg" {
  deviate add {
    must "action-type = 'compcqos:compc-qos-action'" {
      description
        Only compc-qos-action is allowed;
    }
    max-elements 1;
  }
}

/* augments */

augment "/pol:policies/pol:policy-entry" {
  when "pol:policy-type = 'compc-qos-policy'" {
    description
      "Additional nodes only for diffserv-policy";
  }
  description "Additional diffserv-policy nodes";
  leaf sub-type {
    type identityref {
      base compc-qos-policy;
    }
    mandatory true;
    description "Policy sub-type. The value of this leaf must " +  
      "not change once configured";
  }
  leaf per-class-action {
    type boolean;
    must "(((.= 'true') and " +  
      "((../compcqos:sub-type = " +  
        "compcqos:policing-policy’) or " +  
        "(../compcqos:sub-type = " +  
          "compcqos:metering-policy’) or " +  
          "(../compcqos:sub-type = " +  
            "compcqos:mdrr-queuing-policy’) or " +  
            "(../compcqos:sub-type = " +  
              "compcqos:pwfq-queuing-policy’) or " +  
              "(../compcqos:sub-type = " +  
                "compcqos:forwarding-policy’))) or " +  
              "((.= 'false') and " +  
                "((../compcqos:sub-type = " +  
                  "compcqos:overhead-profile-policy’) or " +  
                  "(../compcqos:sub-type = " +  
                    "compcqos:resource-profile-policy’) or " +  
                    "(../compcqos:sub-type = " +  
                      "compcqos:protocol-rate-limit-policy’)))" {  
      description
"Only certain policies have per-class action";
}

mandatory true;
description "Per-class action";
}

container traffic-classifier {
  when ".../compcqos:sub-type = 'compcqos:policing-policy' or " + 
    ".../compcqos:sub-type = 'compcqos:metering-policy' or " + 
    ".../compcqos:sub-type = 'compcqos:forwarding-policy'" {
    description
    "A classifier for policing-policy or metering-policy";
  }
presence true;
leaf name {
  type string;
  mandatory true;
  description
  "Traffic classifier name";
}
leaf type {
  type enumeration {
    enum 'internal-dscp-only-classifier' {
      value 0;
      description
      "Classify traffic based on (internal) dscp only";
    }
    enum 'ipv4-header-based-classifier' {
      value 1;
      description
      "Classify traffic based on IPv4 packet header fields";
    }
    enum 'ipv6-header-based-classifier' {
      value 2;
      description
      "Classify traffic based on IPv6 packet header fields";
    }
  }
  mandatory true;
  description
  "Traffic classifier type";
}

description "Traffic classifier";
}

container traffic-queue {
  when "(.../compcqos:sub-type = " + 
    "/compcqos:mdrr-queuing-policy") or " + 
    ".../compcqos:sub-type = " + 
    "/compcqos:pwfq-queuing-policy")" {
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description
  "Queuing policy properties";
}
leaf queue-map {
  type string;
  description
    "Traffic queue map for queuing policy";
  description "Traffic queue";
}
container overhead-profile {
  when "/compcqos:sub-type = " +
      "/compcqos:overhead-profile-policy’" {
    description
      "Overhead profile policy properties";
  } description "Overhead profile";
}
container resource-profile {
  when "/compcqos:sub-type = " +
      "/compcqos:resource-profile-policy’" {
    description
      "Resource profile policy properties";
  } description "Resource profile";
}
container protocol-rate-limit {
  when "/compcqos:sub-type = " +
      "/compcqos:protocol-rate-limit-policy’" {
    description
      "Protocol rate limit policy properties";
  } description "Protocol rate limit";
}

augment "/pol:policy-entry/policy-type = 'compc-qos-policy'" {
  when "/pol:action-entry-config/policy-type = 'compc-qos-policy'" {
    description
      "Configurations for a classifier-policy-type policy";
  } case metering-or-policing-policy {
    when "/compcqos:sub-type = " +
      "/compcqos:policing-policy’ or " +
      "/compcqos:sub-type = 'compcqos:metering-policy’" {
      container dscp-marking {
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uses action:dscp-marking;
  description "DSCP marking";
);
container precedence-marking {
  uses action:dscp-marking;
  description "Precedence marking";
}
container priority-marking {
  uses action:prior;ity;
  description "Priority marking";
}
container rate-limiting {
  uses action:one-rate-two-color-meter;
  description "Rate limiting";
}
}
case mdrr-queuing-policy {
  when "../../../compcqos:sub-type = " +
    "'compcqos:mdrr-queuing-policy'" {
    description
      "MDRR queue handling properties for the traffic " +
      "classified into current queue";
  }
  leaf mdrr-queue-weight {
    type uint8 {
      range "20..100";
    }
    units percentage;
    description "MDRR queue weight";
  }
}
case pwfq-queuing-policy {
  when "../../../compcqos:sub-type = " +
    "'compcqos:pwfq-queuing-policy'" {
    description
      "PWFQ queue handling properties for traffic " +
      "classified into current queue";
  }
  leaf pwfq-queue-weight {
    type uint8 {
      range "20..100";
    }
    units percentage;
    description "Priority-based weighted fair queue weight";
  }
  leaf pwfq-queue-priority {
    type uint8;
    description "Priority-based weighted fair queue priority";
  }
leaf pwfq-queue-rate {
  type uint8;
  description "Priority-based weighted fair queue rate";
}

case forwarding-policy {
  when "../../compcqos:sub-type = 'compcqos:forwarding-policy'" {
    description "Forward policy handling properties for traffic in this classifier";
  }
  uses redirect-action-grp;
  description "Add the classify action configuration";
}

A.4. Configuration example for QoS Classifier

<!--
  This example shows a QoS classifier configuration.
-->  
<?xml version="1.0" encoding="UTF-8"?>
<classifiers
  xmlns="urn:ietf:params:xml:ns:yang:ietf-traffic-policy"
  xmlns:bt="urn:ietf:params:xml:ns:yang:ietf-bgp-types">
  <classifier>
    <name>my-classifier</name>
    <filter-operation>match-any-filter</filter-operation>
    <filter>
      <type>dscp</type>
      <logical-not>true</logical-not>
    </filter>
  </classifier>
</classifiers>

Figure 13: Configuration example for QoS Classifier

A.5. Configuration example for QoS Policy
<!--
   This example shows a QoS policy configuration.
-->  
<?xml version="1.0" encoding="UTF-8"?>
<policies  
   xmlns="urn:ietf:params:xml:ns:yang:ietf-traffic-policy">
   <policy>
      <name>my-policy</name>
      <type>diffserv</type>
      <classifier>
         <name>my-classifier</name>
         <inline>true</inline>
         <filter-operation>match-any-filter</filter-operation>
         <filter>
            <type>dscp</type>
            <logical-not>true</logical-not>
         </filter>
      </classifier>
      <action>
         <type>dscp-marking</type>
         <!--
            Add the action-params here once it has been defined.
         -->
      </action>
   </policy>
</policies>  

Figure 14: Configuration example for QoS Policy  
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Historically, the meaning of an IP address has been to identify an interface on a network device. Routing protocols were developed based on the assumption that a destination address had this semantic.

Over time, routing decisions have been enhanced to determine paths on which packets could be forwarded according to additional information carried principally within the packet headers, and dependent on policy coded in, configured at, or signaled to the routers.

Many proposals have been made to add semantics to IP packets by placing additional information into existing fields, by adding semantics to IP addresses, or by adding fields to the packets. The intent is always to facilitate routing decisions based on these additional semantics in order to provide differentiated paths to enable forwarding of different packet flows on paths that may be distinct from those derived by shortest path first or path vector routing. We call this approach "Semantic Routing".

This document describes the challenges to the existing routing system that are introduced by Semantic Routing. It then summarizes the opportunities for research into new or modified routing and forwarding approaches that make use of additional semantics.

This document is presented as a study to support further research into clarifying and understanding the issues. It does not pass comment on the advisability or practicality of any of the proposals and does not define any technical solutions.

Status of This Memo

This Internet-Draft is submitted in full conformance with the provisions of BCP 78 and BCP 79.
Internet-Drafts are working documents of the Internet Engineering Task Force (IETF). Note that other groups may also distribute working documents as Internet-Drafts. The list of current Internet-Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maximum of six months and may be updated, replaced, or obsoleted by other documents at any time. It is inappropriate to use Internet-Drafts as reference material or to cite them other than as "work in progress."

This Internet-Draft will expire on 27 October 2022.

Copyright Notice

Copyright (c) 2022 IETF Trust and the persons identified as the document authors. All rights reserved.

This document is subject to BCP 78 and the IETF Trust’s Legal Provisions Relating to IETF Documents (https://trustee.ietf.org/license-info) in effect on the date of publication of this document. Please review these documents carefully, as they describe your rights and restrictions with respect to this document. Code Components extracted from this document must include Revised BSD License text as described in Section 4.e of the Trust Legal Provisions and are provided without warranty as described in the Revised BSD License.

Table of Contents

1. Introduction ............................................. 3
2. Current Challenges to IP Routing .......................... 4
3. What is Semantic Routing? ................................. 7
   3.1. Architectural Considerations .......................... 9
4. Challenges for Internet Routing Research .................. 10
   4.1. Research Principles ................................. 10
   4.2. Routing Research Questions to be Addressed ............ 11
5. Security and Privacy Considerations ....................... 15
6. IANA Considerations ....................................... 16
7. Acknowledgements ......................................... 16
8. Contributors ............................................. 16
9. Informative References .................................... 16
Authors’ Addresses ........................................... 17
1. Introduction

Historically, the meaning of an IP address has been to identify an interface on a network device. Routing protocols were to compute, establish, and maintain paths through networks toward destination prefixes until IP packets eventually reach their destination, and were based on the assumption that a destination address had this semantic. Anycast and multicast addresses were also defined, and those address semantics sometimes required variations to the routing protocols or even encouraged the development of new protocols.

Over time, the mechanisms that enabled routing decisions were enhanced to determine paths on which packets could be forwarded according to additional information carried principally within the packets headers or within ‘shim’ headers, and dependent on policy coded in, configured at, or signaled to the routers. Perhaps one of the most iconic examples is Equal-Cost Multipath (ECMP) where a router makes a choice about how to forward a packet over a number of parallel links or paths based on the values of a set of fields in the packet header.

Many proposals have been made to add semantics to IP packets by placing additional information into existing fields, by adding semantics to IP addresses, or by adding fields to the packets. The intent is always to facilitate routing decisions based on these additional semantics in order to provide differentiated paths to enable forwarding of different packet flows on paths that may be distinct from those derived by shortest path first or path vector routing. We call this approach "Semantic Routing" [I-D.farrel-irtf-introduction-to-semantic-routing].

There are many approaches to adding semantics to packet headers: the additional information may be derived from the destination addresses, from other fields in the packet header, or the packet itself. Mechanisms for using the destination address range from assigning an address prefix to have a special purpose and meaning (such as is done for multicast addressing) through allowing the owner of a prefix to use the low-order bits of an address for specific purposes (e.g., to provide an indication of the nature of the service that is associated with these packets). Some proposals suggest variable address lengths, others offer new hierarchical address formats, and some introduce a structure to addresses so that they can carry additional information in a common way. Alternatively, forwarding decisions can be performed based on fields in the packet header (such as the IPv6 Flow Label, or the Traffic Class field), overloading of existing packet fields, or new fields added to the packet headers.
A survey of ways in which routing and forwarding decisions have been made based on additional information carried in packets can be found in [I-D.king-irtf-semantic-routing-survey].

Some Semantic Routing proposals are intended to be deployed in administratively scoped IP domains whose network components (routers, switches, etc.) are operated by a single administrative entity (sometimes referred to as 'limited domains' [RFC8799]), while other proposals are intended for use across the Internet. The impact the proposals have on routing systems may require clean-slate solutions, hybrid solutions, extensions to existing routing protocols, or potentially no changes at all.

This document describes some of the key challenges to the routing system that are already present in today’s IP networks. It then briefly outlines the concept of "Semantic Routing" with reference to [I-D.farrel-irtf-introduction-to-semantic-routing] and presents some of the additional challenges to the existing routing system that Semantic Routing may introduce. Finally, this document presents a list of research questions that offer opportunities for future research into new or modified routing protocols and forwarding systems that make use of Semantic Routing.

In this document, the focus is on routing and forwarding at the IP layer. A variety of overlay mechanisms exists to perform service or path routing at higher layers, and those approaches may be based on similar extensions to packet semantics, but that is out of scope for this document. Similarly, it is possible that Semantic Routing can be applied in a number of underlay network technologies, and that, too, is out of scope for this document.

This document is presented as a study to support further research into clarifying and understanding the issues. It does not pass comment on the advisability or practicality of any of the proposals and does not define any technical solutions.

2. Current Challenges to IP Routing

Today’s IP routing faces several significant challenges which are a consequence of architectural design decisions and the continued exponential growth in traffic. These challenges include mobility, multihoming, programmable paths, scalability, and security, and were not the focus of the original design of the Internet. Nevertheless, IP networks have, in general, coped well in an incremental manner whenever a new challenge has arisen. The following list is presented to give context to the continuing requirements that routing protocols must meet as new semantics are applied to the routing process.
* Mobility - Mobility introduces several challenges, including maintaining a relationship between a sender and a receiver in cases where the sender or receiver changes their point of network attachment. The network must always be informed about the mobile node's current location, to allow continuity of services. Mobile users may also consume network resources, while in motion. The mobile user's service instances and attachments will also change due to varying load or latency, e.g., in Multi-access Edge Computing (MEC) environments.

* Multihoming - Multihomed stations or multihomed networks are connected to the Internet via more than one access circuit or access network and, therefore, may be assigned multiple IP addresses or prefixes from different pools. There are challenges concerning how traffic is forwarded back to the source if the source has originated its traffic using the wrong source address for a particular connection, or if one of the connections to the Internet is degraded.

* Multi-path - The Internet was initially designed to find the single, "best" path to a destination using a distributed routing algorithm. Current IP network topologies can provide multiple paths to reach a destination, each with different characteristics and with different failure likelihoods. It may be beneficial to send traffic over multiple paths to achieve reliability and enhance throughput, and it may be desirable to select one path or another because of QoS or security considerations for example, or to avoid transiting specific areas of an IP network, based (for example) on the reputation of transit provider for example. However, how packets are forwarded by using the shortest path means that distinguishing these alternate paths and directing traffic to them can be hard. Further, problems concerning scalability, commercial agreements among Service Providers, and the design of BGP make the utilization of multi-path techniques difficult for inter-domain routing. (Note that this discussion is distinct from Equal Cost Multi-path (ECMP) where packets are directed onto several "parallel" paths of identical least cost using a hash algorithm operated on some of the packets’ header fields.)

* Multicast - Delivering the same packet to multiple destinations can place considerable load on a network. Solutions that replicate the packet at the source or at the network edge may obviously cause multiple copies of the packet to flow along the same network links. Solutions that move deterministic replication into the network to make more optimal use of the network resources can be complex to set up and manage since multicast network designs often assume dynamic tree computation where the multicast
distribution tree can be rooted at the source or in the multicast network, thereby leading to specific routing tables whose entries denote the tree structure. More complicated hardware that can replicate packets may also be required within the network. In order that packets can be addressed to a group of destinations and not be forwarded by means of unicast transmission, parts of the addressing space (that is, address prefixes) have been reserved for multicast addressing.

* Programmable Paths - The ability to decouple IP paths from routing protocols and agreements between Service Providers could allow users and applications to select network paths themselves, based on the required path characteristics. Another option is to let the route computation logic select, establish, and maintain paths on behalf of the user or the application and as a function of their requirements so that Service Providers can participate in the route computation "service". Currently, user and application packets follow the path selected by routing protocols and the way traffic is forwarded through a network is under the control of the Service Provider that operates the said network. The corresponding traffic forwarding policies enforced by the service provider usually comply with the requirements expressed by the user or the application. These requirements may have triggered a dynamic service parameter negotiation cycle that eventually leads to proper (network, CPU, storage) resource allocation.

* Endpoint Selection - As compute resources and content storage move closer to the edge of the network, there are often multiple points in the network that can satisfy user requests. In order to make the best use of these distributed resources and so as not to overload parts of the network, user traffic needs to be steered to appropriate servers or data centres. In many cases, this function may be achieved in the application layer (such as through DNS [RFC3467]) or in the transport layer (such as using ALTO [RFC5693]). The challenge is to balance higher-layer decisions about which application layer resources to use with information from the lower layers about the availability and load of network resources.

* Scalability - There are many scaling concerns that pose critical challenges to the Internet. Not least among these challenges is the size of the routing tables that routers in an IP network must maintain. As the number of devices attached to the network grows, so the number of addresses in use also grows, and because of the schemes used to assign address prefixes, the mobility of devices, and the various connectivity options between networks, the routing table sizes also grow, even more so when prefixes are not always amenable to aggregation. This problem is exacerbated by some
services (such as those supported by the IoT where several thousands of objects/sensors may be networked), where, as more devices are added to the network, the size of the routing table may affect the operation of certain routing protocols. It may be noted that scaling issues are also exacerbated by multihoming practices if a host that is multihomed is allocated a different address for each point of attachment.

* Manageability, Maintainability, and Extensibility - Operational manageability is a key requirement for network technologies: network operators must be able to determine the status of their network and understand the causes of any disruptions or problems. Further, it must be possible to maintain the networks and the technologies running in them without disrupting the services being delivered by the networks. Additionally, the network technologies developed and deployed need to be extensible so that new features can be added and new services supported without the need to invent whole new technologies.

* Security - Issues of security and privacy have been largely overlooked by the routing systems. However, there is increasing concern that attacks on routing systems can not only be disruptive (for example, causing traffic to be dropped), but may cause traffic to be redirected to inspection points that can breach the security or privacy of the payloads.

Some of the challenges outlined here were previously considered within the IETF by the IAB's "Routing and Addressing Workshop" held in Amsterdam, The Netherlands on October 18-19, 2006 [RFC4984]. Several architectures and protocols have since been developed and worked on within and outside the IETF, and these are examined in [I-D.king-irtf-semantic-routing-survey].

3. What is Semantic Routing?

Semantic Routing is the term applied to routing in an IP network that relies upon additional information to feed the route computation process, to enhance route selection decisions, and to direct the forwarding process. In addition to the routable part of the destination IP address (the prefix), such information may be present in other fields in the packet (chiefly the packet header) and configured or programmed into the routers/forwarders. Semantic Routing includes mechanisms such as "Preferential Routing", "Policy-based Routing", and "Flow steering".

In Semantic Routing, a packet forwarding engine may examine a variety of fields in a packet and match them against forwarding instructions. Those forwarding instructions may be installed by routing protocols,
configured through management protocols or a software defined networking (SDN) controller, or derived by a software component on the router that considers network conditions and traffic loads. The packet fields concerned may be the fields of an IP header, those same fields but with additional semantics, elements of the packet payload, or new fields defined for inclusion in the packet header or as a "shim" between the header and payload. In the case of additional semantics included in existing packet header fields, the approach implies some "overloading" of those fields to include meaning beyond the original definition. In all cases, a well-known definition of the encoding of the additional information is required to enable consistent interpretation within the network.

A more detailed description of Semantic routing can be found in [I-D.farrel-irtf-introduction-to-semantic-routing] and a survey of Semantic Routing proposals and research projects can be found in [I-D.king-irtf-semantic-routing-survey].

Many technical challenges exist for Semantic Routing in IP networks depending on which approach is taken. These challenges include (but are not limited to):

* The continual growth of routing tables.
* Convergence times for large networks.
* Granularity of routing decisions.
* Address consumption caused by lower address utility rate. The wastage mainly comes from aligning finite allocation for semantic address blocks.
* Encoding too many semantics into prefixes will require evaluation of which to prioritize.
* Risk of privacy/information leakage.
* Lack of visibility of the Semantic Routing information when end-to-end or edge-to-edge encryption is used.
* Burdening the user, application, or prefix assignment node.
* Source address spoofing prevention mechanisms are required.
* Overloading of routing protocols causing stability and scaling problems.
* Depending on encoding mechanisms, there may be challenges for data planes to scale the processes of finding, reading, and looking up semantic data in order to forward packets at line speed.

* Backwards compatibility with existing IP networking and routing protocols.

* Extensibility to support additional functions in the future.

* Manageability and network diagnostics to be able to determine how the network is functioning and to isolate the causes of any problems.

3.1. Architectural Considerations

Semantic data may be taken into account to integrate with existing routing architectures. An overlay can be built such that Semantic Routing is used to forward traffic between nodes in the overlay, but regular IP is used in the underlay. The application of semantics may also be constrained to within a limited domain. In some cases, such a domain will use IP, but be disconnected from the Internet. In other cases, traffic from within the domain is exchanged with other domains that are connected together across an IP network using tunnels or via application gateways. And in still another case traffic from the domain is forwarded across the Internet to other nodes and this requires backward-compatible routing approaches.

Isolated Domains: Some IP network domains are entirely isolated from the Internet and other IP networks. In these cases, packets cannot "escape" from the isolated domain into external networks and so the Semantic Routing schemes applied within the domain can have no detrimental effects on external domains. Thus, the challenges are limited to enabling the desired function within the domain.

Bridged Domains: In some deployments, it will be desirable to connect together multiple isolated domains to build a larger network. These domains may be connected (or bridged) over an IP network or even over the Internet, possibly using tunnels. An alternative to tunneling is achieved using gateway functionality where packets from a domain are mapped at the domain boundary to produce regular IP packets that are sent across the IP network.

Semantic Prefix Domains: A semantic prefix domain is a portion of the Internet over which a consistent set of semantic-based policies are administered in a coordinated fashion. This is achieved by assigning a routable address prefix (or a set of prefixes) for use with Semantic Routing so that packets may be
forwarded through the regular IP network (or the Internet). Once delivered to the semantic prefix domain, a packet can be subjected to whatever Semantic Routing is enabled in the domain.

Further discussion of architectures for Semantic Routing can be found in [I-D.farrel-irtf-introduction-to-semantic-routing].

4. Challenges for Internet Routing Research

It may not be possible to embrace all emerging scenarios with a single approach or solution. Requirements such as 5G mobility, near-space-networking, and networking for outer-space (inter-planetary networking), may need to be handled using different network technologies. Improving IP network capabilities and capacity to scale, and address a set of growing requirements presents significant research challenges, and will require contributions from the networking research community. Solutions need to be both economically feasible and have the support of the networking equipment vendors as well as the network operators.

4.1. Research Principles

Research into Semantic Routing should be founded on regular scientific research principles [royalsoc]. Given the importance of the Internet today, it is critical that research is targeted, rigorous, and reproducible.

The most valuable research will go beyond an initial hypothesis, a report of the work done, and the results observed. Although that is a required foundation, networking research needs to be independently reproducible so that claims can be verified or falsified. Further, the networks on which the research is carried out need to both reflect the characteristics that are being explicitly tested, and reproduce the variety of real networks that constitute the Internet.

Thus, when conducting experiments and research to address the questions in Section 4.2, attention should be given to how the work is documented and how meaningful the test environment is, with a strong emphasis on making it possible for others to reproduce and validate the work.
4.2. Routing Research Questions to be Addressed

As research into the scenarios and possible uses of Semantic Routing progresses, a number of questions need to be answered. These questions go beyond "Why do we need this function?" and "What could we achieve by carrying additional semantics in an IP address?" The questions are also distinct from issues of how the additional semantics can be encoded within an IP address. All of those issues are, of course, important considerations in the debate about Semantic Routing, but they form only part of the essential groundwork of research into Semantic Routing itself.

This section sets out some of the concerns about how the wider use of Semantic Routing might impact a routing system. These questions need to be answered in separate research work or folded into the discussion of each Semantic Routing proposal.

1. What is the scope of the Semantic Routing proposal? This question may lead to various answers:

   Global: It is intended to apply to all uses of IP.

   Backbone: It is intended to apply to IP network connectivity.

   Overlay: It is to be used as an overlay network using tunneling over IP or other underlay technologies.

   Gateway: The Semantic Routing will be used within a specific domain, and communications with the wider Internet will be handled by IP and probably application gateways.

   Domain: The use of the Semantic Routing is strictly limited to within a domain or private network.

   Underlying this question is a broader question about the boundaries of the use of IP, and the limit of "the Internet". If a limited domain is used, is it a semantic prefix domain [RFC8799] where a part of the IP address space identifies the domain so that an address is routable to the domain, but the additional semantics are used only within the domain, or is the address used exclusively within the domain so that the external impact of the routability of the address and the additional semantics is not important?

2. What will be the impact on existing routing systems? What would happen if a packet carrying additional semantics was subjected to normal routing operations? How would the existing routing systems react if such a packet escaped (accidentally or
maliciously) from the planned scope of the proposal? For example: how are the semantic parts of an address distinguished from the routable parts (if, indeed, they are separable)? is there an impact on the size and maintenance of routing tables due to the addition of semantics?; how are cryptographically generated addresses (such as [RFC3972]) made routable and kept simple enough for management?.

3. What path characteristics are needed to describe the desired paths and as input to route computation? Since one of the implications of adding semantics to IP packets is to cause special processing by routers, it is important to understand what behaviors are wanted. Such path characteristics include (but are not limited to):

Quality: Expressed in terms of throughput, latency, jitter, drop precedence, etc.

Resilience: Expressed in terms of survival of network failures and delivery guarantees.

Destination: How is a destination address to be interpreted if it encodes a choice of actual destinations? Can traffic be forwarded over multiple distinct paths if multiple destination addresses are encoded?

Security: What choices of path reduce the vulnerability of the traffic to security or privacy attacks?

In these cases, how do the routers utilize the additional semantics to determine the desired characteristics? Or are such characteristics used to feed the route computation logic, for example, by means of metrics? What additional information about the network do the routing protocols need to gather? What changes to the routing algorithm are needed to deliver packets according to the desired characteristics? How can routes be computed with characteristics that accommodate traffic patterns, requirements, and constraints?

4. Can we solve these routing challenges with existing routing tools and methods? We can break this question into a set of more detailed questions.
* Is new hardware needed? Existing deployed hardware has certain assumptions about how forwarding is carried out based on IP addresses and routing tables. But hardware is increasingly programmable so that it may be possible to instruct the forwarding components to act on a variety of elements of the packets.

* Do we need new routing protocols? We might ask some subsidiary questions:

- Can we make do with existing protocols, possibly by tuning configuration parameters or using them out of the box?
- Can we make backwards-compatible modifications to existing protocols such that they work equally for today’s IP addresses or addresses with extra semantics?
- Do we need entirely new protocols or radical evolutions of existing protocols in order to enforce advanced Semantic Routing policies?
- Should we focus on the benefits of routing solutions that are optimized for specific environments (network topologies, technologies, use cases), or should we attempt to generalize to enable wider applicability?

5. Do we need new management tools and techniques? How practical is it to debug and operate the routing system? Management of the routing system (especially diagnostic management) is a crucial and often neglected part of the problem space. A critical part of this issue is how packets within the network can be inspected by diagnostic tools (or human operators) and mapped to the routing and forwarding decisions that were made within the network in order to understand the actions made at and by upstream routers.

6. What is the impact of Semantic Routing on the security of the routing system?

* Does the introduction of Semantic Routing provide a greater attack surface?

* Can Semantic Routing provide greater opportunities for security by fine-grain forwarding of flows to be inspected by different security functions?
* Can Semantic Routing improve security and privacy by obscuring information in the packets, or does the inclusion of additional information risk compromising security and privacy?

* To what extent does deployment within a limited domain strengthen security or make it less of a concern?

* Does the use of Semantic Routing make it easier or harder to impose censorship, prohibit access to the Internet by specific parties, or block access to certain resources or types of service?

7. What is the scalability impact of Semantic Routing on routing systems? Scalability can be measured as:

* Routing table size. How many entries need to be maintained in the routing tables by different routers serving different roles in the network? Some approaches to Semantic Routing may be explicitly intended to address this problem.

* Forwarding table size. The size of the forwarding table may be less of an issue considering modern hardware, however the more granular the routing/forwarding decisions made in a router, the greater the size of this table. The size of the forwarding table has implications for memory in the forwarding engine, but also for the lookup time for forwarding each packet.

* Routing performance. Routing performance may be considered in terms of the volume of data that has to be exchanged both to construct and maintain the routing tables at the participating routers. It may also be measured in terms of how much processing is required to compute new routes when there is a change in the network.

* Routing convergence. This is the time that it takes for a routing protocol to discover changes (especially faults) in the network, to distribute the information about any changes to its peers, and to reach a stable state across the network such that packets are forwarded consistently.

For all questions about routing scalability, research that presents figures based on credible example networks is highly desirable. Similar questions may be asked about the amount of forwarding state that has to be maintained in the routers.
8. To what extent can Semantic Routing be applied to multicast transmission schemes:

* Can Semantic Routing facilitate the computation and the establishment of (service-inferred) multicast distribution trees?

* Can specific semantics be carried in multicast addresses?

9. Is the approach extensible and maintainable? Can new features be added without increasing the complexity and in a backward compatible way? Could the approach be modified to handle evolutions in the rest of the networking infrastructure? Considerations might include the ability to encode additional options or variants within protocol fields, and the ability to add new fields. Such considerations must be actively traded against the processing overhead associated with certain encoding types.

10. What aspects need to be standardized? It is important to understand the necessity of standardization within this research. What degree of interoperability is expected between devices and networks? Is a given domain so constrained (for example, to a single equipment vendor) that standardization would be meaningless? Is the application so narrow (for example, in niche hardware environments) such that interoperability is best handled by agreements among small groups of vendors such as in industry consortia?

5. Security and Privacy Considerations

Research into Semantic Routing must give full consideration to the security and privacy issues that are introduced by these mechanisms. Placing additional information into packet header fields might reveal details of what the packet is for, what function the user is performing, who the user is, etc. Furthermore, in-flight modification of the additional information might not directly change the destination of the packet, but might change how the packet is handled within the network and at the destination.

It should also be considered how packet encryption techniques that are increasingly popular for end-to-end or edge-to-edge security may obscure the semantic information carried in some fields of the packet header or found deeper in the packet. This may render some semantic routing techniques impractical and may dictate other methods of carrying the necessary information to enable Semantic Routing.
6. IANA Considerations

This document makes no requests for IANA action.
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Abstract

The Internet Protocol (IP) has become the global standard in any computer network, independent of the connectivity to the Internet. Generally, an IP address is used to identify an interface on a network device. Routing protocols are also required and developed based on the assumption that a destination address has this semantic with routing decisions made on addresses and additional fields in the packet headers.

Over time, routing decisions were enhanced to route packets according to additional information carried within the packets and dependent on policy coded in, configured at, or signaled to the routers. Many proposals have been made to add semantics to IP addresses. The intent is usually to facilitate routing decisions based solely on the address and without finding and processing information carried in other fields within the packets.
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1. Introduction

The Internet continues to expand rapidly, and the Internet Protocol (IP) has become the global standard in many types of computer network independent of whether or what connectivity to the Internet it has. At the same time, there are increasingly varied expectations of the services and service level objectives that can be required from networks. For example, packet-delivery quality expectations beyond best effort is a growth area: throughput, latency, error recovery, and (absence of) packet or connectivity loss, reordering, or jitter. Requirements include relative or absolute guarantees or predictable elastic changes under contention on these performance factors. This places significant pressure on Service Providers to be aware of the type of services being delivered, and to have access to sufficient information about how individual packets should be treated to meet the user, application and application instance requirements.

IP addresses facilitate the identification of how a device is attached to the Internet and how it is distinguished from every other device. Addresses are used to direct packets to a destination (destination address) and indicate to where the receiver and network replies and error messages should be sent (source address). An IP address may be assigned to each network interface of a device.
connected to a network that uses IP. Applications use IP addresses to both identify a host and to indicate the physical or virtual location of the host.

This document presents a brief survey of proposals to extend the semantics of IP addresses by assigning additional meanings to some parts of the address, or by partitioning the address into a set of subfields that give scoped addressing instructions. Some of these proposals are intended to be deployed in limited domains [RFC8799] that are IP-based, while other proposals are intended for use across the Internet. Limited domains may present their own challenges in terms of ensuring the perimeter of the domains, and connecting domains across the Internet.

The impact that some proposals may have on routing systems could require clean-slate solutions, hybrid solutions, extensions to existing routing protocols, or potentially no changes at all. A separate document ([I-D.king-irtf-challenges-in-routing]) describes the challenges to the routing system presented by changes to IP address semantics, and sets out research questions that should be investigated by those proposing new semantic address schemes.

2. Network Path Selection

Two approaches are typically used for network path selection. Firstly, a priori assessment by having the feasible paths and constraints computed in advance. Secondly, real-time computation in response to changing network conditions.

The first approach may be conducted offline and allows for concurrent or global optimization based on constraints and policy. However, as network size and complexity increase, the required computing power may increase exponentially for this type of computation.

The second approach must consider the speed of calculation where complex constraints are applied to the path selection. This processing may delay service setup and the responsiveness to changes (such as failures) in the network. Network topology filters may be applied to reduce the complexity of the network data and the computation algorithm, however, the path computation accuracy and optimality may be negatively affected.

In both approaches, the amount of information that needs to be imported and processed can become very large (e.g., in large networks, with many possible paths and route metrics), which might impede the scalability of either method both in terms of the storage and the distribution of the information.
In the last decade, significant research has been conducted into the architecture of the future Internet (for example, [RESEARCHFIAref] and [ITUNET2030ref]). During this research, several techniques emerged, highlighting the benefits of path awareness and path selection for end-hosts, and multiple path-aware network architectures have been proposed, including SCION [SCIONref] and RINA [RINAref], and the work of the Path Aware Networking Research Group (PANRG) as discussed later in this document.

When choosing the best paths or topology structures, the following may need to be considered:

* The method by which a path, or set of paths, is to be calculated. For example, a path may be selected automatically by the routing protocol or imposed (perhaps for traffic engineering reasons) by a central controller or management entity.

* The criteria used for selecting the best path. For example, classic route preference, or administrative policies such as economic costs, resilience, security, and if requested, applying geopolitical considerations.

2.1. Path Aware Routing

The current architecture for IP networking is built using a best-effort philosophy. There are techniques discussed in this document that attempt better-than-best-effort delivery. The start-point and end-point of a path are identified using IP addresses, and traffic is steered along the path that does not necessarily follow the "shortest path first" route through the network. Furthermore, the path might not run all the way from a packet’s source to its destination. The assumption is that a packet reaching the end of a path is forwarded to its destination using best-effort techniques.

Evaluating and building paths that respect requirements beyond the simple best-effort model is particularly challenging and computationally heavy since numerous quality-related parameters need to be considered.

3. What is Semantic Routing?

Networks are often divided into addressing regions for various administrative or technological reasons. Different routing paradigms may be applied in each region, and specific "private" semantics may be applied to the IP addresses within a single region.
These address semantics are established using customer types, customer connections, topological constraints, performance groups, and security, etc. Service Providers or network operators will apply local policies to user and application packets as they enter the network possibly mapping addresses, or encapsulating them with an additional IP header. In some case, the packet has its source and destination within a single network and the network operator can apply address semantics policies across the whole network. In other cases (such as general IP-based traffic), a packet will require a path across multiple networks, and each may apply its own set of traffic forwarding policies. In these cases, there is often no consistency or guaranteed performance unless a Service Level Agreement (SLA) is applied to traffic traversing multiple networks.

Semantic routing proposals may apply to addresses in a specific domain, or domain set. In this context, a "limited domain" means that the interpretation of the address, in a semantic routing domain, is only applicable to a well-defined set of network nodes, or specific points in the network. If a packet bearing an address with a modified semantic were to escape from the domain, the special meaning of the address would be lost. Additionally (or alternatively), the meaning of "specific points in the network" may be applied to the source and destination nodes of a packet, while all transit nodes are unaware of the special semantic. However, it could be the case that some key transit nodes are able to access the meaning of the address and so apply special routing or other functions to the packet.

Such proposals include the following:

* Providing semantics specific to mobile networks so that a user or device may move through the network without disruption to their service [CONTENT-RTG-MOBILEref].

* Enabling optimized multicast traffic distribution by encoding multicast tree and replication instructions within addresses [MULTICAST-SRref].

* Using addresses to identify different device types so that their traffic may be handled differently [SEMANTICRTG].

* Content-based routing (CBR), forwarding of the packet based on message content rather than the destination addresses [OPENSRNref].

* Deriving IP addresses from the lower layer identifiers and using addresses depending on the underlying connectivity (for example, [RFC6282]).
* Identifying hierarchical connectivity so that routing can be simplified [EIBPref].

* Providing geographic location information within addresses [GEO-IPref].

* Indicating the application or network function on a destination device or at a specific location; or enable Service Function Chaining (SFC).

* Expressing how a packet should be handled, prioritized, or allocated network resources as it is forwarded through the network [TERASTREAMref].

* Using cryptographic algorithms to mask the identity of the source or destination, masking routing tables within the domain, while still enabling packet forwarding across the network [BLIND-FORWARDINGref].

In many cases, it may be argued that existing mechanisms applied on top of the common address semantic defined in [RFC4291] can deliver the correct functionality for these scenarios. That is, packets may be tunneled over IP using several existing encapsulation techniques. Nevertheless, there is pressure to reduce the amount of encapsulation (partly to resist reduction in the maximum transmission unit (MTU) over the network, and partly to achieve a flatter and more transparent network architecture). This leads to investigations into whether the current IP addresses can be "overloaded" (without any negative connotations being attached to that word) by adding semantics to the addresses.

Semantic Routing is the process of routing packets that contain IP addresses with additional semantics, possibly using that information to perform policy-based routing or other enhanced routing functions. Thus, facilitating enhanced routing decisions based on these additional semantics and provide differentiated paths for different packet flows, distinct from simple shortest path first routing. The process of known as Semantic Routing is discussed further in [I-D.farrel-irtf-introduction-to-semantic-routing].

Key use cases exist for semantic routing, typically for specific applications and deployments, including low earth orbit (LEO) satellite constellations [I-D.lhan-satellite-semantic-addressing].

Based on a variety of use cases, key technical challenges exist for semantic routing: these are discussed further in [I-D.king-irtf-challenges-in-routing].
3.1. Architectural Considerations

Semantics may be applied in multiple ways to integrate with existing routing architectures. The most obvious is to build an overlay such that IP is used only to route packets between network nodes that utilize the semantics at a higher layer. There are several uses of this approach, including Service Function Chaining (SFC) (see Section 4.2.3) and Information Centric Networking (ICN) (see Section 5.4.1). An overlay may be achieved in a higher layer, or may be performed using tunneling techniques (such as IP-in-IP) to traverse the areas of the IP network that cannot parse additional semantics and so join together those nodes that use the semantics.

The application of semantics may also be constrained to within a limited domain. In some cases, such a domain will use IP, but be disconnected from Internet. In those cases, the challenges are limited to enabling the desired function within the domain. In other cases, traffic from within the domain is exchanged with other domains that are connected across an IP-based network using tunnels or via application gateways. And in another case traffic from the domain is routed across the Internet to other nodes and this requires backward-compatible routing approaches, tunnels, or gateway functions.

Limited domains [RFC8799] are a fact of networking life. They are used to safely deploy or test features and functions in a controlled environment so that they cannot contaminate other networks or the Internet in general. Examples of a limited domain in use today include:

* Internet of Things (IoT) networks such as factory floors or home networks
* Deterministic Networks (DetNet) that operate in campus networks or private WANs to provide deterministic data paths with bounded latency, low loss, predictable jitter, and high reliability.
* Content Distribution Networks (CDN) where clusters of servers share content provision but may also need to be interconnected.
* Physical security may be provided for a site simply by not permitting traffic to enter or leave the site. This may be expanded by connecting multiple sites together using tunnels across the Internet to form a Virtual Private Network (VPN).

Limited domains are also used as a driver for innovation. They provide a safe space to run experiments and deploy new functions such as advances in traffic steering, improvements in security, and new routing protocols. A limited domain is a way to achieve incremental
deployability on an isolated island, and this enables innovation that may (or may not) percolate to the whole Internet at a later stage. For example, experiments to increase the programmability of network forwarding functions need to be carried out in networks of similarly capable nodes (to avoid the risks of broken interoperability or forwarding loops), yet these experiments need to use real user data that is flowing between hosts and servers.

Because limited domains don’t always operate in isolation they may need to be connected to other domains over the Internet, or other nodes within the wider Internet.

4. Existing Approaches for Routing Based on Additional Semantics

Several IETF-based approaches are available to allow service providers to perform policy-based routing, including identifying and marking IP traffic either by changing the semantic of IP addresses or by adding such a semantic in other fields/ namespaces, enabling differentiated handling by transit routers (queuing, dropping, forwarding, etc.). The sections below distinguish between those schemes that perform routing based on information other than IP addresses, those that establish an overlay network in which to apply semantics, and those that add semantics to the addresses. A further separate group of approaches is presented here to cover the concept of group semantics where a single address identifies more than one endpoint.

4.1. Non-Address-Based Routing

Many routing schemes examine the destination address field and other fields in the packet header to make routing decisions. These approaches (sometimes referred to as "policy-based routing") allow packets to follow different paths through the network depending on semantics assigned to these other fields or based on hashing algorithms operating on the values of those fields.

4.1.1. Deep Packet Inspection

Deep Packet Inspection (DPI) may be used by a router to learn the characteristics of packets in order to forward them differently. This involves looking into the packet beyond the top-level network-layer header to identify the payload. Once identified, the traffic type can be used as an input for marking the packets for network handling, or for performing specific policies on the packets.

However, DPI may be expensive both in processing costs and latency. The processing costs means that dedicated infrastructure is necessary to carry out the function, and this may have an associated financial
cost. The latency incurred may be too much for use with any delay/jitter sensitive applications. As a result, DPI is difficult for large-scale deployment and its usage is often limited to specific functions at the edge of the network.

Despite this, "shallow DPI" is commonplace in routers today as they examine the five-tuple of source address, destination address, payload protocol, source port, and destination port to perform a hash function for ECMP purposes (a form of policy-based routing).

4.1.2. Differentiated Services

Quality of Service (QoS) based on Differentiated Services [RFC2474] is a widely deployed framework specifying a simple and scalable coarse-grained mechanism for classifying and managing network traffic. However, in a service providers network, DiffServ codepoint (DSCP) values cannot be trusted when they are set by the customer, and may have different meanings as packets are passed between networks.

In real-world scenarios, Service Providers deploy "remarking" points at the edges of their network, re-classifying received packets by rewriting the DSCP field according to local policy using information such as the source/destination address, IP protocol number, transport layer source/destination ports, and possibly applying DPI as described in Section 4.1.1.

The traffic classification process and node-by-node processing leads to increased packet processing overhead and complexity at the edge of the Service Providers network.

4.1.3. IPv6 Extension Headers

[RFC8200] defines the IPv6 header and also a number of extension headers. These extension headers can be used to carry additional information that may be used by transit routers (the hop-by-hop options header) or by the destination identified by the destination address field (the destination options header). In addition, these extension headers could encode additional semantics that might enable routing decisions and determine what functions and operations should be performed on a packet.

[RFC7872] and [I-D.ietf-v6ops-ipv6-ehs-packet-drops] provide some discussions about the operational problems of using IPv6 extension headers, especially in multi-domain environments, while [I-D.bonica-6man-ext-hdr-update] proposes to update RFC 8200 with guidance regarding the processing, insertion and deletion of IPv6 extension headers.
4.2. Semantic Overlays

An overlay network is built on top of an underlay or transport network. Packets are encapsulated with the header for the overlay network to carry the additional information needed to provide the desired function, and then the packets are encapsulated for transport through the underlay network. In this case, no changes are made to the meaning of the IP addresses in the underlay, but the destination address identifies the next hop in the overlay network rather than the ultimate destination of the packet. In this way, packets can be steered through different overlay nodes where routing decisions can be made.

4.2.1. Application-Layer Traffic Optimization

Application-Layer Traffic Optimization (ALTO) [RFC7285] is an architecture and protocol. ALTO defines abstractions and services to provide simplified network views and network services to guide the application usage of network resources, including cost.

An ALTO server gathers information about the network and answers queries from an ALTO client that wants to find a suitable path for traffic. ALTO responses are typically used to route whole flows (not individual packets) either to suitable destinations (such as network functions) or onto paths that have specific qualities.

4.2.2. Multipath TCP

Multipath TCP (MPTCP) [RFC8684] enables the use of TCP in a multipath network using multiple host addresses. A Multipath TCP connection provides a bidirectional bytestream between two hosts communicating like normal TCP and thus does not require any change to the applications. However, Multipath TCP enables the hosts to use different paths with different IP addresses to exchange packets belonging to the MPTCP connection.

MPTCP increases the available bandwidth, and so provides shorter delays; it increases fault tolerance, by allowing the use of other routes when one or more routes become unavailable; and it enables traffic engineering and load balancing.
4.2.3. Service Function Chaining

Service Function Chaining (SFC) [RFC7665] is the process of sending traffic through an ordered set (a sequence) of abstract service functions. This may be achieved using an overlay encapsulation such as the Network Service Header (NSH) [RFC8300] or MPLS [RFC8596] that rely on tunneling through an underlay without any additional semantics applied to the IP addresses.

Alternatively, SFC can be performed by adding semantics to the addresses, for example, as in Section 4.3.3.

4.2.4. Path Computation Element

The Path Computation Element (PCE) [RFC4655] is an architecture and protocol [RFC5440] that can be used to assist with network path selection. A PCE is an entity capable of computing paths for a single or set of services. A PCE might be a network node, network management station, or dedicated computational platform that is resource-aware and has the ability to consider multiple constraints for sophisticated path computation. PCE applications compute label switched paths for MPLS and GMPLS traffic engineering, but the PCE has been extended for a variety of additional traffic engineering problems.

4.3. Semantic Routing

In semantic routing, additional information or meaning is placed into the IP address, and this is used to route packets within the network.

4.3.1. Locator/ID Separation Protocol (LISP)

The Locator/ID Separation Protocol (LISP) [RFC6830] was published by the IETF as an Experimental RFC in 2013 and is now being moved to the Standards Track [I-D.ietf-lisp-rfc6830bis] and [I-D.ietf-lisp-rfc6833bis]. LISP separates IP addresses into two numbering spaces: Endpoint Identifiers (EIDs) and Routing Locators (RLOCs). The former, the EIDs, are used to identify communication end-points (as the name states) as well as local routing and forwarding in the edge network. The latter, RLOCs, are used to locate the EIDs in the Internet topology and are usually the address of ASBRs (Autonomous System Border Routers). IP packets addressed with EIDs are encapsulated with RLOCs for routing and forwarding over the Internet.
As end-to-end packet forwarding includes both EIDs and RLOCs an additional control-plane is needed. This control plane provides a mapping system and basic traffic engineering capabilities. Multihoming becomes easier because one EID can be associated to more than one RLOC or even to a local network address prefix.

4.3.2. Identifier-Locator Network Protocol

The Identifier-Locator Network Protocol (ILNP) [RFC6740] is an experimental network protocol designed to separate the two functions of network addresses: identification of network endpoints, topology or location information. Differently from LISP, ILNP encodes both locator and identifier in the IPv6 address format (128 bits). More specifically, the most significant 64 bits of the 128 bits IPv6 address is the locator, while the less significant 64 bits form the identifier. Upon reaching the destination network, a cache is used to find the corresponding node. Furthermore, DNS can be dynamically updated, which is essential for mobility and also for provider-independent addresses. Similar to LISP, multihoming can be set by assigning multiple locators to the same identifier. In addition, identifiers can also be encrypted for privacy reasons. It was intended that ILNP should be backwards-compatible with existing IP, and that it should be incrementally deployable.

4.3.3. Segment Routing

Segment Routing (SR) [RFC8402] leverages the source routing paradigm. A node steers a packet through an ordered list of instructions, called "segments". A segment can represent any instruction, topological or service based. A segment can have a semantic local to an SR node or global within an SR domain. SR provides a mechanism that allows a flow to be restricted to a specific topological path, while maintaining per-flow state only at the ingress node(s) to the SR domain.

In SR for IPv6 networks (SRv6) segment routing functions are used to achieve a networking objective that goes beyond packet routing, in order to provide "network programming" [RFC8986]. The network program is expressed as a list of instructions, which are represented as 128-bit segments, called Segment Identifiers (SID) - encoded and presented in the form of an IPv6 address. The first instruction of the network program is placed in the Destination Address field of the packet. If the network program requires more than one instruction, the remaining list of instructions is placed in the Segment Routing Extension Header (SRH) [RFC8754].
An SRv6 instruction can represent any topological or service-based instruction. The SRv6 domain is the service provider domain where SRv6 services are built to transport any kind of customer traffic including IPv4, IPv6, or frames. SRv6 is the instantiation of Segment Routing deployed on the IPv6 data plane. Therefore, in order to support SRv6, the network must first be enabled for IPv6.

The SRH in the IPv6 header is only processed for nodes forwarding traffic if the destination address identifies the local node. In this case, the node must take several actions, including reading the SRH, performing any node-specific actions identified by the destination address or the next SIDs in the SRH, and re-writing the IPv6 destination address field using information from the SRH before forwarding the packet.

4.3.4. Preferred Path Routing

Preferred Path Routing (PPR) [I-D.chunduri-lsr-isis-preferred-path-routing] is a proposed routing protocol mechanism where alternate forwarding state is installed for a set of different preferred paths. Each preferred path is described as an ordered linear list of nodes, links, and network functions, and the path is identified by a network-global preferred path identifier. If a packet is marked with preferred path identifier, it is forwarded according to the preferred path that has been installed on the router. If a packet is not marked or if the preferred path is not installed on the router, the packet is forwarded using the normal shortest path first algorithm.

In PPR, the preferred path identifier is encoded in an IP address, but the address is only used in an encapsulation of the end-to-end packet. This approach is a hybrid in that it is applying a different meaning to the IP addresses, using that meaning in an encapsulation, but routing the packets through an existing IP network.

4.3.5. Connectionless Network Protocol

The Connectionless Network Protocol (CLNP) [CLNPref] is a network layer encoding that supports variable length, hierarchical addressing. It is widely deployed in many communications networks and is the ITU-T’s standardized encoding for packets in the management plane for Synchronous Digital Hierarchy (SDH) networks. For a while, CLNP was considered in competition with IP as the network layer encoding for the Internet, but IP (in conjunction with TCP) won out.
Many of the considerations for semantic addressing can be handled using CLNP, and it is particularly well suited to applications that demand variable-length addresses or that structure addresses hierarchically for routing or geo-political reasons.

Routing for CLNP can be achieved using the IS-IS routing protocol in its full form as documented in [ISISref] rather than its IP-only form [RFC1195]. While this may make it possible to use CLNP alongside IP in some routed networks, it does not integrate the use of IP addresses with additional semantics with the historic use of IP addresses except in "ships that pass in the night" fashion. Alternatively, [RFC1069] explains how to carry regular IP addresses in CLNP.

4.4. Group Semantics

A mayor enhanced addressing semantic in IP is called "group semantics". Here, an IP address identifies more than one individual interface or node. This facilitates the delivery of a packet to any one of a group of destinations, or to all group members.

4.4.1. Multicast

Multicast address semantics support delivery to all members of a group of destinations. This is a controlled variant of broadcasting where packets are delivered to all possible receivers in a particular (static) scope such as a multi-access link. Membership of a multicast link is dynamically signalled by the group members, and a group is identified by a specific address.

IP multicast [RFC1112], based on the protocol and service definition aspects of Steve Deering’s PhD, is widely deployed for IPv4. It is equally adopted and used in IPv6 using the addressing architecture specified in [RFC4291]. In IP multicast (Any Source Multicast - ASM) any node can send to the multicast group and have its packets delivered to all members of the group.
Research deployments in the 1990s (the so called ‘MBone’ [MBONEref]) indicated that IP multicast gave rise to a number of issues related to address assignment, implementation, scale, and security. The problem of allocation and management of IP multicast (group) addresses led to several proposals, including Multicast Address Dynamic Client Allocation Protocol (MADCAP) [RFC2730], the Multicast Address Allocation Architecture (MALLOC) [RFC6308], the Multicast Address-Set Claim Protocol (MASC) [RFC2909], and the Multicast-Scope Zone Announcement Protocol (MZAP) [RFC2776], but none was widely adopted. Attempts to create a complete routing protocol suite for IP multicast service model within the IETF resulted in the Multicast Source Discovery Protocol (MSDP) being published as an experimental RFC [RFC3618].

The popularity of multicast as a concept and the widespread deployment of commercial IPv4 multicast led to the development of "Source Specific Multicast" service (SSM) [RFC4607]. In SSM, the combination of the Source and Group addresses (S,G) of an IP multicast packet form a so-called SSM channel address, which identifies group of receivers and implies a single permitted sender. Receivers subscribe to every SSM channel.

From a service user’s perspective, SSM solves the security issue (only valid sources can send traffic) and the address assignment issue (all group addresses are relative to the source address). For the operator, SSM also eliminates the complex operational requirements of ASM.

4.4.2. Automatic Multicast Tunneling

Automatic Multicast Tunneling (AMT) [RFC7450] is a protocol for delivering multicast traffic from sources in a multicast-enabled network to receivers that lack multicast connectivity to the source network. The protocol uses UDP encapsulation and unicast replication to provide this functionality as a hybrid solution using both multicast routing and an overlay approach.

4.4.3. Bit Index Explicit Replication

The IETF standardized or otherwise deployed protocol solutions in support of ASM and SSM in about 2015 relied all on per-hop, per ASM-group/per-SSM-channel stateful hop-by-hop forwarding/replication. Service Provider at that time were starting to removing or reduce heavy-weight control and per-hop forwarding processing in unicast caused by MPLS LDP/RSPV-TE driven designs, replacing it with more lightweight MPLS-SR and later SRv6 forwarding and associated control planes. But to reduce the cost for multicast service, the only transit-hop stateless solution available was ingress-replication,
tunnel multicast across unicast, hence trading hop-by-hop state (and its control and management plane cost) in the network against traffic overhead and (under congestion) higher latency.

Bit Index Explicit Replication (BIER) [RFC8279] addresses these problems. BIER does not contain the notion of ASM or SSM groups. Instead, a sender enumerates the set of receivers to which the packet is to be delivered. The network routers forward packets and replicate them onto the shortest paths to the destinations. As the packets are replicated, so the enumeration of the receivers is pruned on each copy of the packet.

BIER is able to use existing routing protocols without modification, but requires enhancements in the forwarding plane to encode, parse, and act on the set of receivers. The BIER information is carried in new encapsulations [RFC8296] that is carried hop-by-hop in IP. Thus, the additional semantic is in an overlay.

5. Overview of Current Routing Research Work

This section presents a limited survey of techniques and projects that provide mechanisms to facilitate path and forwarding decisions based on contextual information.

More recently, the proceedings of the June 2021 Semantic Addressing and Routing for Future Networks (SARNET-21) Workshop was compiled and published as [I-D.galis-irtf-sarnet21-report]. It captures the views and positions of the participants as expressed during the workshop.

5.1. Forwarding

Some research work is engaged in examining the emerging set of new requirements that exceed the network and transport services of the current Internet, which only delivers "best effort" service. This work aims to determine what features can be built on top of existing solutions by adding additional new components or features. A starting point for this discussion can be found in [I-D.bryant-arch-fwd-layer-ps].

Several additional techniques for improving IP-based routing have been proposed, some of these are highlighted below.
5.1.1. Path Aware Networking

The IRTF’s Path Aware Networking Research Group [PANRGref] aims to support research in bringing path aware techniques into use in the Internet. This research overlaps with many past and existing IETF and IRTF efforts, including multipath transport protocols, congestion control in multiply-connected environments, traffic engineering, and alternate routing architectures.

[I-D.irtf-panrg-path-properties] offers a vocabulary of path properties. By doing so it gives some clarity of the distinction between path aware routing and semantic routing as considered in this document.

[I-D.irtf-panrg-what-not-to-do] provides a catalog and analysis of past efforts to develop and deploy Path Aware techniques. Most, but not all, of these mechanisms were considered at higher levels, although some apply at the IP routing and forwarding layer.

5.2. Trust and Accountability

5.2.1. Scalability, Control, and Isolation on Next-Generation Networks

The SCION (Scalability, Control, and Isolation on Next-Generation Networks) [SCIONref] inter-domain network architecture has been designed to address security and scalability issues and provides an alternative to current Border Gateway Protocol (BGP) solutions. The SCION proposal combines a globally distributed public key infrastructure, a way to efficiently derive symmetric keys between any network entities, and the forwarding approach of packet-carried forwarding state.

SCION End-hosts fetch viable path segments from the path server infrastructure, and construct the exact forwarding route themselves by combining those path segments. The architecture ensures that a variety of combinations among the path segments are feasible, while cryptographic protections prevent unauthorized combinations or path-segment alteration. The architecture further enables path validation, providing per-packet verifiable guarantees on the path traversed.

5.3. Layering
5.3.1. Recursive InterNetwork Architecture

Recursive InterNetwork Architecture (RINA) [RINAref] builds upon the principle that applications communicate through Inter-process Communication (IPC) facilities. For an application to communicate through the distributed IPC facility, it only needs to know the name of the destination application and to use the IPC interface to request communication.

By leveraging IPC concepts, RINA allows two processes to communicate, IPC requires certain functions such as locating processes, determining permission, passing information, scheduling, and managing memory. Similarly, two applications on different end-hosts should communicate by utilizing the services of a distributed IPC facility (DIF). A DIF is an organizing structure, generally referred to as a "layer".

The scope and functions provided by the different IPC facilities may vary given the different type of network and performance goals. Moreover, an IPC layer may recursively request services from other IPC layers. The idea of recursively using multiple inter-process communication services creates a multilayer structure repeated until an IPC facility can fit well for physical technologies, e.g., wired or wireless networks.

5.4. Naming

5.4.1. Information Naming

Information-Centric Networking (ICN) [ICNref] is an approach to evolve the Internet infrastructure away from a host-centric paradigm, based on perpetual connectivity and the end-to-end principle, to a network architecture in which the focal point is information (or content or data) that is assigned specific identifiers.

Several scenarios exist for semantic-based networking, providing reachability based on Content Routing [CONTENTref] and Name Data Networking [NDNref]. The technology area of ICN is now reaching maturity, after many years of research and commercial investigation. A technical discussion into the deployment and operation of ICNs continues in the IETF: [RFC8763] provides several important deployment considerations for facilitating ICN and practical deployments.

Although ICN is primarily an overlay technology, a more recently concept, Hybrid-Information-Centric Networking (hICN), has been introduced [HICNref]. In an hICN environment the ICN aspect is integrated into the IPv6 architecture, reusing existing IPv6 packet
formats with the intention of maintaining compatibility with existing and deployed IP network technology without creating overlays that might require a new packet format or additional encapsulations. The work is described in [I-D.muscariello-intarea-hicn].

5.4.2. Service Naming

5.4.2.1. Dynamic Anycast

Dyncast (Dynamic anycast) addresses the problem of directing traffic from a client to one service instance among several available, while considering decision metrics beyond shortest path when doing so. Those service instances are therefore possible destinations for a specific service demand. [I-D.liu-dyncast-ps-usecases] outlines several use cases where such traffic steering requirement is desirable and may occur, such as in edge computing scenarios but also in distribution of video content in scenarios like autonomous driving. The draft also outlines problems with existing solutions, most notably latency in changing relations from one service instance to another due to a change in metric, which defines that decision (e.g., load in servers, latency, or a combination of several such metrics).

Key to the proposed dyncast [I-D.li-dyncast-architecture] architecture is to build on the notion of (IP) anycast, while changing the addressing semantic from a locator-based addressing to a service-oriented one. Here, the initial "service demand" packet is being identified through a service identifier as destination address. This identifier is then mapped onto a binding IP (locator-based) address at the ingress of the network, allowing for locator-based routing to be used throughout the network. The ingress-based architecture is designed in such a way that ingress nodes upon arrival of a new service demand can determine which instance (i.e., which binding IP address) to use considering both network- and service-related metrics. Furthermore, these metrics can be distributed among ingress nodes in various ways, including over a routing protocol solution.

The overall forwarding decision is based on the adherence to what is termed "instance affinity", i.e., the need to adhere to a previous routing decision for more than one packet, unlike IP forwarding on locator addresses. This affinity is created, by means of a binding table on the ingress nodes, since often more than one packet is needed for the overall service-level transaction with a specific service instance. For instance, HTTP requests may span more than one routed packet. Also, a service instance may also create ephemeral state, which requires the client to continue communicating with this instance for the duration of this state. While the affinity is
entirely defined by the application layer protocol, the network layer takes the affinity marking as input into the decision to renew its routing decision.

5.4.2.2. Prioritycast

A modification to anycast that can be instantiated by additional engineering in the routing system is called "prioritycast". Instead of relying on the shortest path forwarding semantic, prioritycast directs all traffic to the anycast address instance that is reachable and has the highest priority. This approach only requires small modifications to routing protocols so that priorities are advertised along side the addresses.

Prioritycast was originally introduced as a recommended operational practice for deployments of Bidirectional PIM (Bidir-PIM) [RFC8736] which requires a single active instance of its Rendezvous Point (RP) service. The RP is the root of a bidirectional tree and prioritycast addresses for RP allow fast failover without additional redundancy protocols beside the routing protocol, which would otherwise be necessary for such a redundancy service.

5.4.3. Structured Topological Naming

The Internet uses DNS for single-level name resolution, converting user-level domain names into IP addresses. However, techniques are being proposed for multiple levels of name resolution; these would include: application-level and user-level descriptors, service identifiers, function identifiers and endpoint identifiers, which may then be mapped to IP addresses. These additional levels of naming and resolution would allow services and components to construct the service to be easily identifiable and directly and persistently named.

5.4.4. Geographical Naming

TBD

5.4.5. Path-based Naming

TBD
5.4.5.1. ICNP

Information-centric networking (ICN) is an approach to evolve the Internet infrastructure to directly support this use by introducing uniquely named data as a core Internet principle. Data becomes independent from location, application, storage, and means of transportation, enabling in-network caching and replication.

5.4.5.2. Reed

TBD

5.4.6. Content-Based Routing

The OpenSRN [OPENSRNref] project proposed a Content-Based Routing Scheme (CBR) that uses packet content and header information to forward traffic conetextually. This proposal uses a novel software defined networking architecture to provide a semantic routing for big data network applications.

5.5. Routing

5.5.1. Inter-Domain Routing

5.5.1.1. Expedited Internet Bypass Protocol

The Expedited Internet Bypass Protocol (EIBP) [EIBPref] is a clean slate approach to routing and forwarding in the Internet using the Internet infrastructure, but bypassing the Internet Protocol (IP). The EIBP method may be deployed in current routers and when invoked for a specific end to end IP hosts or networks, EIBP bypasses the heavy traffic and security challenges faced at Layer-3. EIBP does not require routing protocols, instead it abstracts network structural (physical or logical) information into intelligent forwarding addresses that are acquired by EIBP routers automatically.

The Forwarding tables used by EIBP are proportional to the connectivity (degree) at a routing device making the protocol scalable. The EIBP routing system does not require network-wide dissemination. Topology change impacts are local and thus instabilities on topology changes are minimal. EIBP is a low configuration protocol, which can be deployed in an AS and extended to multiple ASes independently. EIBP evaluations were conducted using GENI testbeds and compared to IP using Open Shortest Path First and Border Gateway Protocol. Significant performance improvements in terms of convergence and churn rates highlight the capabilities of EIBP.
5.5.2. Intra-Domain Routing

5.6. No Changes Needed

It is entirely possible that some forms of modified address semantic will work perfectly well with existing routing protocols and mechanisms either across the whole Internet or within limited and carefully controlled domains. Claims for this sort of functionality need to be the subject of careful research and analysis as the existing protocols were developed with a different view of the meaning of IP addresses, and because routing systems are notoriously fragile.

5.7. Use Cases

Several documents are available that discuss the requirements for applications and services that may benefit from Semantic Routing techniques, including:

- [I-D.boucadair-irtf-sdn-and-semantic-routing] This document examines the applicability of SDN techniques to Semantic Routing and provides considerations for the development of Semantic Routing solutions in the context of SDN.

- [I-D.kw-rtgwg-satellite-rtg-add-challenges] This document summarises near-to-mid-term space-networking problems; it outlines the key components, challenges, and requirements for integrating future space-based network infrastructure with existing networks and mechanisms. Furthermore, this document highlights the network control and transport interconnection, and identify the resources and functions required for successful interconnection of space-based and Earth-based Internet infrastructure.

6. Challenges for Internet Routing Research

Improving IP-based semantic network routing capabilities and capacity so that they scale and address a set of growing requirements presents significant research challenges, and will require contributions from the networking research community.

6.1. Routing Research Questions to be Addressed

As research into the scenarios and possible uses of semantic routing progresses, a number of questions need to be addressed in the scope of routing. These questions go beyond "Why do we need this function?" and "What could we achieve by carrying this additional semantic in an IP address?" The questions are also distinct from issues of how the additional semantics can be encoded within an IP
address. All of those issues are, of course, important considerations in the debate about semantic routing, but they form part of the essential groundwork of research into semantic routing itself.

The document "Challenges for the Internet Routing Infrastructure Introduced by Changes in Semantic Routing" [I-D.king-irtf-challenges-in-routing] sets out the challenges for the routing system, and how it might be impacted by the use of semantic routing.

7. Security Considerations

This document is a survey of existing work and so introduces no security considerations of itself. However, many of the proposals referenced either are intended to improve security or have their own security implications. For example:

* In-network path selection, the criteria used for selecting the best path may include security considerations.

* Semantic routing, and applied to specific addresses, may be established using security criteria.

* Physical security may be provided for a site or limited domain simply by not permitting traffic to enter or leave the site. This may be expanded by connecting multiple sites together using tunnels across the Internet to form a Virtual Private Network (VPN) such that the same level of security is shared by all nodes that participate in the VPN provided that the tunnels are themselves secure.

* There are also additional complexities for security when any form of multicast or anycast is used because of issues of address assignment and the formation of security associations.

8. IANA Considerations

This document makes no requests for IANA action.
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Abstract

This document presents the detailed analysis about the problems and requirements of satellite constellation used for Internet. It starts from the satellite orbit basics, coverage calculation, then it estimates the time constraints for the communications between satellite and ground-station, also between satellites. How to use satellite constellation for Internet is discussed in detail including the satellite relay and satellite networking. The problems and requirements of using traditional network technology for satellite network integrating with Internet are finally outlined.
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1. Introduction

Satellite constellation for Internet is emerging. Even there is no constellation network established completely yet at the time of the publishing of the draft (June 2021), some basic internet service has been provided and has demonstrated competitive quality to traditional broadband service.

This memo will analyze the challenges for satellite network used in Internet by traditional routing and switching technologies. It is based on the analysis of the dynamic characters of both ground-station-to-satellite and inter-satellite communications and its impact to satellite constellation networking.

The memo also provides visions for the future solution, such as in routing and forwarding.

The memo focuses on the topics about how the satellite network can work with Internet. It does not focus on physical layer technologies (wireless, spectrum, laser, mobility, etc.) for satellite communication.

2. Terminology

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEO</td>
<td>Low Earth Orbit with the altitude from 180 km to 2000 km.</td>
</tr>
<tr>
<td>VLEO</td>
<td>Very Low Earth Orbit with the altitude below 450 km</td>
</tr>
<tr>
<td>MEO</td>
<td>Medium Earth Orbit with the altitude from 2000 km to 35786 km</td>
</tr>
<tr>
<td>GEO</td>
<td>Geosynchronous orbit with the altitude 35786 km</td>
</tr>
<tr>
<td>GSO</td>
<td>Geosynchronous satellite on GEO</td>
</tr>
<tr>
<td>ISL</td>
<td>Inter Satellite Link</td>
</tr>
</tbody>
</table>
ISLL  Inter Satellite Laser Link
EIRP  Effective isotropic radiated power
P2MP  Point to Multiple Points

GS  Ground Station, a device on ground connecting the satellite. In the document, GS will hypothetically provide L2 and/or L3 functionality in addition to process/send/receive radio wave. It might be different as the reality that the device to process/send/receive radio wave and the device to provide L2 and/or L3 functionality could be separated.

SGS  Source ground station. For a specified flow, a ground station that will send data to a satellite through its uplink.

DGS  Destination ground station. For a specified flow, a ground station that is connected to a local network or Internet, it will receive data from a satellite through its downlink and then forward to a local network or Internet.

PGW  Packet Gateway
UPF  User Packet Function
PE router  Provider Edge router
CE router  Customer Edge router
P router  Provider router
LSA  Link-state advertisement
LSP  Link-State PDUs

L1  Layer 1, or Physical Layer in OSI model [OSI-Model]
L2  Layer 2, or Data Link Layer in OSI model [OSI-Model]
L3  Layer 3, or Network Layer in OSI model [OSI-Model], it is also called IP layer in TCP/IP model

BGP  Border Gateway Protocol [RFC4271]
eBGP  
External Border Gateway Protocol, two BGP peers have different Autonomous Number

iBGP  
Internal Border Gateway Protocol, two BGP peers have same Autonomous Number

IGP  
Interior gateway protocol, examples of IGPs include Open Shortest Path First (OSPF [RFC2328]), Routing Information Protocol (RIP [RFC2453]), Intermediate System to Intermediate System (IS-IS [RFC7142]) and Enhanced Interior Gateway Routing Protocol (EIGRP [RFC7868]).

3. Overview

The traditional satellite communication system is composed of few GSO and ground stations. For this system, each GSO can cover 42% Earth’s surface [GEO-Coverage], so as few as three GSO can provide the global coverage theoretically. With so huge coverage, GSO only needs to amplify signals received from uplink of one ground station and relay to the downlink of another ground station. There is no inter-satellite communications needed. Also, since the GSO is stationary to the ground station, there is no mobility issue involved.

Recently, more and more LEO and VLEO satellites have been launched, they attract attentions due to their advantages over GSO and MEO in terms of higher bandwidth, lower cost in satellite, launching, ground station, etc. Some organizations [ITU-6G][Surrey-6G][Nttdocomo-6G] have proposed the non-terrestrial network using LEO, VLEO as important parts for 6G to extend the coverage of Internet. SpaceX has started to build the satellite constellation called StarLink that will deploy over 10 thousand LEO and VLEO satellites finally [StarLink]. China also started to request the spectrum from ITU to establish a constellation that has 12992 satellites [China-constellation]. European Space Agency (ESA) has proposed "Fiber in the sky" initiative to connect satellites with fiber network on Earth [ESA-HydRON].

When satellites on MEO, LEO and VLEO are deployed, the communication problem becomes more complicated than for GSO. This is because the altitude of MEO/LEO/VLEO satellites are much lower. As a result, the coverage of each satellite is much smaller than for GSO, and the satellite is not relatively stationary to the ground. This will lead to:

1. More satellites than GSO are needed to provide the global coverage. Section 4.2 will analyze the coverage area, and the minimum number of satellites required to cover the earth surface.
2. The point-to-point communication between satellite and ground station will not be static. Mobility issue has to be considered. Detailed analysis will be done in Section 5.1.

3. The inter-satellite communication is needed, and all satellites need to form a network. Details are described in Section 5.2.

In addition to the above context, Section 7 will address the problem and requirements when satellite constellation is joining Internet.

As the 1st satellite constellation company in history, the SpaceX/StarLink will be inevitably mentioned in the draft. But it must be noted that all information about SpaceX/StarLink in the draft are from public. Authors of the draft have no relationship or relevant inside knowledge of SpaceX/Starlink.

4. Basics of Satellite Constellation

This section will introduce some basics for satellite such as orbit parameters, coverage estimation, minimum number of satellite and orbit plane required, real deployments.

4.1. Satellite Orbit

The orbit of a satellite can be either circular or elliptic, it can be described by following Keplerian elements [KeplerianElement]:

1. Inclination (i)
2. Longitude of the ascending node (Omega)
3. Eccentricity (e)
4. Semimajor axis (a)
5. Argument of periapsis (omega)
6. True anomaly (nu)

For a circular orbit, two parameters, Inclination and Longitude of the ascending node, will be enough to describe the orbit.
4.2. Coverage of LEO and VLEO Satellites and Minimum Number Required

The coverage of a satellite is determined by many physical factors, such as spectrum, transmitter power, the antenna size, the altitude of satellite, the air condition, the sensitivity of receiver, etc. EIRP could be used to measure the real power distribution for coverage. It is not deterministic due to too many variants in a real environment. The alternative method is to use the minimum elevation angle from user terminals or gateways to a satellite. This is easier and more deterministic. [SpaceX-Non-GEO] has suggested originally the minimum elevation angle of 35 degrees and deduced the radius of the coverage area is about 435km and 1230km for VLEO (altitude 335.9km) and LEO (altitude 1150km) respectively. The details about how the coverage is calculated from the satellite elevation angle can be found in [Satellite-coverage].

Using this method to estimate the coverage, we can also estimate the minimum number of satellites required to cover the earth surface.

It must be noted, SpaceX has recently reduced the required minimum elevation angle from 35 degrees to 25 degrees. The following analysis still use 35 degrees.

Assume there is multiple orbit planes with the equal angular interval across the earth surface (The Longitude of the ascending node for sequential orbit plane is increasing with a same angular interval). Each orbit plane will have:

1. The same altitude.
2. The same inclination of 90 degree.
3. The same number of satellites.

With such deployment, all orbit planes will meet at north and south pole. The density of satellite is not equal. Satellite is more dense in the space above the polar area than in the space above the equator area. Below estimations are made in the worst covered area, or the area of equator where the satellite density is the minimum.

Figure 1 illustrates the coverage area on equator area, and each satellite will cover one hexagon area. The figure is based on plane geometry instead of spherical geometry for simplification, so, the orbit is parallel approximately.

Figure 2 shows how to calculate the radius (Rc) of coverage area from the satellite altitude (As) and the elevation angle (b).
Figure 1: Satellite coverage on ground

\[ \langle \quad 2*Rc \quad \rangle \]

|\begin{align*}
+ \text{Satellite} \\
/ \\
/ \\
/ \ b \\
/ \ <\ \ * & \__ \text{Earth surface} \\
/ \ + \ - \ + \\
/ \ * & \ * \\
+ \ * & \ * \\
* \ 2*a & \ * \\
* \ __ & \ * \\
* \ - & \ - \\
* & \ * \\
* \ * \\
* \ Earth center
\end{align*}\]

Figure 2: Satellite coverage estimation

- The vertical projection of satellite to Earth

- Re The radius of the Earth, Re=6378(km)
As The altitude of a satellite

Rc The radius (arc length) of the coverage, or, the arc length of hexagon center to its 6 vertices. $Rc = Re \times (a\pi)/180$

a The cap angle for the coverage area (the RC arc). $a = \arccos((Re/(Re + As)) \times \cos(b)) - b$.

b The least elevation angle that a ground station or a terminal can communicate with a satellite, $b = 35$ degree.

Ns The minimum number of satellites on one orbit plane, it is equal to the number of the satellite’s vertical projection on Earth, so, $Ns = 180/(a \times \cos(30))$

No The minimum number of orbit (with same inclination), it is equal to the number of the satellite orbit’s vertical projection, so, $No = 360/(a \times (1 + \sin(30)))$

For an example of two types of satellite LEO and VEO, the coverages are calculated as in Table 1:

<table>
<thead>
<tr>
<th>Parameters</th>
<th>VLEO1</th>
<th>VLEO2</th>
<th>LEO1</th>
<th>LEO2</th>
</tr>
</thead>
<tbody>
<tr>
<td>As(km)</td>
<td>335.9</td>
<td>450</td>
<td>1100</td>
<td>1150</td>
</tr>
<tr>
<td>a(degree)</td>
<td>3.907</td>
<td>5.078</td>
<td>10.681</td>
<td>11.051</td>
</tr>
<tr>
<td>Rc(km)</td>
<td>435</td>
<td>565</td>
<td>1189</td>
<td>1230</td>
</tr>
<tr>
<td>Ns</td>
<td>54</td>
<td>41</td>
<td>20</td>
<td>19</td>
</tr>
<tr>
<td>No</td>
<td>62</td>
<td>48</td>
<td>23</td>
<td>22</td>
</tr>
</tbody>
</table>

Table 1: Satellite coverage estimation for LEO and VEO examples

4.3. Real Deployment of LEO and VEO for Satellite Network

Obviously, the above orbit parameter setup is not optimal since the sky in the polar areas will have the highest density of satellite.
In the real deployment, to provide better coverage for the areas with denser population, to get redundance and better signal quality, and to make the satellite distance within the range of inter-satellite communication (2000km [Laser-communication-range]), more than the minimum number of satellites are launched. For example, different orbit planes with different inclination/altitude are used.

Normally, all satellites are grouped by orbit planes, each group has a number of orbit planes and each orbit plane has the same orbit parameters, so, each orbit in the same group will have:

1. The same altitude
2. The same inclination, but the inclination is less than 90 degrees. This will result in the empty coverage for polar areas and better coverage in other areas. See the orbit picture for phrase 1 for [StarLink].
3. The same number of satellites
4. The same moving direction for all satellites

The proposed deployment of SpaceX can be seen in [SpaceX-Non-GEO] for StarLink.

The China constellation deployment and orbit parameters can be seen in [China-constellation].

5. Communications for Satellite Constellation

Unlike the communication on ground, the communication for satellite constellation is much more complicated. There are two mobility aspects, one is between ground-station and satellite, another is between satellites.

In the traditional mobility communication system, only terminal is moving, the mobile core network including base station, front haul and back haul are static, thus an anchor point, i.e., PGW in 4G or UPF in 5G, can be selected for the control of mobility session. Unfortunately, when satellite constellation joins the static network system of Internet on ground, there is no such anchor point can be selected since the whole satellite constellation network is moving.

Another special aspect that can impact the communication is that the fast moving speed of satellite will cause frequent changes of communication peers and link states, this will make big challenges to the network side for the packet routing and delivery, session control and management, etc.
5.1. Dynamic Ground-station-Satellite Communication

All satellites are moving and will lead to the communication between ground station and satellite can only last a certain period of time. This will greatly impact the technologies for the satellite networking. Below illustrates the approximate speed and the time for a satellite to pass through its covered area.

In Table 2, VLEO1 and LEO3 have the lowest and highest altitude respectively, VLEO2 is for the highest altitude for VLEO. We can see that longest communication time of ground-station-satellite is less than 400 seconds, the longest communication time for VLEO ground-station-satellite is less than 140 seconds.

The "longest communication time" is for the scenario that the satellite will fly over the receiver ground station exactly above the head, or the ground station will be on the diameter line of satellite coverage circular area, see Figure 1.

Re  The radius of the Earth, Re=6378(km)
As  The altitude of a satellite
AL  The arc length (in km) of two neighbor satellite on the same orbit plane, AL=2*cos(30)*((Re+As)*(a*pi))/180
SD  The space distance (in km) of two neighbor satellite on the same orbit plane, SD=2*(Re+As)*sin(AL/(2*(Re+As)))).
V   the velocity (in m/s) of satellite, V=sqrt(G*M/(Re+As))
G   Gravitational constant, G=6.674*10^(-11)(m^3/(kg*s^2))
M   Mass of Earth, M=5.965*10^24 (kg)
T   The time (in second) for a satellite to pass through its cover area, or, the time for the station-satellite communication. T=ALs/V
Table 2: The time for the ground-station-satellite communication

5.2. Dynamic Inter-satellite Communication

5.2.1. Inter-satellite Communication Overview

In order to form a network by satellites, there must be an inter-satellite communication. Traditionally, inter-satellite communication uses the microwave technology, but it has following disadvantages:

1. Bandwidth is limited and only up to 600M bps [Microwave-vs-Laser-communication].

2. Security is a concern since the microwave beam is relatively wide and it is easy for 3rd party to sniff or attack.

3. Big antenna size.

4. Power consumption is high.

5. High cost per bps.

Recently, laser is used for the inter-satellite communication, it has following advantages, and will be the future for inter-satellite communication.

1. Higher bandwidth and can be up to 10G bps [Microwave-vs-Laser-communication].
2. Better security since the laser beam size is much narrower than microwave, it is harder for sniffing.

3. The size of optical lens for laser is much smaller than microwave’s antenna size.

4. Power saving compared with microwave.

5. Lower cost per bps.

The range for satellite-to-satellite communications has been estimated to be approximately 2,000 km currently [Laser-communication-range].

From Table 2, we can see the Space Distance (SD) for some LEO (altitude over 1100km) are exceeding the ceiling of the range of laser communication, so, the satellite and orbit density for LEO need to be higher than the estimation values in the Table 1.

Assume the laser communication is used for inter-satellite communication, then we can analyze the lifetime of inter-satellite communication when satellites are moving. The Figure 3 illustrates the movement and relative position of satellites on three orbits. The inclination of orbit planes is 90 degrees.
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Figure 3: Satellite movement

There are four scenarios:
1. For satellites within the same orbit
   The satellites in the same orbit will move to the same direction
   with the same speed, thus the interval between satellites is
   relatively steady. Each satellite can communicate with its front
   and back neighbor satellite as long as satellite’s orbit is
   maintained in its life cycle. For example, in Figure 3, s2 can
   communication with s1 and s3.

2. For satellites between neighbor orbits in the same group at
   non-polar areas
   The orbits for the same group will share the same orbit altitude
   and inclination. So, the satellite speed in different orbit are
   also same, but the moving direction may be same or different.
   Figure 4 illustrates this scenario. When the moving direction is
   the same, it is similar to the scenario 1, the relative position
   of satellites in different orbit are relatively steady as long as
   satellite’s orbit is maintained in its life cycle. When the
   moving direction is different, the relative position of
   satellites in different orbit are un-steady, this scenario will
   be analyzed in more details in Section 5.2.2.

3. For satellites between neighbor orbits in the same group at
   polar areas
   For satellites between neighbor orbits with the same speed and
   moving direction, the relative position is steady as described in
   #2 above, but the steady position is only valid at areas other
   than polar area. When satellites meet in the polar area, the
   relative position will change dramatically. Figure 5 shows two
   satellites meet in polar area and their ISL facing will be
   swapped. So, if the range of laser pointing angle is 360 degrees
   and tracking technology supports, the ISL will not be flipping
   after passing polar area; Otherwise, the link will be flipping
   and inter-satellite communication will be interrupted.

4. For satellites between different orbits in the different group
   The orbits for the different group will have different orbit
   altitude, inclination and speed. So, the relative position of
   satellite is not static. The inter-satellite communication can
   only last for a while when the distance between two satellite is
   within the limit of inter-satellite communication, that is 2000km
   for laser [Laser-communication-range], this scenario will be
   analyzed in more details in Section 5.2.3
The total number of orbit planes are \( N \)
* The number \((i-1, i, i+1,...)\) represents the Orbit index
* The bottom numbers \((i-1, i, i+1)\) are for orbit planes on which satellites \((S1, S2, S3)\) are moving from bottom to up.
* The top numbers \((i+N/2, i+1+N/2, i+2+N/2)\) are for orbit planes on which satellites \((S4, S5, S6)\) are moving from up to bottom.

Figure 4: Two satellites with same altitude and inclination \((i)\) move in the same or opposite direction

* Two satellites \(S1\) and \(S2\) are at position \(P1\) and \(P2\) at time \(T1\)
* \(S1\)’s right facing ISL connected to \(S2\)’s left facing ISL
* \(S1\) and \(S2\) move to the position \(P4\) and \(P3\) at time \(T2\)
* \(S1\)’s left facing ISL connected to \(S2\)’s right facing ISL

Figure 5: Two satellites meeting in the polar area will change its facing of ISL

5.2.2. Satellites on Adjacent Orbit Planes with Same Altitude

For satellites on different orbit planes with same altitude, the estimation of the lifetime when two satellite can communicate are as follows.

Figure 6 illustrates a general case that two satellites move and intersect with an angle \(A\).
Figure 6: Two satellites (speed vector V1 and V2) intersect with angle A

More specifically, for orbit planes with the inclination angle i, Figure 7 illustrates two satellites move in the opposite direction and intersect with an angle 2*i.

Figure 7: Two satellites with same altitude and inclination (i) intersect with angle A=2*i

Follows are the math to calculate the lifetime of communication. Table 3 are the results using the math for two satellites with different altitudes and different inclination angles.

Dl  The laser communication limit, Dl=2000km
    [Laser-communication-range]
A   The angle between two orbit’s vertical projection on Earth. A=2*i
V1  The speed vector of satellite on orbit1
V2  The speed vector of satellite on orbit2
|V|  the magnitude of the difference of two speed vector V1 and V2, |V|=|V1-V2|=sqrt((V1-V2*cos(A))^2+(V2*sin(A))^2). For satellites with the same altitude and inclination angle i, V1=V2, so, |V|=V1*sqrt(2-2*cos(2*i))=2V1*sin(i)
The lifetime two satellites can communicate, or the time of two satellites’ distance is within the range of communication, \( T = \frac{2 \times D_l}{|V|} \).

| i (degree) | 80 | 80 | 65 | 65 | 50 | 50 |
| Alt (km) | 500 | 800 | 500 | 800 | 500 | 800 |
| |V| (km/s) | 14.98 | 14.67 | 13.79 | 13.5 | 11.66 | 11.41 |
| T(s) | 267 | 273 | 290 | 296 | 343 | 350 |

Table 3: The lifetime of communication for two LEOs (with two altitudes and three inclination angles)

5.2.3. Satellites on Adjacent Orbit Planes with Different Altitude

For satellites on different orbit planes with different altitude, the estimation of the lifetime when two satellite can communicate are as follows.

Figure 8 illustrates two satellites (with the altitude difference \( D_a \)) move and intersect with an angle \( A \).

^ V2
/ |
|---|
Da / +-
| / |
\ A
----------/--+----+----> V1
/ |
/ |
/ |

Figure 8: Satellite (speed vector V1 and V2, Altitude difference \( D_a \)) intersects with Angle A

Follows are the math to calculate the lifetime of communication

\( D_l \) The laser communication limit, \( D_l = 2000 \text{km} \)

\( D_a \) Altitude difference (in km) for two orbit planes
A  The angle between two orbit’s vertical projection on Earth
V1  The speed vector of satellite on orbit 1
V2  The speed vector of satellite on orbit 2
|V|  the magnitude of the difference of two speed vector V1 and V2, |v|=|V1-V2|=sqrt((V1-V2*cos(A))^2+(V2*sin(A))^2)
T   The lifetime two satellites can communicate, or the time of two satellites’ distance is within the range of communication, T = 2*sqrt(Dl^2-Da^2)/|V|

Using formulas above, below is the estimation for the life of communication of two satellites when they intersect. Table 4 and Table 5 are for two VLEOs with the difference of 114.1km for altitude. (VLEO1 and VLEO2 on Table 2). Table 6 and Table 7 are for two LEOs with the difference of 175km for altitude (LEO2 and LEO3 on Table 2).

| Parameters | VLEO1 | VLEO2 |
|------------+-------+-------|
|   As(km)   | 335.9 |  450  |
|  V (km/s)  |  7.7  | 7.636 |
|------------+-------+-------|
| A (degree)|  0    | 10    | 45    | 90    | 135   | 180   |
| |V| (km/s)  | 0.065 | 1.338 | 5.869 | 10.844| 14.169| 15.336|
|    T(s)    | 61810 | 2984  |  680  |  368  |  282  |  260  |

Table 4: Two VLEO with different altitude and speed

Table 5: Two VLEO intersects with different angle and the life of communication
6. Use Satellite Network for Internet Integration

Since there is no complete satellite network established yet, all following analysis is based on the predictions from the traditional GEO communication. The analysis also learnt how other type of network has been used in Internet, such as Broadband access network, Mobile access network, Enterprise network and Service Provider network.

As a criteria to be part of Internet, any device connected to any satellite should be able to communicate with any public IP4 or IPv6 address in Internet. There could be three types of methods to deliver IP packet from source to destination by satellite:

1. Data packet is relayed between ground station and satellite. For this method, there is no inter-satellite communication and networking. Data packet is bounced once or couple times between ground stations and satellites until the packet arrives at the destination in Internet.

2. Data packet is delivered by inter-satellite networking. For this method, the data packet traverses with multiple satellites connected by ISL and inter-satellite networking is used to deliver the packet to the destination in Internet.
3. Both satellite relay and inter-satellite networking are used. For this method, the data packet is relayed in some segments and traverse with multiple satellites in other segments. It is a combination of the method 1 and method 2.

Using the above methods for IP packet delivery via satellite network, we will have two typical use cases for satellite network. One is for the general broadband access (see Section 6.1), another is for the integration with 3GPP wireless network including 4G and 5G (see Section 6.2 and Section 6.3).

6.1. Use Satellite Network for Broadband Access

For this use case, the end user terminal or local network is connected to a ground station, and another ground station is connected to Internet. Two ground stations will have IP connectibility via a satellite network. The satellite network could be by satellite relays or by inter-satellite network.

Follows are typical deployment scenarios that a Satellite network is used for broadband access of Internet.

1. The end user terminal access Internet through satellite relay (Figure 9 for one satellite relay, Figure 10 for multiple satellite relay).

2. The end user terminal access Internet through inter-satellite-networking (Figure 11).

3. The local network access Internet through satellite relay (Figure 12 for one satellite relay, Figure 13 for multiple satellite relay).

4. The local network access Internet through inter-satellite-networking (Figure 14).

```
S1----\            /---------\ 
 /         /             |
 T-GW-GS1-S2-GS2-PE Internet +
 \   \    \            /   
  \---S3/  \--\---------/ 
            Figure 9: End user terminal access Internet through one satellite relay
```
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In above Figure 9 to Figure 14, the meaning of symbols are as follows:

T

The end user terminal
GW              Gateway router
GS1, GS2, GS3   Ground station with L2/L3 routing/switch functionality.
S1 to S9        Satellites
PE              Provider Edge Router
CE              Customer Edge Router

6.2. Use Satellite Network with 3GPP Wireless Access Network

For this use case, the wireless access network (4G, 5G) defined in 3GPP is used with satellite network. By such integration, a user terminal or local network can access Internet via 3GPP wireless network and satellite network. The End user terminal or local network access Internet through satellite network and Mobile Access Network. There are two cases: 1) From mobile access network to satellite network or 2) From satellite network to mobile access network. Satellite network includes inter satellite network and relay network. See Figure 15 for mobile access network to satellite network, and Figure 16 for satellite network to mobile access network.

```
+--------------+    +-------------+    +---------+    +--------+
|    T or      |    |Mobile Access|    |Satellite|    |Internet|
| Local network|----|  Network    |----| Network  |----|        |
+--------------+    +-------------+    +---------+    +--------+
```

Figure 15: End user terminal or local network access Internet through Mobile Access Network and Satellite Network

```
+--------------+    +---------+    +-------------+    +--------+
|    T or      |    |Satellite|    |Mobile Access|    |Internet|
| Local network|----| Network  |----|  Network    |----|        |
+--------------+    +---------+    +-------------+    +--------+
```

Figure 16: End user terminal or local network access Internet through Satellite Network and Mobile Access Network

6.3. Recent Development and Study in 3GPP for Satellite Network

3GPP SA Working Groups (WG) feature a couple of satellite-related projects (or SIDs). The SA2 WG is currently studying the adoption of satellite communication to provide 5G backhaul service [TR-23.700-27].
One key aspect is to investigate the potential architecture requirements and enhancements to deploy UPFs on satellites (LEO/MEO/GEO) with gNBs on the ground. Specifically, it targets at enhancing the local-switching capability for UE-to-UE data communication when UEs are served by UPFs on-board satellite(s). Similarly, the SA1 WG proposed a new satellite-based SID in which the service end points (could also be called UEs in a broader sense) may continuously move in a fast way. The UEs can be ships, boats, and cars, etc., which are located in remote regions that need the connection to LEO’s for achieving communication.

In all the SIDs, satellite based backhaul is important for mission critical scenarios in remote areas. Here, we want to clarify that while 3GPP documents TS 23.501 [TS-23.501] and 23.502 [TS-23.502] specify that a ground base station, i.e., gNB, may have multiple types of satellite backhauls (BH), e.g., GEO BH, LEO BH and LEO-BH with ISL, this use case focuses specifically on the LEO-BH with ISL. ISL stands for inter-satellite link.

Clearly, when a satellite backhaul involves multi-hop ISL path connected via different satellites, the capabilities provided by the satellite path would be changed and adjusted dynamically. For example, in the LEO case, the peering relationship between two neighboring satellites changes roughly every 5 minutes thanks to the orbital movement (see Table 2). This will definitely impair the networking performance and stability, and, in worst case, may cause the loss of connectivity. Even if some overlay tunneling mechanisms could be used to address the multi-hop ISL issue, the extra delay and potentially less bandwidth as introduced naturally by the ever-changing backhaul path would still impact the traffic engineering over the links.

The following diagram Figure 17 demonstrate the dynamic characteristics of satellite backhaul between two UEs. In the figure, UEs are connected, via gNBs, to UPFs on-board satellites. Both UPFs are connected via multi-hop ISLs to the 5G core (5GC) on the ground. There are two different multi-hop ISL paths: o A UE has to rely on a multi-hop ISL path to connect to 5GC on the ground. o When two UEs intend to communicate via the local data switching on satellite(s), some new ISL-based peering has to be established which would bring in the multi-hop ISL scenario. For example, the ISL between the Sat#1 and Sat#2 helps form a multi-hop path (marked N19 in the diagram) between the two UEs. Note that if the UPF-based local data switching involves only one UPF, then it is designated as intra-UPF local switching and relatively simpler. This is compared to the case of inter-UPF local switching as shown in the diagram.
Sat#: Satellite
GS: Ground Station
UPF: User Plane Function (5G)
gNB: Next Generation NodeB

Figure 17: Use Satellite network as back haul for 5G

In this diagram, both UEs are served by different satellite backhauls. If the local data switching via LEO UPFs on-board could be established (via the N19 ISL forwarding), then the system efficiency and QoE improvement would be achieved. Here, since UEs are served by different satellites, a multi-hop ISL scenario must be supported. But, this scenario posts challenges due to the dynamic satellite network topology and distinguished transmission capabilities from different satellites.

For example, if the UE-to-UE session has to maintain a service over longer time (> 5 minutes) such that the Sat#1 and Sat#2 move apart, then a new ISL path with potentially a new N19-ISL might be established. In worst case, if newly-involved satellites in the path happen to be polar-orbit ones and they do not support cross-seam ISLs, the communication latency may change dramatically when cross-seam transits or leaves. In another example, if both UEs belong to the same entity and need to form a 5G-VN group, then the 5G LAN-type service with PSA UPF-based local-switching must be applied among them.

Regardless, more efficient satellite communication mechanisms must be adopted, e.g., running efficient satellite-based routing protocols, establishing tunnels between LEO UPFs on-board, etc., for better local-data switching.

Further, 5GS may collaborate with satellite networks to improve QoS. One 5GC NF (i.e., SMF) can initiate UP path monitoring, and accordingly receive UP path monitoring results indicating observed...
delay. After that, the SMF takes corresponding actions like further verifying network statistics, updating sessions, etc. The coordination with the satellite networks would improve the process, which suggests satellites networks respond better to the (monitor-based) polling from 5GS.

One more thing we want to point out is that, while the propagation delay of satellite backhaul paths may change dramatically with the movement of satellite, this kind of change normally be periodic and can be well predicated based on the operation information of satellite constellation. Thus, making use of these information would also help for better services.

7. Problems and Requirements for Satellite Constellation for Internet

As described in Section 6, satellites in a satellite constellation can either relay internet traffic or multiple satellites can form a network to deliver internet traffic. More detailed analysis are in following sub sections. There might have multiple solutions for each method described in Section 6, following contexts only discuss the most plausible solution from networking perspectives.

Section 7.1 will list the common problems and requirements for both satellite relay and satellite networking.

Section 7.2 and Section 7.3 will describe key problems, requirement and potential solution from the networking perspective for these two cases respectively.

7.1. Common Problems and Requirements

For both satellite relay and satellite networking, satellite-ground-station must be used, so, the problems and requirements for the satellite-ground-station communication is common and will apply for both methods.

When one satellite is communicating with ground station, the satellite only needs to receive data from uplink of one ground station, process it and then send to the downlink of another ground station. Figure 9 illustrates this case. Normally microwave is used for both links.

Additionally, from the coverage analysis in Section 4.2 and real deployment in Section 4.3, we can see one ground station may communicate with multiple satellites. Similarly, one satellite may communicate with multiple ground stations. The characters for satellite-ground-station communication are:
1. Satellite-ground-station communication is P2MP. Since microwave physically is the carrier of broadcast communication, one satellite can send data while multiple ground stations can receive it. Similarly, one ground station can send data and multiple satellites can receive it.

2. Satellite-ground-station communication is in open space and not secure. Since electromagnetic fields for microwave physically are propagating in open space. The satellite-ground-station communication is also in open space. It is not secure naturally.

3. Satellite-ground-station communication is not steady. Since the satellite is moving with high speed, from Section 5.1, the satellite-ground-station communication can only last a certain period of time. The communication peers will keep changing.

4. Satellite-to-Satellite communication is not steady. For some satellites, even they are in the same altitude and move in the same speed, but they move in the opposite direction, from Section 5.2.2, the satellite-to-satellite communication can only last a certain period of time. The communication peers will keep changing.

5. Satellite-to-Satellite distance is not steady. For satellites with the same altitude and same moving direction, even their relative position is steady, but the distance between satellites are not steady. This will lead to the inter-satellite-communication’s bandwidth and latency keep changing.

6. Satellite physical resource is limited. Due to the weight, complexity and cost constraint, the physical resource on a satellite, such as power supply, memory, link speed, are limited. It cannot be compared with the similar device on ground. The design and technology used should consider these factors and take the appropriate approach if possible.

The requirements of satellite-ground-station communication are:

R1. The bi-directional communication capability
Both satellites and ground stations have the bi-directional communication capability

R2. The identifier for satellites and ground stations
Satellites and ground stations should have Ethernet and/or IP address configured for the device and each link. More detailed address configuration can be seen in each solution.
R3. The capability to decide where the IP packet is forwarded to.
In order to send Internet traffic or IP data to destination correctly, satellites and ground station must have Ethernet hub or switching or IP routing capability. More detailed capability can be seen in each solution.

R4. The protocol to establish the satellite-ground-station communication.
For security and management purpose, the satellite-ground-station communication is only allowed after both sides agree through a protocol. The protocol should be able to establish a secured channel for the communication when a new communication peer comes up. Each ground station should be able to establish multiple channels to communicate with multiple satellites. Similarly, each satellite should be able to establish multiple channels to communicate to multiple ground stations.

R5. The protocol to discover the state of communication peer.
The discover protocol is needed to detect the state of communication peer such as peer’s identity, the state of the peer and other info of the peer. The protocol must be running securely without leaking the discovered info.

R6. The internet data packet is forwarded securely.
When satellite or ground station is sending the IP packet to its peer, the packet must be relayed securely without leaking the user data.

R7. The internet data packet is processed efficiently on satellite
Due to the resource constraint on a satellite, the packet may need more efficient mechanism to be processed on satellite. The process on satellite should be very minimal and offloaded to ground as much as possible.

7.2. Satellite Relay

One of the reasons to use satellite constellation for internet access is it can provide shorter latency than using the fiber underground. But using ISL for inter-satellite communication is the premise for such benefit in latency. Since the ISL is still not mature and adopted commercially, satellite relay is a only choice currently for satellite constellation used for internet access. In [UCL-Mark-Handley], detailed simulations have demonstrated better latency than fiber network by satellite relay even the ISL is not present.
7.2.1. One Satellite Relay

One satellite relay is the simplest method for satellite constellation to provide Internet service. By this method, IP traffic will be relayed by one satellite to reach the DGS and go to Internet.

The solution option and associated requirements are:

S1. The satellite only does L1 relay or the physical signal process.

For this solution, a satellite only receives physical signal, amplify it and broadcast to ground stations. It has no further process for packet, such as L2 packet compositing and processing, etc. All packet level work is done only at ground station. The requirements for the solution are:

R1-1. SGS and BGS are configured as IP routing node. Routing protocol is running in SGS and BGS
   SGS and BGS is a IP peer for a routing protocol (IGP or BGP). SGS will send internet traffic to DGS as next hop through satellite uplink and downlink.

R1-2. DGS must be connected with Internet.
   DGS can process received packet from satellite and forward the packet to the destination in Internet.

In addition to the above requirements, following problem should be solved:

P1-1. IP continuity between two ground stations
   This problem is that two ground stations are connected by one satellite relay. Since the satellite is moving, the IP continuity between ground stations is interrupted by satellite changing periodically. Even though this is not killing problem from the viewpoint that IP service traditionally is only a best effort service, it will benefit the service if the problem can be solved. Different approaches may exist, such as using hands off protocols, multipath solutions, etc.

S2. The satellite does the L2 relay or L2 packet process.
For this solution, IP packet is passing through individual satellite as an L2 capable device. Unlike in the solution S1, satellite knows which ground station it should send based on packet’s destination MAC address after L2 processing. The advantage of this solution over S1 is it can use narrower beam to communicate with DGS and get higher bandwidth and better security. The requirements for the solution are:

R2-1. Satellite must have L2 bridge or switch capability

In order to forward packet to properly, satellite should run some L2 process such as MAC learning, MAC switching. The protocol running on satellite must consider the fast movement of satellite and its impact to protocol convergence, timer configuration, table refreshment, etc.

R2-2. same as R1-1 in S1

R2-3. same as R1-2 in S1

In addition to the above requirements, the problem P1-1 for S1 should also apply.

7.2.2. Multiple Satellite Relay

For this method, packet from SGS will be relayed through multiple intermediate satellites and ground station until reaching a DGS.

This is more complicated than one satellite relay described in Section 7.2.1.

One general solution is to configure both satellites and ground-stations as IP routing nodes, proper routing protocols are running in this network. The routing protocol will dynamically determine forwarding path. The obvious challenge for this solution is that all links between satellite and ground station are not static, according to the analysis in Section 5.1, the lifetime of each link may last only couple of minutes. This will result in very quick and constant topology changes in both link state and IP adjacency, it will cause the distributed routing algorithms may never converge. So this solution is not feasible.

Another plausible solution is to specify path statically. The path is composed of a serials of intermediate ground stations plus SGS and DGS. This idea will make ground stations static and leave the satellites dynamic. It will reduce the fluctuation of network path, thus provide more steady service. One variant for the solution is whether the intermediate ground stations are connected to Internet. Separated discussion is as below:
S1. Manual configuring routing path and table

For this solution, the intermediate ground stations and DGS are specified and configured manually during the stage of network planning and provisioning. Following requirements apply:

R1-1. Specify a path from SGS to DGS via a list of intermediate ground stations.
   The specified DGS must be connected with internet. Other specified intermediate ground stations does not have to

R1-2. All Ground stations are configured as IP routing node.
   Static routing table on all ground stations must be pre-configured, the next hop of routes to Internet destination in any ground station is configured to going through uplink of satellite to the next ground station until reaching the DGS.

R1-3. All Satellites are configured as either L1 relay or L2 relay.
   The Satellite can be configured as L1 relay or L2 relay described in S1 and S2 respectively in Section 7.2.1

In addition to the above requirements, the problem P1-1 in Section 7.2.1 should also apply.

S2. Automatic decision by routing protocol.

This solution is only feasible after the IP continuity problem (P1-1 in Section 7.2.1) is solved. Following requirements apply:

R2-1. All Ground stations are configured as IP routing node.
   Proper routing protocols are configured as well.
   The satellite link cost is configured to be lower than the ground link. In such a way, the next hop of routes for the IP forwarding to Internet destination in any ground station will be always going through the uplink of satellite to the next ground station until reaching the DGS.

R2-2. All Satellites are configured as either L1 relay or L2 relay.
   The Satellite can be configured as L1 relay or L2 relay described in S1 and S2 respectively in Section 7.2.1

In addition to the above requirements, the problem P1-1 in Section 7.2.1 should also apply.
7.3. Satellite Networking

In the draft, satellite Network is defined as a network that satellites are inter-connected by inter-satellite links (ISL). One of the major difference of satellite network with the other type of network on ground (telephone, fiber, etc.) is its topology and links are not stationary, some new issues have to be considered and solved. Follows are the factors that impact the satellite networking.

7.3.1. L2 or L3 network

The 1st question to answer is should the satellite network be configured as L2 or L3 network? As analyzed in Section 4.2 and Section 4.3, since there are couple of hundred or over ten thousand satellites in a network, L2 network is not a good choice, instead, L3 or IP network is more appropriate for such scale of network.

7.3.2. Inter-satellite-Link Lifetime

If we assume the orbit is circular and ignore other trivial factors, the satellite speed is approximately determined by the orbit altitude as described in the Section 5.1. The satellite orbit can determine if the dynamic position of two satellites is within the range of the inter-satellite communication. That is 2000km for laser communication [Laser-communication-range] by Inter Satellite Laser Link (ISLL).

When two satellites’ orbit planes belong to the same group, or two orbit planes share the same altitude and inclination, and when the satellites move in the same direction, the relative positions of two satellites are relatively stationary, and the inter-satellite communication is steady. But when the satellites move in the opposite direction, the relative positions of two satellites are not stationary, the communication lifetime is couple of minutes. The Section 5.2.2 has analyzed the scenario.

When two satellites’ orbit planes belong to the different group, or two orbit planes have different altitude, the relative position of two satellite are unstable, and the inter-satellite communication is not steady. As described in Section 5.2, The life of communication for two satellites depends on the following parameters of two satellites:

1. The speed vectors.
2. The altitude difference
3. The intersection angle
From the examples shown in Table 4 to Table 7, we can see that the lifetime of inter-satellite communication for the different group of orbit planes are from couple of hundred seconds to about 18 hours. This fact will impact the routing technologies used for satellite network and will be discussed in Section 7.3.3.

7.3.3. Problems for Traditional Routing Technologies

When the satellite network is integrated with Internet by traditional routing technologies, following provisioning and configuration (see Figure 18) will apply:

1. The ground stations connected to local network and internet are treated as PE router for satellite network (called PE_GS1 and PE_GS2 in the following context), and all satellites are treated as P router.
2. All satellites in the network and ground stations are configured to run IGP.
3. The eBGP is configured between PE_GS and its peered network’s PE or CE.

The work on PE_GS1 are:

* The local network routes are received at PE_GS1 from CE by eBGP. The routes are redistributed to IGP and then IGP flood them to all satellites. (Other more efficient methods, such as iBGP or BGP reflectors are hard to be used, since the satellite is moving and there is no easy way to configure a full meshed iBGP session for all satellites, or configure one satellite as BGP reflector in satellite network.)

* The internet routes are redistributed from IGP to eBGP running on PE_GS1, and eBGP will advertise them to CE.

The work on PE_GS2 are:

* The Internet routes are received at PE_GS2 from PE by eBGP. The routes are redistributed to IGP and then IGP flood them to all satellites. (Similar as in PE_GS1, Other more efficient methods, such as iBGP or BGP reflector cannot be used.)

* The local network routes are redistributed from IGP to eBGP running on PE_GS2, and eBGP will advertise them to Internet.
Local access Internet through inter-satellite-networking

On PE-GS1, due to the fact that IGP link between PE_GS1 and satellite is not steady; this will lead to following routing activity:

1. When one satellite is connecting with PE_GS1, the satellite and PE_GS1 form a IGP adjacency. IGP starts to exchange the link state update.

2. The local network routes received by eBGP in PE_GS1 from CE are redistributed to IGP, and IGP starts to flood link state update to all satellites.

3. Meanwhile, the Internet routes learnt from IGP in PE_GS1 will be redistributed to eBGP. eBGP starts to advertise to CE.

4. Every satellite will update its routing table (RIB) and forwarding table (FIB) after IGP finishes the SPF algorithm.

5. When the satellite is disconnecting with PE-GS1, the IGP adjacency between satellite and PE_GS1 is gone. IGP starts to exchange the link state update.

6. The routes of local network and satellite network that were redistributed to IGP in step 2 will be withdrawn, and IGP starts to flood link state update to all satellites.

7. Meanwhile, the Internet routes previously redistributed to eBGP in step 3 will also be withdrawn. eBGP starts to advertise route withdraw to CE.

8. Every satellite will update its routing table (RIB) and forwarding table (FIB) after the SPF algorithm.

Similarly on PE_GS2, due to the fact that IGP link between PE_GS2 and satellite is not steady; this will lead to following routing activity:
1. When one satellite is connecting with PE_GS2, the satellite and PE_GS2 form a IGP adjacency. IGP starts to exchange the link state update.

2. The Internet routes previously received by eBGP in PE_GS2 from PE are redistributed to IGP, IGP starts to flood the new link state update to all satellites.

3. Meanwhile, the routes of local network and satellite network learnt from IGP in PE_GS2 will be redistributed to eBGP. eBGP starts to advertise to Internet peer PE.

4. Every satellite will update its routing table (RIB) and forwarding table (FIB) after IGP finishes the SPF algorithm.

5. When the satellite is disconnecting with PE-GS2, the IGP adjacency between satellite and PE_GS2 is gone. IGP starts to exchange the link state update.

6. The internet routes previously redistributed to IGP in step 2 will be withdrawn, and IGP starts to flood link state update to all satellites.

7. Meanwhile, the routes of local network and satellite network previously redistributed to eBGP in step 3 will also be withdrawn. eBGP starts to advertise route withdraw to PE.

8. Every satellite will update its routing table (RIB) and forwarding table (FIB) after the SPF algorithm.

For the analysis of detailed events above, the estimated time interval between event 1 and 5 for PE_GS1 and PE_GS2 can use the analysis in Section 5.1. For example, it is about 398s for LEO and 103s for VLEO. Within this time interval, the satellite network including all satellites and two ground stations must finish the works from 1 to 4 for PE_GS1 and PE_GS2. The normal internet IPv6 and IPv4 BGP routes size are about 850k v4 routes + 100K v6 routes [BGP-Table-Size]. There are couple critical problems associated with the events:

P1. Frequent IGP update for its link cost

   Even for satellites in different orbit with the steady relative positions, the distance between satellites is keep changing. If the distance is used as the link cost, it means the IGP has to update the link cost frequently. This will make IGP keep running and update its routing table.
P2. Frequent IGP flooding for the internet routes
Whenever the IGP adjacency changes (step 1 and 5 for PE_GS2), it will trigger the massive IGP flooding for the link state update for massive internet routes learnt from eBGP. This will result in the IGP re-convergency, RIB and FIP update.

P3. Frequent BGP advertisement for the internet routes
Whenever the IGP adjacency changes (step 3 and 7 for PE_GS1), it will trigger the massive BGP advertisement for the internet routes learnt from IGP. This will result in the BGP re-convergency, RIB and FIB update. BGP convergency time is longer than IGP. The document [BGP-Converge-Time1] has shown that the BGP convergence time varies from 50sec to couple of hundred seconds. The analysis [BGP-Converge-Time2] indicated that per entry update takes about 150us, and it takes $O(75s)$ for 500k routes, or $O(150s)$ for 1M routes.

P4. More frequent IGP flooding and BGP update in whole satellite network
To provide the global coverage, a satellite constellation will have many ground stations deployed. For example, StarLink has applied for the license for up to one million ground stations [StarLink-Ground-Station-Fcc], in which, more than 50 gateway ground stations (equivalent to the PE_GS2) have been registered [SpaceX-Ground-Station-Fcc] and deployed in U.S. [StarLink-GW-GS-map]. It is expected that the gateway ground station will grow quickly to couple of thousands [Tech-Comparison-LEOs]. This means almost each satellite in the satellite network would have a ground station connected. Due to the fact that all satellites are moving, many IGP adjacency changes may occur in a shorter period of time described in Section 5.1 and result in the problem P1 and P2 constantly occur.

P5. Service is not steady
Due to the problems P1 to P3, the service provider of satellite constellation is hard to provide a steady service for broadband service by using inter-satellite network and traditional routing technologies.

As a summary, the traditional routing technology is problematic for large scale inter-satellite networking for Internet. Enhancements on traditional technologies, or new technologies are expected to solve the specific issues associated with satellite networking.
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Abstract
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1. Introduction

Massive LEO constellation is expected to be used for future Internet. It has raised challenges to the current IP networking technologies to support such super-fast-moving network. [I-D.lhan-problems-requirements-satellite-net] has analyzed the problems when using the regular routing protocols in such network.

Since all satellites in a LEO constellation are well organized and form a kind of multi-layered grid network, each satellite’s relative position in the satellite network will be steady during its lifetime. [I-D.lhan-satellite-semantic-addressing] has proposed to use couple of indexes to identify each satellite in the network. The combination of the indexes is called the satellite semantic address. The semantic address can be embedded into the field of the interface identifier (i.e., the rightmost 64 bits) of the IPv6 address, if IPv6 is used in the satellite network.

This memo proposes a method for routing for satellite network, it is based on the satellite semantic address. The routing information is embedded into the IPv6 packet as routing extension header defined in [RFC8200]. Unlike the segment routing [RFC8754] and programming [RFC8986], The new method will not use IPv6 SID (Segment Identifier) to represent the segments on the routing path. Instead, it will convert the segments on the path to be a list of instructions since each satellite could be represented by the semantic address. Each instruction can tell each satellite how to forward the packet to a adjacent satellite, either on the same orbit, or on the adjacent orbit.

Compared with the traditional IP forwarding, the new method will not use TCAM (Ternary Content-addressable Memory) lookup for IP prefix. Each satellite only needs to store a simple adjacency table. Therefore, the new method can save significant TCAM and the processing time for routing/forwarding tables.

It must be noted this memo just describes one aspect of the whole solution for satellite constellation used for Internet access and NTN (Non-Terrestrial Network) integration with 5G, following areas are not covered in this memo and will be addressed in other documents separately:

1. IP forwarding path calculation for a LEO constellation.
2. Data planes for different scenarios, such as Internet access and NTN integration.
3. Other protocols for control plane.
2. Terminology

LEO                Low Earth Orbit with the altitude from 180 km to 2000 km.

LEO constellation  LEO constellation consists of certain number of LEOs. Each LEO has pre-assigned orbit element.

ISL                Inter Satellite Link

GS                 Ground Station, a device on ground connecting satellite. In the document, GS will hypothetically provide L2 and/or L3 functionality in addition to process/transmit/receive radio wave. It might be different as the reality that the device to process/transmit/receive radio wave and the device to provide L2 and/or L3 functionality could be separated.

L2                 Layer 2, or Data Link Layer in OSI model [OSI-Model]

L3                 Layer 3, or Network Layer in OSI model [OSI-Model], it is also called IP layer in TCP/IP model

OS                 Operating System

NTN                Non-Terrestrial Network

SID                Segment Identifier

Sat-GS Links       Wireless links between satellites and ground-stations, it consists of uplink (from ground to satellite) and downlink (from satellite to ground).

Link Metrics       The cost of the outgoing interface for routing, typically, it may indicate the bandwidth, delay or other costs for the interface.

Sat_ID             Satellite Index, the Index for the satellite in a orbit plane, see [I-D.lhan-satellite-semantic-addressing]

Obp_ID             Orbit Plane Index, the Index for the orbit plane in a shell group of satellite, see [I-D.lhan-satellite-semantic-addressing]

Shl_ID             Shell Index, the Index for the shell group of
satellite in a satellite constellation, see [I-D.lhan-satellite-semantic-addressing]

Intf_ID       Interface Index

Sat_Addr      Satellite Semantic Address, it consists of indexes Shl_ID, Obp_ID and Sat_ID. It is 32-bit long and is defined in Section 5.4 in [I-D.lhan-satellite-semantic-addressing]

Sat_MacAddr   The MAC (Media Access Control) Address for a satellite

3. Review of LEO satellite constellation for future Internet

LEO satellite constellation is expected to be integrated with terrestrial network in future Internet. StarLink project [StarLink] has launched its satellites and provided the beta service in some areas. 3GPP [ThreeGPP] has studied the issues when NTN is integrated with Internet and 5G. 3GPP [TR38-821] has also proposed the Satellite-based NG-RAN architectures for NTN integration. The targets of LEO constellation for future Internet and NTN integration are as follows:

1. Global coverage: The Satellite network should cover all places on earth and any flying objects as long as the place or objects are below LEO attitude and within the coverage footprint of satellite constellation, the satellite network should be the complementary to terrestrial network.

2. Internet access: The Satellite network can provide the Internet access service for covered areas.

3. NTN integration: The Satellite network is fully integrated with Internet including Wireless such as 4G or 5G.

4. Competitive service: The Satellite network can provide the services that are competitive to terrestrial network in terms of service stability, Quality of Service, especially the latency for Satellite network is shorter.

As a new form of network, LEO constellation has lots of difference with the steady terrestrial network especially in the mobility. [I-D.lhan-problems-requirements-satellite-net] has analyzed the movement and coverage of satellite. For a massive LEO constellation, all satellites are moving on the allocated orbits, and form one or multiple layers of network. Finally, the massive LEO constellation will have the following unprecedented mobility:
1. Each LEO moves at the speed of 7.x km/s.

2. Ground Stations move at the speed of 463 m/s due to earth rotation.

3. Half of LEOs move on the direction that is different with another half of LEOs.

4. Huge number of links between satellites and ground-stations, and all of them are constantly flipping within short period of time. All Link Metrics of Sat-GS Links are also constantly changing.

5. All Link Metrics of ISL on the Longitude direction are constantly changing.

6. All Links of ISL on the Longitude direction may be interrupted at two polar areas.

4. Basics of Instructive Routing

When using ISL for satellites in a LEO constellation, each layer of network will have satellite nodes connected by limited ISLs. A typical satellite will have about six ISL to connected to its adjacent satellites in 3D space. Additionally, there might have very few numbers of ISL working as un-steady link to connect to other satellites. Un-stead links are those between satellites moving to different directions, see [I-D.lhan-problems-requirements-satellite-net] for the detailed explanation. After using the semantic address for each satellite, the satellite relationship will be static. Figure 1 illustrates one satellite and its six direct connected adjacent satellites, it is easy to determine some indexes of its adjacent satellites:

1. S0, S1 and S2 have the same Shl_ID, the difference of Obp_ID between S0 and S1, S0 and S2 are both equal to one.

2. S0, S3 and S4 have the same Shl_ID and Obp_ID, the difference of Sat_ID between S0 and S3, S0 and S4 are both equal to one.

3. S0, S5 and S6 have different Shl_ID, and the difference of Shl_ID between S0 and S5, S0 and S6 are both equal to one.

Another benefit to use the semantic address is that the packet forwarding for routing and switching will be simplified significantly. There will be only six major forwarding directions to the directly connected adjacent satellites described above, plus one or few specified directions probably. The specified direction is to forward packet to a specified adjacent satellite through an un-steady
link. The un-steady link can connect to any satellite but only last for a short time. The usage of un-steady links are expected to be limited and are not major scenarios in a LEO constellation. Following are all directions for forwarding:

1. Forward to the Sat_ID Incremental or Decremental directions.
2. Forward to the Obp_ID Incremental or Decremental directions.
3. Forward to the Shl_ID Incremental or Decremental directions.
4. Forward to a specified satellite through an un-steady link.

```
        ^ Shl_ID Incremental direction
         |                      |
         /                      /
        S5 ^ Sat_ID Increment direction
         /     |                     /     
        /     /                     /     |
       /     / S3                  /     /  
      /     /     /                /     /   
     /     /     / S2----S0------S1  -> Obp_ID Increment direction
    /     /     /     /            /     /     /
   /     /     /     /            /     /     /   
  S4 /     /     /     /          S6 /
   /     /     /     /            /   
```

Figure 1: The LEO Satellite Relationship in 3D Space

Figure 2 illustrates a 2D example. It shows how a packet is forwarded in a grid satellite network. The forwarding path consists of a series of segments, and each segment consists of two satellites at its two ends. One segment could be on either the same orbit plane or crossing adjacent orbit plane. Intuitively, we can obtain the list of instructions to guide the packet and get the forwarding behaviors at different satellites. Following is an example:

1. At S1 to S2, forward packet to the Sat_ID Incremental direction, until the packet reaches S2
2. At S2 to S3, forward packet to the Obp_ID Incremental direction, until the packet reaches the orbit plane of S3
3. At S3 to S4, forward packet to the Sat_ID Incremental direction, until the packet reaches S4

4. At S4 to S5, forward packet to the Obp_ID Decremental direction, until the packet reaches the orbit plane of S5

5. At S5 to S6, forward packet to the Sat_ID Decremental direction, until the packet reaches S6

Obviously, at each satellite, the forwarding logic needs to check if the satellite reaches the end of a segment on the route path. In the regular segment routing, the SID is used to do such indication. But for satellite network, since satellite’s semantic address is embedded into the IPv6 address, it is not needed to include the long SID into the packet header. Instead, it will be much saving if we only embed one of three indexes information of the satellite semantic address in the instruction argument, and then we can further simplify the above instructions as:

1. At S1 to S2, forward packet to the Sat_ID Incremental direction, until the packet reaches a satellite and the satellite’s Sad_ID is equal to the given instruction argument (S2’s Satellite Index)

2. At S2 to S3, forward packet to the Obp_ID Incremental direction, until the packet reaches a satellite and the satellite’s Obp_ID is equal to the given instruction argument (S3’s Orbit Plane Index)

3. At S3 to S4, forward packet to the Sat_ID Incremental direction, until the packet reaches a satellite and the satellite’s Sat_ID is equal to the given instruction argument (S4’s Satellite Index)

4. At S4 to S5, forward packet to the Obp_ID Decremental direction, until the packet reaches a satellite and the satellite’s Obp_ID is equal to the given instruction argument (S5’s Orbit Plane Index)

5. At S5 to S6, forward packet to the Sat_ID Decremental direction, until the packet reaches a satellite and the satellite’s Sat_ID is equal to the given instruction argument (S6’s Satellite Index)
5. IPv6 Routing Header for Instructive Routing

For instructive routing, IPv6 routing header is used with a new routing type "Instructive Routing Type". The format of the new routing header is illustrated in Figure 3.

Figure 3: The IPv6 Routing Hdr for Instructive Routing
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Routing Type  Instructive Routing Type

Inst. Offset The offset in the number of octets from the start of Instruction List. The initial value is set to 0 and it points to the 1st instruction to be executed. The value is incremented by the number of octets of the total size of a instruction after the instruction is executed.

Remained Inst. Remained Number of Instructions. The initial value is set to the total number of instructions. The value will be decremented by one after one instruction is executed. The minimum number is one, and it indicates that the end of instruction stack is reached.

ST The satellite address type, default is 0.

Inst. List A list of instructions, the size is variable.

Paddings Pad1 or PadN options to make the packet extension header alignment, see [RFC8200]

6. Instruction List for Instructive Routing

For instructive routing, the instruction list is used to instruct each satellite how to do routing job. The format of the instruction list is illustrated in Figure 4. Each instruction consists of Function Code and Arguments.

```
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
\--------------\--------------/ \--------------\--------------/
 instruction[0]                   instruction[1]...
```

Figure 4: The Instruction List for Instructive Routing

Function Code Function Code, size is 1 octet

Arguments Arguments for the function, Variable length
7. Instructive Routing Behaviors

The behavior for each satellite for instructive routing is described here. Table 1 is the summary of the name, Hex values of all functions, arguments and size. New functions can be defined if needed.

The subsections below are the detailed explanation for each function.

<table>
<thead>
<tr>
<th>Func Name/Hex Value</th>
<th>Arguments/Size(Octet)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fwd.Inc.Sat_ID/0X01</td>
<td>Sat_ID/1</td>
<td>Section 7.1</td>
</tr>
<tr>
<td>Fwd.Dec.Sat_ID/0X02</td>
<td>Sat_ID/1</td>
<td>Section 7.2</td>
</tr>
<tr>
<td>Fwd.Inc.Obp_ID/0X03</td>
<td>Obp_ID/1</td>
<td>Section 7.3</td>
</tr>
<tr>
<td>Fwd.Dec.Obp_ID/0X04</td>
<td>Obp_ID/1</td>
<td>Section 7.4</td>
</tr>
<tr>
<td>Fwd.Inc.Shl_ID/0X05</td>
<td>Shl_ID/1</td>
<td>Section 7.5</td>
</tr>
<tr>
<td>Fwd.Dec.Shl_ID/0X06</td>
<td>Shl_ID/1</td>
<td>Section 7.6</td>
</tr>
<tr>
<td>End.Intf_ID/0X07</td>
<td>Intf_ID/1</td>
<td>Section 7.7</td>
</tr>
<tr>
<td>End.Punt/0X08</td>
<td>0X0/1</td>
<td>Section 7.8</td>
</tr>
<tr>
<td>End.Lookup/0X09</td>
<td>0X0/1</td>
<td>Section 7.9</td>
</tr>
<tr>
<td>End.Lookup.IPV4/0X0A</td>
<td>IPV4_Addr/4</td>
<td>Section 7.10</td>
</tr>
<tr>
<td>End.Lookup.IPV6/0X0B</td>
<td>IPV6_Addr/16</td>
<td>Section 7.11</td>
</tr>
<tr>
<td>Fwd.Sat_Addr/0X0C</td>
<td>Sat_Addr/4</td>
<td>Section 7.12</td>
</tr>
<tr>
<td>Fwd.Sat_MacAddr/0X0D</td>
<td>Sat_MacAddr/6</td>
<td>Section 7.13</td>
</tr>
</tbody>
</table>

Table 1: Functions, Arguments and Reference

The functions in Section 7.1 to Section 7.6 are used for the instructions to forward packet to one of the six major directions discussed in Section 4. They will call API in Section 7.14 to forward the packet to the specified direction.
The functions in Section 7.12 and Section 7.13 are used for the instructions to forward packet to a specified adjacent satellite discussed in Section 4. They will call APIs in Section 7.15 and Section 7.16 respectively to forward the packet to the specified adjacent satellite.

In order to forward packet, each satellite should have an adjacency table stored locally; the table should contain the information about all adjacent satellites, it should at least store:

1. Each adjacent satellite’s semantic address.
2. The ID of local interface connecting to each adjacent satellite.
3. The MAC address for the remote interface of each adjacent satellite.

7.1. Fwd.Inc.Sat_ID

The definition of this function is "Forward the packet on the Satellite Index Incremental Direction until the packet reaches a Satellite whose Satellite Index is equal to the value specified in the argument"

This function is used for the instruction to forward packet to one of the six major directions discussed in Section 4.

When a satellite receives a packet with new routing header, assume the satellite indexes in the address are Shl_index, Obp_index, Sat_index respectively, the satellite does the following. During the forwarding, the Forwarding_API in Section 7.14 is called to forward the packet to the specified direction.
S01. When an IRH is processed {
S02.   If ((RI > 1) and (Argument != Sat_index)) {
S03.      Input_Satellite = Current Satellite;
S04.      Input_Direction = Satellite Index Incremental direction;
S05.      Forwarding_API(Packet,Input_Satellite,Input_Direction);
S06.   } else {
S07.      IOF += 2;
S08.      RI --;
S09.      if (RI <= 0)
            Send an ICMP Parameter Problem to the Source Address
            with Code 0 (Erroneous header field encountered)
            and Pointer set to the RI field,
            interrupt packet processing, and discard the packet;
S10.     Proceed to execute the next Instruction;
S11.   }
S12.}

7.2. Fwd.Dec.Sat_ID

The definition of this function is "Forward the packet on the
Satellite Index Decremental Direction until the packet reaches a
Satellite whose Satellite Index is equal to the value specified in
the argument"

This function is used for the instruction to forward packet to one of
the six major directions discussed in Section 4.

When a satellite receives a packet with new routing header, assume
the satellite indexes in the address are Shl_index, Obp_index,
Sat_index respectively, the satellite does the following. During the
forwarding, the Forwarding_API in Section 7.14 is called to forward
the packet to the specified direction.
S01. When an IRH is processed {
S02.   If ((RI > 1) and (Argument != Sat_index)) {
S03.      Input_Satellite = Current Satellite;
S04.      Input_Direction = Satellite Index Decremental direction;
S05.      Forwarding_API(Packet,Input_Satellite,Input_Direction);
S06.   } else {
S07.      IOF += 2;
S08.      RI --;
S09.      if (RI <= 0) 
                Send an ICMP Parameter Problem to the Source Address
                with Code 0 (Erroneous header field encountered)
                and Pointer set to the RI field,
                interrupt packet processing, and discard the packet;
S10.      Proceed to execute the next Instruction;
S11.   } }
S12.}

7.3. Fwd.Inc.Opb_ID

The definition of this function is "Forward the packet on the Orbit Plane Index Incremental Direction until the packet reaches a Satellite whose Orbit Plane Index is equal to the value specified in the argument"

This function is used for the instruction to forward packet to one of the six major directions discussed in Section 4.

When a satellite receives a packet with new routing header, assume the satellite indexes in the address are Shl_index, Obp_index, Sat_index respectively, the satellite does the following. During the forwarding, the Forwarding_API in Section 7.14 is called to forward the packet to the specified direction.
S01. When an IRH is processed {
S02.   If ((RI > 1) and (Argument != Obp_index)) {
S03.      Input_Satellite = Current Satellite;
S04.      Input_Direction = Orbit Plane Index Incremental direction;
S05.      Forwarding_API(Packet,Input_Satellite,Input_Direction);
S06.   } else {
S07.      IOF += 2;
S08.      RI --;
S09.      if (RI <= 0)
      Send an ICMP Parameter Problem to the Source Address
               with Code 0 (Erroneous header field encountered)
               and Pointer set to the RI field,
               interrupt packet processing, and discard the packet;
S10.      Proceed to execute the next Instruction;
S11.   }
S12.}

7.4. Fwd.Dec.Opb_ID

The definition of this function is "Forward the packet on the Orbit Plane Index Decremental Direction until the packet reaches a Satellite whose Orbit Plane Index is equal to the value specified in the argument"

This function is used for the instruction to forward packet to one of the six major directions discussed in Section 4.

When a satellite receives a packet with new routing header, assume the satellite indexes in the address are Shl_index, Obp_index, Sat_index respectively, the satellite does the following. During the forwarding, the Forwarding_API in Section 7.14 is called to forward the packet to the specified direction.
S01. When an IRH is processed {
S02.   If ((RI > 1) and (Argument != Obp_index)) {
S03.      Input_Satellite = Current Satellite;
S04.      Input_Direction = Orbit Plane Index Decremental direction;
S05.      Forwarding_API(Packet, Input_Satellite, Input_Direction);
S06.   } else {
S07.      IOF += 2;
S08.      RI --;
S09.      if (RI <= 0)
            Send an ICMP Parameter Problem to the Source Address
            with Code 0 (Erroneous header field encountered)
            and Pointer set to the RI field,
            interrupt packet processing, and discard the packet;
S10.     Proceed to execute the next Instruction;
S11.   }
S12. }

7.5. Fwd.Inc.Shl_ID

The definition of this function is "Forward the packet on the Orbit
Shell Index Incremental Direction until the packet reaches a
Satellite whose Orbit Shell Index is equal to the value specified in
the argument"

This function is used for the instruction to forward packet to one of
the six major directions discussed in Section 4.

When a satellite receives a packet with new routing header, assume
the satellite indexes in the address are Shl_index, Obp_index,
Sat_index respectively, the satellite does the following. During the
forwarding, the Forwarding_API in Section 7.14 is called to forward
the packet to the specified direction.
When an IRH is processed {
    If ((RI > 1) and (Argument != Shl_index)) {
        Input_Satellite = Current Satellite;
        Input_Direction = Orbit Shell Index Incremental direction;
        Forwarding_API(Packet,Input_Satellite,Input_Direction);
    } else {
        IOF += 2;
        RI --;
        if (RI <= 0)
            Send an ICMP Parameter Problem to the Source Address
                with Code 0 (Erroneous header field encountered)
                and Pointer set to the RI field,
                interrupt packet processing, and discard the packet;
        Proceed to execute the next Instruction;
    }
}

7.6. Fwd.Dec.Shl_ID

The definition of this function is "Forward the packet on the Orbit Shell Index Decremental Direction until the packet reaches a Satellite whose Orbit Shell Index is equal to the value specified in the argument"

This function is used for the instruction to forward packet to one of the six major directions discussed in Section 4.

When a satellite receives a packet with new routing header, assume the satellite indexes in the address are Shl_index, Obp_index, Sat_index respectively, the satellite does the following. During the forwarding, the Forwarding_API in Section 7.14 is called to forward the packet to the specified direction.
S01. When an IRH is processed {
S02.   If ((RI > 1) and (Argument != Shl_index)) {
S03.     Input_Satellite = Current Satellite;
S04.     Input_Direction = Orbit Shell Index Decremental direction;
S05.     Forwarding_API(Packet, Input_Satellite, Input_Direction);
S06. } else {
S07.     IOF += 2;
S08.     RI --;
S09.     if (RI <= 0)
             Send an ICMP Parameter Problem to the Source Address
             with Code 0 (Erroneous header field encountered)
             and Pointer set to the RI field,
             interrupt packet processing, and discard the packet;
S10.     Proceed to execute the next Instruction;
S11. }}
S12.}

7.7. End.Intf_ID

The definition of this function is "End of processing for the
Instructive routing, remove the Instructive Routing Header, Forward
the packet to the interface specified in the argument"

This function is normally used on the Dst_Sat to forward packet to
Dst_GS.

When a satellite receives a packet with new routing header, the
satellite does the following, Forwarding_GS_API in Section 7.17 is
called to forward the packet to the specified interface.

S01. When an IRH is processed {
S02.   Change the Next header in the packet header to be
       the Next Header field in the Instructive Routing header;
S03.   Remove the Instructive Routing Header;
S04.   Forwarding_GS_API(Packet, Argument);
S05.}

7.8. End.Punt

The definition of this function is "End of processing for the
Instructive routing, remove the Instructive Routing Header, Punt the
packet to the OS for process"

This function is normally used send packet to a satellite. At the
destination satellite, the packet is punted to the OS to be processed
further.
When a satellite receives a packet with new routing header, the satellite does the following:

S01. When an IRH is processed {
S02.   Change the Next header in the packet header to be the Next Header field in the Instructive Routing header;
S03.   Remove the Instructive Routing Header;
S04.   Punt packet to the local CPU for process;
S05.}

7.9. End.Lookup

The definition of this function is "End of processing for the Instructive routing, remove the Instructive Routing Header, Lookup the destination address in packet header and forward the packet accordingly"

This function is normally used to send packet to Dst_GS. After the packet reaches the Dst_Sat, the packet is forwarded to Dst_GS by looking up the destination address in the IPv6 packet header.

When a satellite receives a packet with new routing header, the satellite does the following:

S01. When an IRH is processed {
S02.   Change the Next header in the packet header to be the Next Header field in the Instructive Routing header;
S03.   Remove the Instructive Routing Header;
S04.   Lookup the destination address in packet hdr and forward the packet;
S05.}

7.10. End.Lookup.IPv4

The definition of this function is "End of processing for the Instructive routing, remove the Instructive Routing Header, Lookup the IPv4 address specified in the argument and forward the packet accordingly"

This function is normally used to send packet to Dst_GS. After the packet reaches the Dst_Sat, the packet is forwarded to Dst_GS by looking up the IPv4 destination address specified in the Function Argument.

When a satellite receives a packet with new routing header, the satellite does the following:
S01. When an IRH is processed {
S02. Fetch the IPv4 addr in the argument;
S03. Change the Next header in the packet header to be the Next Header field in the Instructive Routing header;
S04. Remove the Instructive Routing Header;
S05. Lookup the fetched IPv4 address and forward the packet;
S06.}

7.11. End.Lookup.IPv6

The definition of this function is "End of processing for the Instructive routing, remove the Instructive Routing Header, Lookup the IPv6 address specified in the argument and forward the packet accordingly"

This function is normally used to send packet to Dst_GS. After the packet reaches the Dst_Sat, the packet is forwarded to Dst_GS by looking up the IPv6 destination address specified in the Function Argument.

When a satellite receives a packet with new routing header, the satellite does the following:

S01. When an IRH is processed {
S02. Fetch the IPv6 addr in the argument;
S03. Change the Next header in the packet header to be the Next Header field in the Instructive Routing header;
S04. Remove the Instructive Routing Header;
S05. Lookup the fetched IPv6 address and forward the packet;
S06.}

7.12. Fwd.Sat_Addr

The definition of this function is "Forward the packet to the adjacent satellite with the address specified in the argument"

This function is normally used for the instruction to forward packet to an adjacent satellite specified by its Satellite Semantic Address. The Satellite Semantic Address is 32-bit long and is defined in Section 5.4 in [I-D.lhan-satellite-semantic-addressing]

When a satellite receives a packet with new routing header, assume the satellite semantic address is Sat_Addr, the satellite does the following:
S01. When an IRH is processed {
S02.   If ((RI > 1) and (Argument != Sat_Addr)) {
S03.      Input_Satellite = Current Satellite;
S04.      SatAddr = Argument;
S05.      Forwarding_API_SAT(Packet,Input_Satellite,SatAddr);
S06.   } else {
S07.      IOF += 4;
S08.      RI --;
S09.      if (RI <= 0)
            Send an ICMP Parameter Problem to the Source Address
            with Code 0 (Erroneous header field encountered)
            and Pointer set to the RI field,
            interrupt packet processing, and discard the packet.
S10.      Proceed to execute the next Instruction;
S11.   }
S12.}

7.13. Fwd.Sat_MacAddr

The definition of this function is "Forward the packet to the
adjacent satellite with the MAC address specified as the argument"

This function is normally used for the instruction to forward packet
to an adjacent satellite specified by its MAC address.

When a satellite receives a packet with new routing header, assume
the satellite Mac address is Sat_MacAddr, the satellite does the
following:

S01. When an IRH is processed {
S02.   If ((RI > 1) and (Argument != Sat_MacAddr)) {
S03.      Input_Satellite = Current Satellite;
S04.      SatMacAddr = Argument;
S05.      Forwarding_API_Mac(Packet,Input_Satellite,SatMacAddr);
S06.   } else {
S07.      IOF += 6;
S08.      RI --;
S09.      if (RI <= 0)
            Send an ICMP Parameter Problem to the Source Address
            with Code 0 (Erroneous header field encountered)
            and Pointer set to the RI field,
            interrupt packet processing, and discard the packet.
S10.      Proceed to execute the next Instruction;
S11.   }
S12.}

This API will forward a packet to the specified direction. When a satellite executes the API, it will do following:

S01. Forwarding_API(Packet, Input_Satellite, Input_Direction) {
    S02.   Lookup the local adjacency table to find out
           1) The adjacent satellite of "Input_Satellite" on the
              direction equal to "Input_Direction" (The adjacent
              satellite’s semantic address can be inferred by
              the "Input_Satellite" and "Input_Direction").
           2) The L2 address for the adjacent satellite;
           3) The local interface connecting to the adjacent
              satellite;
    S03.   Rewrite the L2 header of the Packet by the L2 address;
    S04.   Send the Packet to the local interface;
    S05.}

7.15. Forwarding_API_SAT(Packet, Input_Satellite, Sat_Addr)

This API will forward a packet to the specified adjacent satellite with the semantic address as the argument. When a satellite executes the API, it will do following:

S01. Forwarding_API_SAT(Packet, Input_Satellite, SatAddr) {
    S02.   Lookup the local adjacency table to find out
           1) The adjacent satellite of "Input_Satellite" (The adjacent
              satellite address is SatAddr);
           2) The L2 address for the adjacent satellite;
           3) The local interface connecting to the adjacent
              satellite;
    S03.   Rewrite the L2 header of the Packet by the L2 address;
    S04.   Send the Packet to the local interface;
    S05.}

7.16. Forwarding_API_MAC(Packet, Input_Satellite, Sat_MacAddr)

This API will forward a packet to the specified adjacent satellite with the MAC address as the argument. When a satellite executes the API, it will do following:
7.17. Forwarding_GS_API(Packet, Input_Interface)

This API will forward a packet to ground station the connected to the specified interface. When a satellite executes the API, it will do following:

S01. Forwarding_API(Packet, Input_Interface) {
S02.   Lookup the local adjacency table to find out
       1) The connected GS to the interface equal to "Input_Interface";
       2) The L2 address for the GS;
S03.   Rewrite the L2 header of the Packet by the L2 address;
S04.   Send the Packet to the "Input_Interface";
S05.}

8. IANA Considerations

This document defines a new IPv6 Routing Type: the "Instructive Routing Header". It needs to be assigned a number by IANA.

This document also defines an 8-bit Function Name, for which IANA will create and will maintain a new sub-registry entitled "Instructive Routing Function Name" under the "Internet Protocol Version 6 (IPv6) Parameters" [IPv6_Parameters] registry. Initial values for the subtype registries are given in Table 1.

9. Security Considerations

The instructive routing is only applicable to a satellite network that is using the satellite semantic address. It will add instructive routing header at a GS and the header will be removed before reaching another GS. Normally, a satellite network including all GS is trusted domain. Traffic will be filtered at the domain boundaries. Non-authorized users cannot access the satellite network.
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Abstract

This document presents a semantic addressing method for satellites in satellite constellation connecting with Internet. The satellite semantic address can indicate the relative position of satellites in a constellation. The address can be used with traditional IP address or MAC address or used independently for IP routing and switching.
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1. Introduction

Satellite constellation technologies for Internet are emerging and expected to provide Internet service like the traditional wired network on the ground. A typical satellite constellation will have couple of thousands or over ten thousand of LEO and/or VLEO. Satellites in a constellation will be connected to adjacent satellites by Inter-Satellite-Links (ISL), and/or connected to ground station by microwave or laser links. ISL is still in research stage and will be deployed soon. This memo is for the satellite networking with the use of ISL.
The memo proposes to use some indexes to represent a satellite’s orbit information. The indexes can form satellite semantic address, the address can then be embedded into IPv6 address or MAC address for IP routing and switching. The address can also be used independently if the shorter than 128-bit length of IP address is accepted. As an internal address for satellite network, it only applies to satellites that will form a constellation to transport Internet traffic between ground stations and will not be populated to Internet by BGP.

2. Terminology

LEO
Low Earth Orbit with the altitude from 180 km to 2000 km.

VLEO
Very Low Earth Orbit with the altitude below 450 km

GEO
Geosynchronous orbit with the altitude 35786 km

ISL
Inter Satellite Link

ISLL
Inter Satellite Laser Link

3D
Three Dimensional

GS
Ground Station, a device on ground connecting the satellite. In the document, GS will hypothetically provide L2 and/or L3 functionality in addition to process/send/receive radio wave. It might be different as the reality that the device to process/send/receive radio wave and the device to provide L2 and/or L3 functionality could be separated.

SGS
Source ground station. For a specified flow, a ground station that will send data to a satellite through its uplink.

DGS
Destination ground station. For a specified flow, a ground station that is connected to a local network or Internet, it will receive data from a satellite through its downlink and then forward to a local network or Internet.

L1
Layer 1, or Physical Layer in OSI model [OSI-Model]

L2
Layer 2, or Data Link Layer in OSI model [OSI-Model]
For IP based satellite networking, the topology is very dynamic and the traditional IGP and BGP based routing technologies will face challenges according to the analysis in [I-D.lhan-problems-requirements-satellite-net]. From the paper, we can easily categorize satellite links as two types, steady and unsteady. For un-steady links, the link status will be flipping every couple of minutes.

Section 5.5 has more details about how to identify different links.

Some researches have been done to handle such fast changed topologies. One method to overcome the difficulties for routing with un-steady links is to only use the steady links, and get rid of un-steady links unless it is necessary. For example, for real deployment, only links between satellite and ground stations are mandatory to use, other un-steady links can be avoided in routing and switching algorithms. [Routing-for-LEO] proposed to calculate the shortest path by avoiding un-steady links in polar area and links crossing Seam line since satellites will move in the opposite direction crossing the Seam line.

Traditionally, to establish an IP network for satellites, each satellite and its interface between satellites and to ground stations have to be assigned IP addresses (IPv4 or IPv6). The IP address can be either private or public. IP address itself does not mean anything except routing prefix and interface identifier [RFC8200].

To utilize the satellite relative position for routing, it is desired that there is an easy way to identify the relative positions of different satellites and identify un-steady links quickly. The traditional IP address cannot provide such functionality unless we have the real-time processing for 3D coordinates of satellites to figure out the relative positions of each satellite, and some math calculation and dynamic database are also needed in routing algorithm.
to check if a link is steady or not. This will introduce extra data exchanged for routing protocols and burden for the computation in every satellite. Considering the ISL link speed (up to 10G for 2000km) and hardware cost (Radiation-hardened semiconductor components are needed) in satellite are more constraint than for network device on ground, it is expected to simplify the routing algorithm, reduce the requirement of ISL, onboard CPU and memory.

The document proposes to form a semantic address by satellite orbit information, and then embedded it into a proper IP address. The IP address of IGP neighbors can directly tell the relative position of different satellites and if links between two satellites are steady or not.

The document does not describe the details how the semantic address is used to improve routing and switching or new routing protocols, those will be addressed in different documents.

4. Basics of Satellite Constellation and Satellite Orbit

This section will introduce some basics for satellite such as orbit parameters.

4.1. Satellite Orbit

The orbit of a satellite can be either circular or ecliptic, it can be described by following Keplerian elements [KeplerianElement]:

1. Inclination (i)
2. Longitude of the ascending node (Omega)
3. Eccentricity (e)
4. Semimajor axis (a)
5. Argument of periapsis (omega)
6. True anomaly (nu)

The circular orbit is widely used by proposals of satellite constellation from different companies and countries.

For a circular orbit, we will have:

* Eccentricity e = 0
* Semimajor axis a = Altitude of satellite
* Argument of periapsis omega = 90 degree

So, three parameters, Altitude, Inclination and Longitude of the ascending node, will be enough to describe the orbit. The satellite will move in a constant speed and True anomaly (\(\nu\)) can be easily calculated after the epoch time is defined.

4.2. Satellite Constellation Compositions

One satellite constellation may be composed of many satellites (LEO and VLEO), but normally all satellites are grouped in a certain order that is never changed during the life of satellite constellation. Each satellite constellation’s orbits parameters described in Section 4.1 must be approved by regulator and cannot be changed either. Follows are characters of one satellite constellation:

1. One Satellite Constellation is composed of couple of shell groups of satellites.

2. Same shell group of satellite will have the same altitude and inclination.

3. The total \(N\) orbit planes in the same shell group of satellites will be evenly distributed by the same interval of Longitude of the ascending node (Omega). The interval equals to \((360\ \text{degree}/N)\). As a result, all orbit planes in the same shell group will effectively form a shell to cover earth (there will be a coverage hole for the shell if the inclination angle is less than 90 degree).

4. Each orbit plane in the same shell group will have the same number of satellites, all satellites in the same orbit plane will be evenly distributed angularly in the orbit plane.

5. All satellites in the same shell group are moving in the same circular direction within the same orbit plane. As a result, at any location on earth, we can see there will have two group of satellites moving on the opposite direction. One group moves from south to north, and another group moves from north to south. Section 5.5 has more details.
4.3. Communication between Satellites by ISL

When ISL is used for the communication between satellites, each satellite will have a fixed number of links to connect to its neighbor. Due to the cost of ISL and the constraints of power supply on satellite, the number of ISL is normally limited to connect to its closest neighbors. In 3D space, each satellite may have six types of adjacent satellites, each type represents one direction. The number of adjacent neighbors in one direction is dependent on the number of deployment of ISL device on satellites, for example, the laser transmitter and receiver for ISLL. Figure 1 illustrates satellite S0 and its adjacent neighbors.

All adjacent satellites of S0 in Figure 1 are listed below:

1. The front adjacent satellite S1 that is on the same orbit plane as S0.
2. The back adjacent satellite S2 that is on the same orbit plane as S0.
3. The right adjacent satellites S3 and S4 that are on the right orbit plane of S0.
4. The left adjacent satellites S5 and S6 that are on the left orbit plane of S0

5. The above adjacent satellites S7 to S9 that are on the above orbit plane of S0

6. The below adjacent satellite S10 to S12 that are on the below orbit of plane S0

The relative position of adjacent satellites will directly determine the quality of ISL and communication. From the analysis in [I-D.lhan-problems-requirements-satellite-net], the speed of satellite is only related to the altitude of the satellite (on circular orbit), all satellites with a same altitude will move with the same speed. So, in above adjacent satellites, some adjacent satellite’s relative positions are steady and the ISL can be alive without interruption caused by movement. Some adjacent satellites relative positions are changing quickly, the ISL may be down since the distance may become out of reach for the laser of ISL, or the quick changed positions of two satellite make the tracking of laser too hard. Below are details:

* The relative position of satellites in the same orbit plane will be the steadiest.

* The relative position of satellites in the direct neighbor orbit planes in the same shell group and moving in the same direction will be steady at equator area, but will be changing when two orbits meet on the polar area. Whether the link status will be flipping depends on the tracking technology and the range of laser pointing angle of ISL. See Figure 2.

* The relative position of satellites in the neighbor orbit planes in the same shell group but moving in the different direction will not be steady at all times. More details are explained in Figure 8

* The relative position of satellites in the neighbor orbit planes in the different shell group will be dependent on the difference of altitude and inclination. This has been analyzed in [I-D.lhan-problems-requirements-satellite-net].
* Two satellites S1 and S2 are at position P1 and P2 at time T1
* S1’s right facing ISL connected to S2’s left facing ISL
* S1 and S2 move to the position P4 and P3 at time T2
* S1’s left facing ISL connected to S2’s right facing ISL
* So, if the range of laser pointing angle is 360 degree and
  tracking technology supports, the ISL will not be flipping
  after passing polar area; Otherwise, the link will be flipping

Figure 2: Satellite’s Position and ISL Change at Polar Area

5. Addressing of Satellite

When ISL is deployed in satellite constellation, all satellites in
the constellation can form a network like the wired network on
ground. Due to the big number of satellites in a constellation, the
network could be either L2 or L3. The document proposes to use L3
network for better scalability.

When satellites form a L3 network, it is expected that IP address is
needed for each satellite and its ISLs.

While the traditional IP address can still be used for satellite
network, the document proposes an alternative new method for
satellite’s addressing system. The new addressing system can
indicate a satellite’s orbit info such as shell group index, orbit
plane index and satellite index. This will make the adjacent
satellite identification for link status easier and benefit the
routing algorithms.

5.1. Indexes of Satellite

As described in Section 4.2, one satellite has three important orbit
related information as described below.

1. Index for the shell group of satellites in a satellite
   constellation

2. Index for the orbit plane in a shell group of satellites
3. Index for the satellite in an orbit plane

It should be noted that for all type of indexes, it is up to the owner to assign the index number. There is no rule for which one should be assigned with which number. The only important rule is that all index number should be in sequential to reflect its relative order and position with others. Below is an example of assignment rules:

1. The 1st satellite launched in an orbit plane can be assigned for the 1st satellite index (0), the incremental direction of the satellite index in the same orbit plane is the incremental direction of "Argument of periapsis (omega)"

2. The 1st orbit plane established can be assigned for the 1st orbit plane index (0), the incremental direction of the orbit plane index is the incremental direction of "Longitude of the ascending node (Omega)".

3. The shell group of satellites with the lowest altitude can be assigned for the 1st shell group index (0), the incremental direction of shell group index is the incremental direction of altitude.

Figure 3 and Figure 4 illustrate three types of indexes for satellite.
Figure 3: Shell Group and Orbit Plane Indexes for Satellites

Shell Group and Orbit Plane Indexes for Satellites

Figure 4

Three type of Index for satellites
5.2. The Range of Satellite Indexes

The ranges of different satellite indexes will determine the range of the dedicated field for semantic address. The maximum indexes depend on the number of shell group, orbit plane and satellite per orbit plane. The number of orbit plane and satellite per orbit plane have relationship with the coverage of a satellite constellation. There are minimum numbers required to cover earth.

[I-D.lhan-problems-requirements-satellite-net] has given the detailed math to estimate the minimal number required to cover the earth. There are two key parameters that determine the minimal number of satellite required. One is the elevation angle, another is the altitude. Spacelink has proposed two elevation angles, 25 and 35 degrees [SpaceX-Non-GEO]. The lowest LEO altitude can be 160km according to [Lowest-LEO-ESA]. The Table 1 and Table 2 illustrate the estimation for different altitude (As), the coverage radius (Rc), the minimal required number of orbit planes (No) and satellite per orbit plane (Ns). The elevation angle is 25 degree and 35 degrees respectively.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>VLEO1</th>
<th>VLEO2</th>
<th>LEO1</th>
<th>LEO2</th>
<th>LEO3</th>
<th>LEO4</th>
<th>LEO5</th>
</tr>
</thead>
<tbody>
<tr>
<td>As(km)</td>
<td>160</td>
<td>300</td>
<td>600</td>
<td>900</td>
<td>1200</td>
<td>1500</td>
<td>2000</td>
</tr>
<tr>
<td>Rc(km)</td>
<td>318</td>
<td>562</td>
<td>1009</td>
<td>1382</td>
<td>1702</td>
<td>1981</td>
<td>2379</td>
</tr>
<tr>
<td>Ns</td>
<td>73</td>
<td>42</td>
<td>23</td>
<td>17</td>
<td>14</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>No</td>
<td>85</td>
<td>48</td>
<td>27</td>
<td>20</td>
<td>16</td>
<td>14</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 1: Satellite coverage (Rc), minimal number of orbit plane (No) and satellite (Ns) per orbit plane for different LEO/VLEOs, Elevation angle = 25 degree
### Table 2: Satellite coverage (Rc), minimal number of orbit plane (No) and satellite (Ns) per orbit for different LEO/VLEOs, Elevation angle = 35 degree

The real deployment may be different as above analysis. Normally, more satellites and orbit planes are used to provide better coverage. So far, there are only two proposals available, one is StarLink, another is from China Constellation. For proposals of StarLink, there are 7 shell groups, the number of orbit plane and satellites per orbit plane in all shell groups are 72 and 58; For proposals of China-constellation, there are 7 shell groups, the number of orbit plane and satellites per orbit plane in all shell groups are 60 and 60;

It should be noted that some technical parameters, such as the inclination and altitude of orbit planes, in above proposals may be changed during the long-time deployment period, but the total numbers for indexes normally do not change.

From the above analysis, to be conservative, it is safe to conclude that the range of all three satellite indexes are less than 256, or 8-bit number.

#### 5.3. Other Info for satellite addressing

In addition to three satellite indexes described in Section 5.1, other information is also important and can also be embedded into satellite address:

1. The company or country code, or the owner code. In the future, there may have multiple satellite constellations on the sky from different organizations, and the inter-constellation communication may become as normal that is similar to the network on the ground. This code will be useful to distinguish different satellite constellation and make the inter-constellation communication possible. One satellite constellation will have
one code assigned by international regulator (IANA or ITU). Considering the limit of LEO orbits and the cost of satellite constellations, the total number of satellite constellation is very limited. So, the size of code is limited.

2. The Interface Index. This index is to identify the ISL or ISLL for a satellite. As described in Section 4.3, the total number of ISL is limited. So, the size of interface index is also limited.

5.4. Encoding of Satellite Semantic Address

The encoding for satellite semantic address is dependent on what routing and switching (L2 or L3 solution) technologies are used for satellite networking, and finally dependent on the decision of IETF community.

Follows are some initial proposals:

1. When satellite network is using L3 solution, the satellite semantic address is encoded as the interface identifier (i.e., the rightmost 64 bits) of the IPv6 address for IPv6. Figure 5 shows the format of IPv6 Satellite Address.

2. When satellite network is using L2 solution, the satellite semantic address can be embedded into the field of "Network Interface Controller (NIC) Specific" in MAC address [IEEE-MAC-Address]. But due to shorter space for NIC, the "Index for the shell group" and "Index for Interface" will only have 4-bit. This is illustrated in Figure 6. This encoded MAC address can also be used for L3 solution where the interface MAC may be also needed to be configured for each ISL.

3. Recently, some works suggested to use Length Variable IP address for routing and switching [Length-Variable-IP] or use flexible IP address [I-D.jia-flex-ip-address-structure] or shorter IP address [I-D.li-native-short-addresses] to solve some specific problems that regular IPv6 is not very suitable. Satellite network also belongs to such specific network. Due to the resource and cost constraints and requirement for radiation hardened electronic components, the ISL speed, on-board processor and memory are limited in performance, power consumption and capacity compared with network devices on ground. So, using IPv6 directly in satellite network is not an optimal solution because IPv6 header size is too long for such small network. From above analysis, 32-bit to 64-bit length of IP address is enough for satellite networking. Using 128-bit IPv6 will consume more resource especially the ISL bandwidth, processing power and memory, etc.
If shorter than 128-bit IP address is accepted as IETF work, the satellite semantic address can be categorized as a similar use case. Figure 7 illustrates a 32-bit Semantic Satellite Address format. The final coding for the shorter IP address can be decided by the community. How to use the 32-bit Semantic Satellite address can be addressed later on in different document.

```
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|  Owner Code  |  Shell_Index  |  Orbit_Index  |  Sat_Index   |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|  Intf_Index  |  Reserved               |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Owner Code: Identifier for the owner of the constellation
Shell_Index: Index for the shell group of satellite in a satellite constellation
Orbit_Index: Index for the orbit plane in a shell group of satellite
Sat_Index: Index for the satellite in an orbit plane
Intf_Index: Index for interface on a satellite
Reserved: 24-bits reserved
```

Figure 5: The IPv6 Satellite Address
3 Octets
\----------------------------------------\)
\| OUI \ Sat Address \)
\----------------------------------------\)

Figure 6: The MAC Satellite Address

```
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-------------------|-------------------|+-+-+-+-+-+-+-+
| Shell | Orbit_Index | Sat_Index | Intf_Id |
+-+-+-+-+-+-+-+
```

OUI: Organizationally Unique Identifier assigned by IEEE
Shell: 4-bit Index for the shell group of satellite in a satellite constellation
Orbit_Index: Index for the orbit plane in the group of satellite
Sat_Index: Index for the satellite in the orbit plane
Intf_Id: 4-bit Index for interface on a satellite

Figure 7: The 32-bit Semantic Satellite Address

```
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-------------------|-------------------|+-+-+-+-+-+-+-+
| Owner Code | Shell_Index | Orbit_Index | Sat_Index |
+-+-+-+-+-+-+-+
```

Owner Code: Identifier for the owner of the constellation
Shell_Index: Index for the shell group of satellite in a satellite constellation
Orbit_Index: Index for the orbit plane in a shell group of satellite
Sat_Index: Index for the satellite in an orbit plane

5.5. Link Identification by Satellite Semantic Address

Using above satellite semantic addressing scheme, to identify steady and un-steady links is as simple as below:
Assuming:

1. The total number of satellites per orbit plane is $M$.
2. The total number of orbit planes per shell group is $N$.
3. Two satellites have:
   * Satellite Indexes as: $Sat_{1\_Index}$, $Sat_{2\_Index}$
   * Orbit plane Indexes as: $Orbit_{1\_Index}$, $Orbit_{2\_Index}$
   * Shell group Indexes as: $Shell_{1\_Index}$, $Shell_{2\_Index}$

Steady links:

1. The links between adjacent satellites on the same orbit plane, or, the satellite indexes satisfy:
   * $Sat_{2\_Index} = Sat_{1\_Index} + 1$, when $Sat_{1\_Index} < M-1$; $Sat_{2\_Index} = 0$, when $Sat_{1\_Index} = M-1$; and
   * $Orbit_{1\_Index} = Orbit_{2\_Index}$, $Shell_{1\_Index} = Shell_{2\_Index}$.

2. The links between satellites on adjacent orbit planes on the same altitude, and two satellites are moving to the same direction, or, the satellite indexes satisfy:
   * $Orbit_{2\_Index} = Orbit_{1\_Index} + 1$, when $Orbit_{1\_Index} < N-1$;
   * $Orbit_{2\_Index} = 0$, when $Orbit_{1\_Index} = N-1$; and
   * $Shell_{1\_Index} = Shell_{2\_Index}$.

   * $Sat_{1\_Index}$ and $Sat_{2\_Index}$ may be equal or have difference, depend on how the link is established.

Un-Steady links:

1. The links between satellite and ground stations.
2. The links between satellites on adjacent orbit planes on the same altitude. Two satellites are moving to the different direction. Or, the satellite indexes do not satisfy conditions described in above #2 for Steady links.
3. The links between satellites on adjacent orbit planes on different altitude. Or, the satellite indexes satisfy:
* Shell1_Index != Shell2_Index.

Figure 8 illustrates the links for adjacent orbit planes (#2 for Steady Link and Un-steady Link above). From the figure, it can be noticed that some links may have shorter distance than steady link, but they are unsteady. For example, the links between S1 and S4; S4 and S2; S2 and S5, etc.

\[
\begin{array}{ccc}
  i+N/2 & i+1+N/2 & i+2+N/2 \\
  \downarrow & \downarrow & \downarrow \\
  S1 & S2 & S3 \\
  \downarrow & \downarrow & \downarrow \\
  S4 & S5 & S6 \\
  \downarrow & \downarrow & \downarrow \\
  i-1 & i & i+1
\end{array}
\]

* The total number of orbit planes are N
* The number (i-1, i, i+1,...) represents the Orbit index
* The bottom numbers (i-1, i, i+1) are for orbit planes on which satellites (S1, S2, S3) are moving from bottom to up.
* The top numbers (i+N/2, i+1+N/2, i+2+N/2) are for orbit planes on which satellites (S4, S5, S6) are moving from up to bottom.
* Dot lines are the steady links

Figure 8: The links between satellites on adjacent orbit planes
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Abstract

A multitude of applications are carried over the network, which have varying needs for network bandwidth, latency, jitter, and packet loss, etc. Some new emerging applications have very demanding performance requirements. However, in current networks, the network and applications are decoupled, that is, the network is not aware of the applications’ requirements in a fine granularity. Therefore, it is difficult to provide truly fine-granularity traffic operations for the applications and guarantee their SLA requirements.

This document proposes a new framework, named Application-aware Networking (APN), where application-aware information (i.e. APN attribute) including APN identification (ID) and/or APN parameters (e.g. network performance requirements) is encapsulated at network edge devices and carried in packets traversing an APN domain in order to facilitate service provisioning, perform fine-granularity traffic steering and network resource adjustment.
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1. Introduction

A multitude of applications are carried over the network, which have varying needs for network bandwidth, latency, jitter, and packet loss, etc. Some applications such as online gaming and live video streaming have very demanding network requirements and therefore require special treatment in the network. However, in current networks, the network and applications are decoupled, that is, the network is not aware of the applications’ requirements in a fine granularity. Therefore, it is difficult to provide truly fine-granularity traffic operations for the applications and guarantee their SLA requirements accordingly.

[I-D.li-apn-problem-statement-usecases] describes the challenges of traditional differentiated service provisioning methods, such as five tuples used for ACL/PBR causing coarse granularity as well as orchestration and SDN-based solution causing long control loops.

This document proposes a new framework, named Application-aware Networking (APN), where application-aware information (APN attribute) including application-aware identification (APN ID) and application-aware parameters (APN Parameters), is encapsulated at network edge devices and carried along with the encapsulation of the tunnel that is used by the packet to traverse the APN domain. The APN attribute will facilitate service provisioning and provide fine-granularity services in the APN domain.

The APN attribute is acquired based on the existing information in the packet header (i.e. source and destination addresses, incoming L2 (or) MPLS encapsulation, incoming physical/virtual port information, the other fields of the 5-tuple if they are not encrypted) at the edge devices of the APN domain, added to the data packets along with the tunnel encapsulation, delivered within the network, and removed when the packets leave the domain together with the tunnel encapsulation.

APN aims to apply various policies in different nodes along a network path onto a traffic flow altogether, for example, at the headend to steer into corresponding path, at the midpoint to collect corresponding performance measurement data, and at the service function to execute particular policies.
APN is only applied to an edge-to-edge tunnel encapsulation within a limited trusted domain. It means that the source and destination addresses of the packet are the endpoints of the tunnel (i.e. the domain edges), and nothing about the payload source and destination can be deduced, which substantially reduces the privacy concerns. Typically, an APN domain is defined as a Network Operator controlled limited domain (see Figure 1), in which MPLS, VXLAN, SR/SRv6 and other tunnel technologies are adopted to provide network services.

2. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14 RFC 2119 [RFC2119] RFC 8174 [RFC8174] when, and only when, they appear in all capitals, as shown here.

3. Terminology

ACL: Access Control List
APN: Application-aware Networking
APN6: Application-aware Networking for IPv6/SRv6
LB: Load Balancing
MPLS: Multiprotocol Label Switching
PBR: Policy Based Routing
QoE: Quality of Experience
SDN: Software Defined Networking
SLA: Service Level Agreement
SR: Segment Routing
SR-MPLS: Segment Routing over MPLS dataplane
SRv6: Segment Routing over IPv6 dataplane

4. APN Framework and Key Components

The APN framework is shown in Figure 1. The key components include App-aware Edge Device (APN-Edge), App-aware-process Head-End (APN-
Head), App-aware-process Mid-Point (APN-Midpoint), and App-aware-process End-Point (APN-Endpoint).

Packets carry application characteristic information (i.e. APN attribute) which includes the following information:

- Application-aware identification (APN ID): identifies the set of attributes, indicating that all packets belonging to the same flow will be given the same treatment by the network.
- Application-aware parameters (APN parameters): The typical application-aware parameters are the network performance requirement parameters including bandwidth, delay, delay variation, packet loss ratio, etc.

![Figure 1: Framework and Key Components](image)

The key components are introduced as follows.

- **App-aware Edge Device (APN-Edge):** This network device receives packets from applications and obtains the APN attribute based on the configuration on this device according to the existing information in the packet header, such as 5-tuple, VLAN or double VLAN tagging (C-VLAN and S-VLAN). The APN-Edge device adds the APN attribute in the tunnel encapsulation. The packets carrying the APN attribute will be sent to the APN-Head, and the APN attribute will be used to apply various policies in different nodes along the network path onto the traffic flow, e.g., at the headend to steer into corresponding path satisfying SLAs, at the midpoint to collect corresponding performance measurement data, at the service function to execute particular policies. When the packets leave the APN domain, the APN attribute will be removed together with the tunnel encapsulation.

- **App-aware-process Head-End (APN-Head):** This network device receives packets from the APN-Edge, obtains the APN attribute, and
initiates the corresponding process. Generally, in order to satisfy different SLA requirements, a set of paths, tunnels or SR policies, are set up between the APN-Head and the APN-Endpoint. These multiple parallel paths have different SLA guarantees. The APN-Head maintains the matching relationship between the APN attribute and the paths between the APN-Head and the APN-Endpoint. The APN-Head determines the path between the APN-Head and the APN-Endpoint according to the APN attribute carried in the packets and the matching relationship with it, which satisfies the service requirements of the applications. The APN-Head forwards the packets along the path. The APN attribute conveyed by the packet received from the APN-Edge can also be copied or be mapped to the outgoing packet header.

- **App-aware-process Mid-Point (APN-Midpoint):** the APN-Midpoint provides the path service and enforces various policies according to the APN attribute carried in the packets. The APN-Midpoint may also adjust the resource locally to guarantee the service requirements depending on a specific policy and the APN attribute conveyed by the packet. Policy definitions and mechanisms are out of the scope of this document.

- **App-aware-process End-Point (APN-Endpoint):** the process of the specific service path will end at the APN-Endpoint. If the outer tunnel header for the path between the APN-Head and the APN-Endpoint exists, it will be removed by the APN-Endpoint. If the APN attribute is copied or mapped to the outer tunnel header by the APN-Head, it will also be removed along with the outer tunnel header.

Note that in the actual implementation, the APN-Edge can co-exist with the APN-Head or APN-Endpoint, that is, one network device can implement the functionalities of both APN-Edge and the APN-Head/APN-Endpoint.

5. APN Requirements

This section specifies the requirements for supporting the APN framework, including the requirements for conveying and handling the APN attribute.

5.1. APN Attribute Conveying Requirements

The APN attribute consists of APN ID and APN parameters.

APN ID includes the following identifiers (IDs),
- Application Group ID: identifies an application group of the traffic.
- User Group ID: identifies the user group of the traffic.

APN ID can be acquired through different ways. In the APN work it MUST be acquired according to the existing available information in the packet header without inspection into the payload.

The different combinations of the IDs can be used to provide different granularity of the service provisioning and SLA guarantee for the traffic.

The APN parameters are the network performance requirement parameters. The network service requirement can include the following parameters:

- Bandwidth: the bandwidth requirement
- Latency: the latency requirement
- Packet loss ratio: the packet loss ratio requirement
- Jitter: the jitter requirement

The different combinations of the parameters are for further expressing the more detailed service requirements, conveyed together with the APN ID, which can be used to match to appropriate tunnels/SR Policies and queues that can satisfy these service requirements.

APN attribute MUST be encapsulated within tunnels in the network layer. The tunnels include but not limit to MPLS, VxLAN, SR-MPLS, and SRv6. It can be extended according to requirements in the future.

[REQ 1a]. APN ID SHOULD include Application Group ID to indicate the application group that the packet belongs to.

[REQ 1b]. APN ID SHOULD include User Group ID to indicate the user group that the packet belongs to.

[REQ 1c]. APN ID MUST include either Application Group ID or User Group ID.

[REQ 1d]. APN ID MUST be acquired from the existing available information of the packet header without interference into the payload.
[REQ 1e]. APN parameters is OPTIONAL.

[REQ 1f]. APN attribute MUST be carried by the outer tunnel encapsulation.

[REQ 1g]. All the nodes along the path SHOULD be able to process the APN attribute if needed.

[REQ 1h]. The APN attribute is generated by the APN-Edge though local policy.

[REQ 1i]. The APN attribute SHOULD be kept intact when directly copied at the APN-Head and carried in the tunnel encapsulation.

[REQ 1j]. The APN attribute MUST be removed along with the tunnel encapsulation by the APN-Edge when the packets leave the APN domain.

[REQ 1k]. The APN attribute MUST NOT be encrypted when the APN packet is itself encrypted (e.g., the APN tunnel across the APN domain uses IPsec).

5.1.1. Protocol Extensions Requirements

The APN attribute is conveyed with the tunnel encapsulation. There are two typical types of tunnels:

- MPLS-based tunnel: LDP tunnel, RSVP-TE tunnel, SR-MPLS tunnel or policy, etc.

- IPv6-based tunnel: IPv6-based VxLAN tunnel, IPv6-based UDP tunnel, IPv6-based GRE tunnel, SRv6 tunnel or policy, etc.

In order to support encapsulation of APN attribute, the MPLS data plane and IPv6 data plane need to be extended.

In order to support acquiring the APN attribute according to the existing available information in the packet header, YANG models should be defined to configure the mapping between the application/user group ID and the existing information in the packet header and configure the corresponding APN attribute for the application/user group. It can also be implemented with protocol extensions such as BGP and PCEP which can advertise the information from the central controller to the APN-Edge.

In addition, in the APN domain, the above-mentioned mapping and applying APN parameters may also be advertised from the APN-Edge/APN-Head to other devices or from the network devices to the central
controller in the APN domain. IGP extensions or BGP-LS extensions should be introduced to achieve the purposes.

[REQ 1-1a] MPLS encapsulation SHOULD be extended to be able to carry the APN attribute for MPLS-based tunnels.

[REQ 1-1b] IPv6 encapsulation SHOULD be extended to be able to carry the APN attribute for IPv6-based tunnels.

[REQ 1-1c] YANG models SHOULD be defined to implement the mapping between the application/user group ID and the existing available information in the packet header and configure the corresponding APN parameters.

[REQ 1-1d] BGP extensions SHOULD be defined to advertise the mapping between the application/user group ID and the existing available information in the packet header and the corresponding APN parameters from the central controller to the APN-Edge in the APN domain.

[REQ 1-1e] PCEP extensions SHOULD be defined to advertise the mapping between the application/user group ID and the existing available information in the packet header and the corresponding APN parameters from the central controller to the APN-Edge in the APN domain.

[REQ 1-1f] IGP extensions SHOULD be defined to advertise the mapping between the application/user group ID and the existing available information in the packet header and the corresponding APN parameters from the APN-Edge to the network devices in the APN domain.

[REQ 1-1g] BGP-LS extensions SHOULD be defined to advertise the mapping between the application/user group ID and the existing available information in the packet header and the corresponding APN parameters from the network devices to the central controller in the APN domain.

5.2. APN attribute Handling Requirements

The APN Head and APN-Midpoint perform matching operation against the APN attribute, that is, to match IDs and/or service requirements to the corresponding network resources such as tunnels/SR policies and queues.

5.2.1. Fine granular SLA Guarantee

In order to achieve better Quality of Experience (QoE) of end users and engage customers, the network needs to be able to provide fine-granularity SLA guarantee [I-D.li-apn-problem-statement-usecases].
[REQ 2-1a]. With the APN attribute, the APN-Head SHOULD be able to
steer the traffic to the tunnel/SR policy that satisfies the matching
operation.

[REQ 2-1b]. With the APN attribute, the APN-Head SHOULD be able to
trigger the setup of the tunnel/SR policy that satisfies the matching
operation.

[REQ 2-1c]. With the APN attribute, the APN-Head and APN-Midpoint
SHOULD be able to steer the traffic to the queue that satisfies the
matching operation.

[REQ 2-1d]. With the APN attribute, the APN-Head and APN-Midpoint
SHOULD be able to trigger the configuration of the queue that
satisfies the matching operation.

[REQ 2-1e]. If the tunnels are used to satisfy the performance
requirements, the APN-Head SHOULD be able to copy or map the APN
attribute conveyed by the packet received from the APN-Edge to the
outer tunnel header.

[REQ 2-1f]. If the tunnels are used to satisfy the performance
requirements and the APN attribute are conveyed along with the outer
tunnel, the APN-Endpoint MUST remove the APN attribute along with the
outer tunnel.

5.2.2. Fine granular network slicing

Network slicing provides ways to partition the network infrastructure
in either control plane or data plane into multiple network slices
that are running in parallel. The resources on each node need to be
associated to corresponding slices.

APN is to help the operator of a network to steer some of the traffic
tagged with an APN attribute to a certain network slice based on the
SLA agreement with its customer.

[REQ 2-2a]. With the APN attribute, the APN-Head SHOULD be able to
steer the traffic to the slice that satisfies the matching operation.

[REQ 2-2b]. With the APN attribute, the APN-Midpoint SHOULD be able
to associate the traffic to the resources in the slice that satisfies the
matching operation.
5.2.3. Fine granular deterministic networking

Along the path each node needs to provide guaranteed bandwidth, bounded latency, and other properties relevant to the transport of time-sensitive data for the Detnet flows that coexist with the best-effort traffic.

APN is to help the operator of a network to steer some of the traffic tagged with an APN attribute to a certain deterministic path based on the SLA agreement with its customer.

[REQ 2-3a]. With the APN attribute, the APN-Head SHOULD be able to steer the traffic to the appropriate path that satisfies the matching operation.

[REQ 2-3b]. With the APN attribute, the APN-Head SHOULD be able to trigger the setup of the appropriate path that satisfies the matching operation for the Detnet flows.

[REQ 2-3c]. With the APN attribute, the APN-Midpoint SHOULD be able to associate the traffic to the resources along the path that satisfies the performance guarantee.

[REQ 2-3d]. With the APN attribute, the APN-Midpoint SHOULD be able to reserve the resources for the Detnet flows along the path that satisfies the performance guarantee.

5.2.4. Fine granular service function chaining

The end-to-end service delivery often needs to go through various service functions, including traditional network service functions such as firewalls, LB as well as new application-specific functions, both physical and virtual. SFC is applicable to both fixed and mobile networks as well as data center networks.

APN is to help the operator of a network to steer some of the traffic tagged with an APN attribute to a certain service function chain based on the SLA agreement with its customer. On each service function along the service function chain, the policy can be enforced based on the APN attribute in the outer header.

[REQ 2-4a]. With the APN attribute, the App-aware-process devices SHOULD be able to steer the traffic to the appropriate service function.

[REQ 2-4b]. The App-aware-process devices including VAS SHOULD be able to process the APN attribute carried in the packets.
5.2.5. Fine granular network measurement

Network measurement can be used for verifying whether the network performance requirements have been satisfied, as well as locating silent failure and predicting QoE satisfaction, which enables real-time SLA awareness/proactive OAM and potential resource adjustments.

APN is to help the operator of a network to trigger performance measurement for the traffic tagged with an APN attribute based on its customer consent.

[REQ 2-5a]. The App-aware-process devices SHOULD be able to perform IOAM based on the APN attribute.

[REQ 2-5b]. The network measurement results can be reported based on the APN attribute and verify whether the performance requirements are satisfied.

6. Illustration

In order to better clarify what APN can enable with the introduced APN attribute compared to the existing network without APN, we illustrate how APN works through an example use case, which is also a typical network service being provisioned nowadays, i.e. the Cloud Leased Line service. In order to make the tunnel description much easier to understand, we use the recent technology in IETF, i.e. SRv6.

6.1. Example use case description

We take the "SRv6-based Cloud Leased Line Service" as an illustrative example to show how APN is needed and can be beneficial.

Enterprises usually buy Cloud Leased Line Service to interconnect their local sites to Cloud. Generally, the Cloud Leased Line Service needs to go across multiple domains which are owned by the same operator and can be controlled by multiple controllers and an orchestrator/super-controller.

Due to management reasons, the network information in the intermediate domain cannot be advertised to other domains, so the ingress node cannot set up an appropriate E2E path. In that case, the intermediate domain is treated as a black box, and no fine grain traffic steering and other services can be provisioned.

The example of the network to provide the cloud leased lined service reference diagram is shown as the following figure. The network is composed by three network domains including the two metro networks in
the City A and City B and the backbone network which connects the two metro networks. The cloud leased line services is provided to the specific enterprise whose branches located in different cities need to access the cloud-based service located in the City B.

Figure 2. Reference diagram for the example use case illustration

6.2. User Group and Application Group Design

The user groups can be designed as follows:

<table>
<thead>
<tr>
<th>User Group</th>
<th>IPv6 Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enterprise A/Branch 1/Office Users</td>
<td>001001001</td>
</tr>
<tr>
<td>Enterprise A/Branch 1/R&amp;D Users</td>
<td>001001002</td>
</tr>
<tr>
<td>Enterprise A/Branch 1/IT Users</td>
<td>001001003</td>
</tr>
<tr>
<td>Enterprise A/Branch 1/VIP Users</td>
<td>001001004</td>
</tr>
<tr>
<td>Enterprise A/Branch 2/Office Users</td>
<td>001002001</td>
</tr>
<tr>
<td>Enterprise A/Branch 2/R&amp;D Users</td>
<td>001002002</td>
</tr>
<tr>
<td>Enterprise A/Branch 2/IT Users</td>
<td>001002003</td>
</tr>
<tr>
<td>Enterprise A/Branch 2/VIP Users</td>
<td>001002004</td>
</tr>
<tr>
<td>Enterprise A/Branch 3/Office Users</td>
<td>001003001</td>
</tr>
<tr>
<td>Enterprise A/Branch 3/R&amp;D Users</td>
<td>001003002</td>
</tr>
<tr>
<td>Enterprise A/Branch 3/IT Users</td>
<td>001003003</td>
</tr>
<tr>
<td>Enterprise A/Branch 3/VIP Users</td>
<td>001003004</td>
</tr>
</tbody>
</table>

In the IP address design, the IPv6 address blocks allocated to the branches are as follows:
IPv6 Address

Enterprise A/Branch 1/Office Users       2001:DB8:A:11::/56
Enterprise A/Branch 1/R&D Users          2001:DB8:A:12::/56
Enterprise A/Branch 1/IT Users           2001:DB8:A:13::/56
Enterprise A/Branch 1/VIP Users          2001:DB8:A:1D::/56
Enterprise A/Branch 2/Office Users       2001:DB8:A:21::/56
Enterprise A/Branch 2/R&D Users          2001:DB8:A:22::/56
Enterprise A/Branch 2/IT Users           2001:DB8:A:23::/56
Enterprise A/Branch 2/VIP Users          2001:DB8:A:2D::/56
Enterprise A/Branch 3/IT Users           2001:DB8:A:33::/56
Enterprise A/Branch 3/VIP Users          2001:DB8:A:3D::/56

The application groups provided by the cloud can be designed as follows:

<table>
<thead>
<tr>
<th>Application Group</th>
<th>IPv6 Address</th>
<th>Port Num</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enterprise A/Office Data Applications</td>
<td>2001:DB8:A1:A1::/64</td>
<td>21, 80</td>
</tr>
<tr>
<td>Enterprise A/R&amp;D Audio Applications</td>
<td>2001:DB8:A1:A2::/64</td>
<td>1718, 17</td>
</tr>
<tr>
<td>Enterprise A/R&amp;D Video Applications</td>
<td>2001:DB8:A1:A2::/64</td>
<td>5060, 50</td>
</tr>
<tr>
<td>Enterprise A/R&amp;D Data Applications</td>
<td>2001:DB8:A1:A2::/64</td>
<td>21, 80</td>
</tr>
<tr>
<td>Enterprise A/IT Audio Applications</td>
<td>2001:DB8:A1:A3::/64</td>
<td>1718, 17</td>
</tr>
<tr>
<td>Enterprise A/IT Video Applications</td>
<td>2001:DB8:A1:A3::/64</td>
<td>5060, 50</td>
</tr>
<tr>
<td>Enterprise A/IT Data Applications</td>
<td>2001:DB8:A1:A3::/64</td>
<td>21, 80</td>
</tr>
</tbody>
</table>

In the address design, the IPv6 address blocks allocated to the applications of Enterprise A in the cloud is 2001:DB8:A1::/48/16. The port number can be used to identify different applications.
6.3. Derive the User Group and User Group at APN Edge

The cloud leased line service adopts the SRv6-based L3VPN to traverse the network. The following policy can be applied at the APN edges of the City A1:

Match:
  VPN1
  Source Address 2001:DB8:A:11::/56
Action
  Set user-group 001001001

Match:
  VPN1
  destination Address 2001:DB8:A1:A1::/64
destination port 1718, 1719
Action
  Set app-group 101001001

6.4. Access Right Check at the edge of the backbone network

The following check can be applied at the edge of the IP backbone network:

Match:
  user-group 001001001
  app-group 101002001, 101002002, 101002003, 101003001, 101003002, 101003003
Action
  Deny

Match:
  user-group 001001001
  app-group 101001001, 101001002, 101001003
Action
  Permit

The policy means that the office users of the branch 1 can only access the office applications.

If the address allocation is changed. For example, one office user of the branch1’s IPv6 address is changed to 2001:DB8:A:15::/56 because of the mobile office.

We only need to add the following policy at the APN edge:
Match:
VPN1
  Source Address 2001:DB8:A:15::/56
Action
  Set user-group 001001001

The policy in the backbone network which is based on the user group and the application group is not necessary to change.

6.5. SLA Guarantee in the backbone network

Due to management reasons, the network information in the intermediate domain cannot be advertised to other domains, so the ingress node cannot set up an appropriate TE path, the intermediate domain is treated as a black box and no fine grain traffic steering can be performed.

In this case, we consider fine grain traffic steering in Domain 2 on top of the SRv6-based Cloud Leased Line Service for the purpose of SLA Guarantee.

6.5.1. Network Measurement

In order to guarantee SLA for the VIP users, the following network measurement policy can be applied in the backbone network:

Match:
  User-group 001001004 application group 101001002
  User-group 001002004 application group 101002002
  User-group 001003004 application group 101003002
Action
  Apply IOAM

The policy is to apply the IOAM as the network measurement for the VIP users of the branches to access the video applications. From the above illustration, there is the following observation:

When there is no APN deployed, at CR2, the 5 tuples of the original packets will need to be resolved since they have been encapsulated, and then IOAM can be triggered based on the 5 tuples. This resolution process is costly and consumes a lot of hardware resources. If Domain 3 needs to trigger IOAM, the same resolution process will have to be done at CR4.

When there is APN deployed, at CR1, the APN attribute is tagged. When these packets arrive at CR2, only the APN attribute in the outer header will be read out, based on which the IOAM can be triggered in
Domain 2. That is, no 5-tuple resolution process is needed at CR2 but only checking the APN attribute in the outer header.

6.5.2. Traffic Steering

If the SLA guarantee of the VIP users accessing the video applications does not satisfy the requirements through the network measurement based on the IOAM, the SRv6 policy can be setup. For example, the SRv6 policy 1 which can satisfy the SLA requirement is set up. Then the following policy can be downloaded to the edge:

```
Match:
  User-group 001001004 application group 101001002
  User-group 001002004 application group 101002002
  User-group 001003004 application group 101003002
Action
  Redirect SRv6 Policy 1
```

The policy is to steer the traffic of the VIP users to the SRv6 policy in the backbone to satisfy the requirement.

From the above illustration, there is the similar observation as the network measurement:

When there is no APN deployed, at CR2, the 5 tuples of the original packets will need to be resolved since they have been encapsulated, and then the traffic can be steered into SRv6 policy 2 based on the 5 tuples. This resolution process is costly and consumes a lot of hardware resources.

When there is APN deployed, at CR1, the APN attribute is tagged. When these packets arrive at CR2, only the APN attribute in the outer header will be read out, based on which the traffic can be steered into SRv6 policy 2 in Domain 2.

7. Benefits

The APN attribute allows the network devices to only look at one easily-accessible field in the outer header, without having to resolve the 5 tuples of the original packets that are deeply encapsulated in the tunnel encapsulation.

The APN attribute allows to simplify the policy control at every policy enforcement point within the network. The APN attribute allows to reducing each matching entry of policy filter since it is only one field and hardware resources are saved. Since APN attribute is relatively stable, it introduces the possibilities of eliminating the "stale" policy filter entries. In most cases, the APN attribute
is centralized configured and distributed to all the policy enforcement points, which saves the policy filter configurations per node and simplifies the OM.

The structured APN attribute allows to express fine granular service requirements, e.g. MKT-user-group/app-group, RD-user-group/app-group, latency.

The structured APN attribute allows to match to the evolving fine granular differentiated network capabilities, e.g. SR policy with low latency and high reliability guaranteed.

In a tunnel across multiple domains of the same operator using the APN attribute in the outer header the operator can easily support multiple services not just a single one in a particular domain as illustrated in the usecase illustration section.

When there is no APN, to achieve the same, now the operator may have two options: 1. Add all the policy identifiers at the tunnel headend with various further encapsulations and enforce the policies based on them at the intermediate policy enforcement nodes along the tunnel, 2. Resolve the original 5 tuples being encapsulated inside the tunnel which will be very costly and sometimes impossible.

Moreover, the policy enforcement table in the intermediate policy enforcement nodes is significantly reduced. Because before operator needs to resolve the 5 tuple but now with APN, operator only needs to read the APN attribute in one field of the outer header.

Since the 5 tuples of the traffic are changing frequently due to service deployment or management issues the policy enforcement table in the policy enforcement nodes is not stable and there is always a lot of stale entries in the table. But now since the APN attribute is a mapping of the 5 tuples operator will have a relatively stable policy enforcement table on their nodes.

8. IANA Considerations

This document does not include an IANA request.

9. Security Considerations

In the APN work, in order to reduce the privacy and security issues, the following specifications are defined:

[S1]. The APN attribute MUST be conveyed along with the tunnel information in the APN domain. The APN attribute is encapsulated and removed at the APN-Edge.
[S2]. The APN ID (including the Application Group ID and the User Group ID) MUST be acquired from the existing available information in the packet header without interference into the payload.

According to the above specifications, the APN attribute is only produced and used locally within the APN domain without the involvement of the host/application side.

In order to prevent the malicious attack through the APN attribute, the following policies can be configured at the network devices of the APN domain:

[P1]. If the APN attribute is conveyed without the tunnel information, the packet MUST be dropped.

[P2]. If the APN attribute is not known to the APN domain, it should trigger the alarm information. The packet can be forwarded without being processed or dropped depending on the local policy.

[P3]. If the network service requirements exceed the specification for the specific Application Group ID and/or User Group ID, it should trigger the alarm information. The packet should be discarded to prevent abusing of the resources.

[P4]. There should be rate-limiting policy at the APN-Edge to prevent the traffic belonging to a specific Application Group ID and/or User Group ID from exceeding the preset limit.
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Network operators are facing the challenge of providing better network services for users. As the ever-developing 5G and industrial verticals evolve, more and more services that have diverse network requirements such as ultra-low latency and high reliability are emerging, and therefore differentiated service treatment is desired by users. On the other hand, as network technologies such as Hierarchical QoS (H-QoS), SR Policy, and Network Slicing keep evolving, the network has the capability to provide more fine-granularity differentiated services. However, network operators are typically unaware of the applications that are traversing their network infrastructure, which means that not very effective differentiated service treatment can be provided to the traffic flows. As network technologies evolve including deployments of IPv6, SRv6, Segment Routing over MPLS dataplane, the programmability provided by IPv6 and Segment Routing can be augmented by conveying application related information into the network satisfying the fine-granularity requirements.

This document analyzes the existing problems caused by lack of service awareness, and outlines various use cases that could benefit from an Application-aware Networking (APN) framework.

Status of This Memo

This Internet-Draft is submitted in full conformance with the provisions of BCP 78 and BCP 79.
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Due to the requirement for differentiated traffic treatment driven by diverse new services, the ability to convey the application-aware information and program the network infrastructure accordingly to provide fine-grained services is becoming increasingly necessary for network operators. The Application-aware Networking (APN) framework is being defined to address the requirements and use cases are described in this document. APN takes advantage of network programmability by conveying application related information in the data plane to facilitate network operators to provide fine-grained services.

2. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14 RFC 2119 [RFC2119] RFC 8174 [RFC8174] when, and only when, they appear in all capitals, as shown here.

3. Terminology

ACL: Access Control List

APN: Application-aware Networking

APN6: Application-aware Networking for IPv6/SRv6

DPI: Deep Packet Inspection

PBR: Policy Based Routing

QoE: Quality of Experience

SDN: Software Defined Networking

SLA: Service Level Agreement
4. Problem Statement

This section summarizes the challenges currently faced by network operators when attempting to provide fine-grained traffic operations to satisfy the various requirements demanded by new applications that require differentiated service treatment.

4.1. Challenges of lack of fine-granularity service information

In today’s networks, the infrastructure through which the traffic is forwarded is not able to obtain the fine-granularity service information. It is therefore difficult for network operators to provide fine-grained traffic operations for various performance-demanding applications. In order to satisfy the SLA requirements, network operators continue to increase the network bandwidth but only carrying very light traffic load (in general, around 30%-40% of its capacity).

As network technologies keep evolving, the network capability has been greatly enhanced and is able to provide fine-granularity service provisioning. For example,

H-QoS: provides hierarchical fine-grained QoS services.

SR Policy: provides the ability to handle a large number of explicit and flexible SR paths in order for services to select to satisfy their SLA requirements.
Network Slicing: provides the ability to define a number of network slices with guaranteed resources to satisfy highly demanding service requirements.

IOAM: provides more accurate performance measurement of the traffic flow.

In summary, driven by the ever-emerging diverse demanding services, the lack of the fine-granularity information about the services in the network will cause the following issues: 1) the service information is not clearly described and known by the network, 2) the fine-granularity service provisioning capability is not fully utilised, 3) a fine-granularity service scheduling and measurement cannot be achieved.

4.2. Challenges of Traditional Differentiated Service Provisioning

The traditional ways used to provide fine-grained service provisioning face some challenges. The network devices mainly rely on the 5-tuple of the packets or DPI. However, there are some challenges for these traditional methods in differentiated service provisioning:

1. Five Tuples used for ACL/PBR: five tuples are widely used for ACL/PBR matching of traffic. However, these features cannot provide enough information for the fine-grained service process, and can only provide indirect application-level information which needs to be translated. Generally, ACLs involve high overhead on the forwarding process. Moreover, in some cases such as tunnel encapsulation and IPv6 data plane with a list of extension headers, it becomes impossible to resolve the 5 tuples due to the transport layer information being pushed very deep in the packet.

2. Deep Packet Inspection (DPI): If more information is needed, it must be extracted using DPI which can inspect deep into the packets for application specific information. However, this will introduce more CAPEX and OPEX for the network operator and impose security and privacy challenges.

3. Orchestration and SDN-based Solution: In the era of SDN, typically, an SDN controller is used to manage and operate the network infrastructure and orchestrator elements introduce application requirements so that the network is programmed accordingly. The SDN controller can be aware of the service requirements of the applications on the network through the interface with the orchestrator, and the service requirement is used by the controller for traffic management over the network. However, this method raises the following problems:
A. The whole loop is long and time-consuming which is not suitable for fast service provisioning for critical applications;

B. Too many interfaces are involved in the loop, as shown in Figure 1, which introduce challenges of standardization and inter-operability.

![Diagram of service-provisioning loop](image)

Figure 1: Multiple interfaces involved in the long service-provisioning loop

In [I-D.peng-apn-scope-gap-analysis], some mechanisms that have been specified in IETF and using attribute/identifier to perform traffic steering and service provisioning are analyzed. The existing solutions are specific to a particular scenario or data plane, and a generalized method used for fine-grained service provisioning is still missing.

4.3. Challenges of Supporting New 5G and Edge Computing Technologies

New technologies such as 5G, IoT, and edge computing, are continuously developing leading to more and more new types of services accessing the network. Large volumes of network traffic with diverse requirements such as low latency and high reliability are therefore rapidly increasing. If traditional methods for differentiation of traffic continue to be utilized, it will cause much higher CAPEX and OPEX to satisfy the ever-developing applications’ diverse requirements.
5. Key Elements of Application-aware Networking (APN)

Application-aware Networking (APN) aims to address the problems mentioned in Section 4, associated with fine-grained traffic operations that are required in order to satisfy the various application-awareness requirements demanded by new services that need differentiated service treatment.

In APN, the application-aware information (APN Attribute) is derived according to the existing information in the packet header and encapsulated along with the encapsulation of the tunnel. With the APN attribute, fine-granularity network services can be provisioned within the APN domain accordingly. The APN attribute can include application-aware ID (APN ID) and application-aware parameters (APN Parameters). APN ID can be derived through the mapping from the existing information of the packet header and the APN parameters can be applied for the APN ID according to the local policy. The typical APN parameters are the network performance requirements.

APN has the following key elements:

1. Application-aware information (APN attribute) is conveyed in the data plane through augmentation of existing encapsulations such as IPv6, SRv6 and MPLS. The conveyed APN attribute includes APN ID and/or APN parameters. This information is acquired at the edge of the APN domain according to the existing information in the packet header. When a data packet uses APN and conveys the application-aware information, it is referred in this document as an APN packet.

2. Application-aware information and network service provisioning matching providing fine-granularity network service provisioning (traffic operations) and SLA guarantee based on the APN attribute carried in APN packets. According to the APN attribute, appropriate network services are selected, provisioned, and provided to the demanding applications to satisfy their service requirements.

3. Measurement of the network performance so to maintain the match between the applications requirements and corresponding network services for a better fine-granularity SLA compliance. The network measurement methods include in-band and out-of-band, passive, active, per-packet, per-flow, per node, end-to-end, etc. These methods can also be integrated.
6. Scenarios of APN Domains

1. SD-WAN scenario

The SD-WAN scenario is shown in the following figure. With APN, at the edge node, i.e. CPE, of the SD-WAN, the 5-tuple, plus information related to user or application group-level requirements is constructed into the APN attribute. When the packet is sent from the CPE, the attribute is added along with the tunnel encapsulation. This attribute is only meaningful for the network operators to apply various policies in different nodes/service functions, which can be enforced from the Controllers.

2. Home broadband scenario
In the home broadband scenario, generally a home broadband user is authorized by the BNG. If the validation is passed and the access control is released, so the user group can start enjoying the value-added service. With APN, when the traffic traverses the metro network, the traffic flow can be indicated by the APN attribute that is added/removed at the edge devices of the Metro Network (APN domain) based on the mapping from the existing information (e.g. the QinQ which is composed of C-VLAN and S-VLAN) in the packet header and then carried in the tunnel encapsulation header. The APN attribute will facilitate the fine-granular service in the APN domain. Once the packets leave the APN domain, the APN attribute will be removed together with the tunnel encapsulation header.

```
|---- APN Domain ---|
+-----+                 .-----.
 | PC | \                                (       )
+-----+ \--\                 .--(         )--.
  | STB |----| RG |--| AN |----(   Metro Network   )-----|  BNG |--->
  +-----+ /--/                 '--(         )--'
  |Phone|/                            (       )
  +-----+                              '-----'

QinQ                     QinQ
|----|----   Tunnel  ----|----|
```

Figure 2. Home Broadband Scenario

3. Mobile broadband scenario

In the mobile broadband scenario, a UE is authorized by the 5GC function, and the traffic steering and QoS policy are enforced by the UPF (User Plane Function) node. If the validation is passed and the access control is released, so the user can start enjoying the value-added service. With APN, when the traffic traverses the mobile transport network, the traffic flow can be indicated by the APN attribute that is added at the edge devices of the mobile transport network (APN domain) based on mapping from the existing information (e.g. GTP-u tunnel encapsulation information) in the packet header and then carried in the tunnel encapsulation header. The APN attribute will facilitate the fine-granular service in the APN domain. Once the packets leave the APN domain, the APN attribute will be removed together with the tunnel encapsulation header.
7. Use cases for Application-aware Networking (APN)

This section illustrates some of the use cases that can benefit from APN. The corresponding requirements for APN are also outlined.

7.1. Application-aware SLA Guarantee

One of the key objectives of APN is for network operators to provide fine-granularity SLA guarantees instead of coarse-grain traffic operations. This will allow to provide differentiated services for different applications and increase revenue accordingly. Among various applications being carried and running in the network, some revenue-producing applications such as online gaming, video streaming, and enterprise video conferencing have much more demanding performance requirements such as low network latency and high bandwidth. In order to achieve better Quality of Experience (QoE) for end users and engage customers, the network needs to be able to provide fine-granularity and even application group-level SLA guarantee. Differentiated service provisioning is also desired.

The APN architecture MUST address the following requirements:

- APN needs to perform the three key elements as described in Section 5.
- Support application group-level fine-granularity traffic operation that may include finer QoS scheduling.
7.2. Application-aware network slicing

More and more applications/services with diverse requirements are being carried over and sharing a common operators’ network infrastructure. However, it is still desirable to have customized network transport that can support some applications’ specific requirements, taking into consideration service and resource isolation, which drives the concept of network slicing.

Network slicing provides ways to partition the network infrastructure in either the control plane or data plane into multiple network slices that are running in parallel. These network slices can serve diverse services and fulfill their various requirements at the same time. For example, the mission critical application that requires ultra-low latency and high reliability can be provisioned over a separate network slice.

The APN architecture MUST address the following requirements:

- APN needs to perform the three key elements as described in Section 5 in the context of network slicing.
- For the element 2, the APN architecture MUST allow to assign a given traffic flow to specific network slice according to the APN attribute carried in the APN packet.
- For the element 3, the APN architecture MUST allow the network measurement of each network slice.

7.3. Application-aware Deterministic Networking

[RFC8578] documents use cases for diverse industry applications that require deterministic flows over multi-hop paths. Deterministic flows provide guaranteed bandwidth, bounded latency, and other properties relevant to the transport of time-sensitive data, and can coexist on an IP network with best-effort traffic. It also provides for highly reliable flows through provision for redundant paths.

The APN architecture MUST address the following requirements:

- APN needs to perform the three key elements as described in Section 5 in the context of deterministic networking.
- For the element 2, the APN architecture MUST allow to assign a given traffic flow to a specific deterministic path according to the APN attribute carried in the APN packet.
7.4. Application-aware Service Function Chaining

End-to-end service delivery often needs to go through various service functions including traditional network service functions such as firewalls, DPIs as well as new application-specific functions, both physical and virtual. The definition and instantiation of an ordered set of service functions and subsequent steering of the traffic through them is called Service Function Chaining (SFC) [RFC7665]. SFC is applicable to both fixed and mobile networks as well as data center networks.

Generally, in order to manipulate a specific traffic flow along the SFC, a DPI needs to be deployed as the first service function of the chain to detect the application, which will impose high CAPEX and consume long processing time. For encrypted traffic, it even becomes impossible to inspect the traffic flow.

The APN architecture MUST address the following requirements:

- For the element 1, class information can be conveyed.
- For the element 2, the APN architecture MUST allow to assign a given traffic flow to a specific service function chain and MUST allow the subsequent steering according to the APN attribute carried in the APN packets.
- For the element 3, the APN architecture MUST allow the network measurement of each application-aware service function chain.

7.5. Application-aware Network Measurement

Network measurement can be used for locating silent failure and predicting QoE satisfaction, which enables real-time SLA awareness/proactive OAM. Operations, Administration, and Maintenance (OAM) refers to a toolset for fault detection and isolation, and network performance measurement. In-situ Operations, Administration, and Maintenance (IOAM) records operational and telemetry information in the packet while the packet traverses a path between two points in the network.

The APN architecture MUST address the following requirements:
8. IANA Considerations

This document does not include an IANA request.

9. Security Considerations

In the APN work, in order to reduce the privacy and security issues, the APN attribute MUST be conveyed along with the tunnel information in the APN domain. The APN attribute is encapsulated and removed at the edge of the APN domain. The APN ID MUST be acquired from the existing available information in the packet header without interference into the payload.

According to the above specifications, the APN attribute is only produced and used locally within the APN domain without the involvement of the host/application side.

In order to prevent the malicious attack through the APN attribute, the following policies can be configured at the network devices of the APN domain. If the APN attribute is conveyed without the tunnel information, the packet MUST be dropped. If the APN attributes are not known to the APN domain, it should trigger the alarm information. The packet can be forwarded without being processed or dropped depending on the local policy. If the network service requirements exceed the specification for the specific APN ID, it should trigger the alarm information. The packet should be discarded to prevent abusing of the resources. There should be rate-limiting policy at the edge of the APN domain to prevent the traffic belonging to a specific APN ID from exceeding the preset limit.
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1. Introduction

Segment Routing [RFC8402] instantiated on the IPv6 dataplane (SRv6) provides network programming capability to create interoperable overlays with underlay optimization [RFC8986].

This document describes the common failure scenarios and protection mechanisms in SRv6 networks. Then implementation recommendations for protection of SRv6 networks are proposed.

1.1. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all capitals, as shown here.

1.2. Terminology

BE: Best Effort

TE: Traffic Engineering

G-SRv6: Generalized SRv6 Network Programming

2. Forwarding over SRv6 Network

Segment Routing [RFC8402] leverages the source routing paradigm. Segment Routing instantiated on the IPv6 dataplane is referred to as SRv6. SRv6 provides network programming capability to create interoperable overlays with underlay optimization [RFC8986].

In an SRv6 network, the ingress node encapsulates a received packet in an outer IPv6 header, followed by an optional Segment Routing Header (SRH) [RFC8754], which instructs the SRv6 network to forward the packet via a specific path to the egress node. The forwarding path is either an SRv6 BE path or an SRv6 TE path.

2.1. SRv6 BE Path

In the SRv6 BE path, the ingress PE encapsulates the payload in an outer IPv6 header where the destination address is the SRv6 Service SID provided by the egress PE. The underlay P nodes between the PEs only need to perform plain IPv6 shortest path forwarding.
In the SRv6 TE path, the ingress PE steers the traffic flow into an SR Policy \[\text{[I-D.ietf-spring-segment-routing-policy]}\], and encapsulates the payload packet in an outer IPv6 header with the Segment Routing Header (SRH) carrying the segment list of the SR policy. The underlay P nodes whose SRv6 SID’s are part of the SRH segment list are called endpoint nodes. They will be involved in the forwarding path and execute the function associated with the SID.

If Compressed Segment List encoding is enabled in the SRv6 network \[\text{[I-D.ietf-spring-srv6-srh-compression]}\], the segment list in the SRH will be encoded in the compressed way. The compressed SRv6 Segment-List encoding can optimize the packet header length by avoiding the repetition of the Locator-Block and trailing bits with each individual SID.
The G-SRv6 mechanism will be used as an example for the encoding of SRv6 TE path in this document. Figure 3 shows the encapsulation of packet using the G-SRv6 mechanism.

```
| IPv6 Header |
| DA = 2001:DB8:6:1:: |
```

```
| SRH |
| Seg[0] = 2001:DB8:1:1:: |
| Seg[1] = 2:1|3:1|4:1|5:1 |
```

```
| Payload |
```

Ingress PE ---> P nodes ---> Egress PE

Figure 3: Forwarding over G-SRv6 Encoded TE

3. Protection Mechanisms

3.1. Path Protection

3.1.1. Local Protection Mechanisms

Local protection is performed by the node adjacent to the failed component using fast-reroute techniques [RFC5286] [RFC5714]. The common method of local repair is to provide a repair path for the destination avoiding the failed component.

[I-D.ietf-rtgwg-segment-routing-ti-lfa] describes the Topology Independent Loop-free Alternate Fast Re-route technology (TI-LFA) using Segment Routing, which is able to provide a loop free backup path irrespective of the topologies used in the network. For each destination in the network, TI-LFA pre-installs a backup forwarding entry for each protected destination ready to be activated upon detection of the failure of a link used to reach the destination.

In SRv6 dataplane, the TI-LFA repair path is encoded as an SRv6 SID list, and encapsulated in the SRH along with an outer IPv6 header. If Compressed Segment List encoding is enabled, the repair node should check the G-SRv6 capability of nodes along the repair path and try to use G-SIDS to encode the repair path, which will help to optimize the packet header length.
3.1.2. Liveness Check For Local Protection

In order to perceive the failures of links and neighbors, a node should monitor the liveness of its adjacent components.

[RFC5880] and [RFC7880] provide widely used mechanisms for liveness check, called Bidirectional Forwarding Detection (BFD) and Seamless Bidirectional Forwarding Detection (S-BFD).

BFD can be associated with the interface state to detect the failure of directly-connected links. Two adjacent nodes may establish BFD or S-BFD sessions between each other, and send BFD control packets to monitor the liveness of each other. In another way, a node may send BFD echo packets to all the neighbors, and they will reflect the packets back, without establishing BFD sessions.

Other OAM methods, such as Ping, TWAMP or STAMP, may also be used for liveness check for local protection, which will not be enumerated here in detail.

3.1.3. Micro-Loop Avoidance

When a component fails or comes back up, the topology is changed. The routing convergence happens in each node at different times and during a different lapse of time. These transient routing inconsistencies may cause micro-loops.

[I-D.bashandy-rtgwg-segment-routing-uloop] provides a mechanism leveraging segment routing to ensure loop-freeness during the IGP reconvergence process, which relies on the temporary use of SR policies ensuring loop-freeness over the post-convergence paths from the converging node to the destination.

In SRv6 dataplane, the loop-free post-convergence path is encoded as an SRv6 SID list, and encapsulated in the SRH along with an outer IPv6 header. If Compressed Segment List encoding is enabled, the converging node should check the G-SRv6 capability of nodes along the post-convergence path and try to use G-SIDs to encode the path.

3.1.4. End-to-End Protection Mechanisms

End-to-end protection lets the ingress PE node be in charge of the failure recovery. The ingress node should steer the flow from the failed path into another alive path.
In the case of SRv6 TE path, the SR Policy itself allows for multiple candidate paths, of which at any point in time there is a single active candidate path that is provisioned in the forwarding plane and used for traffic steering [I-D.ietf-spring-segment-routing-policy]. The candidate path with highest preference is selected as the primary path, and the candidate path with second highest preference can be selected as the hot-standby backup. When the primary candidate path fails, switchover to the backup candidate path can be triggered by fast re-route mechanism.

If all the candidate paths fail, the ingress node may use SRv6 BE path for best-effort forwarding.

3.1.5. Liveness Check For End-to-End Protection

It is essential that the ingress PE node should check the end-to-end liveness of paths, including primary path and backup path. So that the ingress PE node can perceive the path failure and then trigger the switchover.

In the case of SRv6 TE path, BFD or S-BFD can be used to monitor the liveness of SR Policy at the level of segment list. If all the BFD sessions associated with segment lists in a candidate path are down, the candidate path is deemed to be failed. If all the candidate paths is failed, the SR Policy is deemed to be failed.

Moreover, If the SRv6 TE path is strict (every hop along the path appearing in the SID list), the reverse path of the BFD packets should be the same with the forward path. Otherwise, the failure in the reverse path may cause the misjudgement of the liveness of SR Policy. To achieve the consistence of forward path and reverse path, the egress node should be instructed to use specific path to send packets back to the ingress node.

Other OAM methods, such as Ping, TWAMP or STAMP, may also be used for liveness check for end-to-end protection, which will not be enumerated here in detail.

Local protection and end-to-end protection may both be used in the same SRv6 network. Since the speed of failure detection for local protection is faster than end-to-end protection, local protection usually performs the local repair in advance, which allows the path to remain alive. In this case, the ingress node will not perceive the failure and does not need to trigger end-to-end protection.
3.2. Service Protection

If the failure occurs on the egress PE node, the service provided by that PE is not accessible anymore. TI-LFA or the hot-standby backup candidate path of SR Policy will not work under this circumstance. To provide protection, the packet should be forwarded to another backup Egress PE node of the same service, if it exists.

3.2.1. Local Repair

In the case of egress PE node failure, the local repair node should forward packet to another Egress PE node.

[I-D.ietf-rtgwg-srv6-egress-protection] provides a method to use Mirror SID for egress protection. The Mirror SID is configured on the backup egress PE to protect the primary egress PE, and it will be used by the repair node to encode the segment list of repair path.

If a failure occurs on the link between egress PE and CE, that PE should work as the local repair node and forward packet to another Egress PE node. It can be achieved by using the tunnel towards another PE as an alternate next-hop for the routes to CE with FRR mechanism, while the failed link is the primary next-hop. The alternate next-hop can be installed as an SRv6 BE path when receiving the BGP routes of the same service from another egress PE.

3.2.2. Ingress Node Switchover

If there are multiple egress PE nodes, the ingress PE node receives all their advertisements of the same service, and builds paths for each of them respectively. The ingress PE node may use Fast Reroute (FRR) for these different paths. When the primary egress PE node fails, the ingress node steers the flow to the path belonging to another egress PE node for protection.

BFD can be used to monitor the liveness of the service SID, locator or interface address of the egress PE node. If the BFD session is down, the egress PE node is deemed to be unreachable.

Service protection and path protection may both be used in the same SRv6 network. Among the different paths to the same egress PE node and the paths to different egress PE nodes, one is selected as the primary path and others are used as backup. The priorities of multiple backup paths may be decided by the egress-node-first strategy or the TE-first strategy.
By the Egress-node-first strategy, paths to the primary egress PE nodes are prioritized. For example, if a failure occurs on the primary path, the ingress PE node will select another path still leading to the primary egress PE nodes. Unless all the paths to the primary egress PE node are failed, the ingress PE node would use the path to the backup egress PE node.

By the TE-first strategy, SRv6 TE paths to any egress PE node have higher priorities than SRv6 BE paths. For example, if a failure occurs on the primary path and there is no other alive SRv6 TE paths to the primary egress PE node, the ingress node will select an SRv6 TE path to the backup egress PE node, rather than an SRv6 BE path still leading to the primary egress PE node.

4. Implementation Recommendations

This section will introduce the implementation recommendations of protection for SRv6 BE and SRv6 TE scenarios in SRv6 network:

Figure 5 is used as a reference topology in this section. PE1 and PE3 are primary PE nodes for VPN service access. PE2 and PE4 are used as backup. The prefix of CE2, along with VPN service SID, is advertised by BGP routes from PE3 and PE4 to PE1 and PE2. The VPN traffic is from CE1 to CE2.

```
PE1-----P1-----P3-----P5-----P7----PE3
  |     |     |     |     |
  CE1---P2----P4----P6----P8----CE2
  |     |     |     |     |
PE2-----P2-----P4-----P6-----P8----PE4
```

Figure 5: Reference Topology

The link metrics are configured as follows:

- Metrics of PE1-P2, PE2-P1, P1-P4, P2-P3, P3-P6, P4-P5, P5-P8, P6-P7, P7-PE4, P8-PE3, PE1-PE2 and PE3-PE4 links are 11.
- Metrics of all other links are 5.
- Link metrics are bidirectional.

All P and PE nodes are capable of G-SRv6 compression. The SRv6 SIDs are configured using the following rules.
NodeID: An for PEn, Bn for Pn
Locator: 2001:DB8:NodeID::/48
End SID: Locator:1::
End SID with COC: Locator:2::
End DT: Locator:100:: (Only for PE nodes)
End.X SID: Locator:NeighborNodeID + F1::
End.X SID with COC: Locator:NeighborNodeID + F2::

For example, the SRv6 SIDs configured for PE1 and P8 are as follows.

**PE1:**

Locator: 2001:DB8:A1::/48
End SID: 2001:DB8:A1:1::
End SID with COC: 2001:DB8:A1:2::
End DT: 2001:DB8:A1:100::
For PE1->P1:
  End.X SID: 2001:DB8:A1:B1F1::
  End.X SID with COC: 2001:DB8:A1:B1F2::
For PE1->P2:

**P8:**

Locator: 2001:DB8:B8::/48
End SID: 2001:DB8:B8:1::
End SID with COC: 2001:DB8:B8:2::
For P8->P5:
  End.X SID: 2001:DB8:B8:B5F1::
  End.X SID with COC: 2001:DB8:B8:B5F2::
For P8->P6:
  End.X SID: 2001:DB8:B8:B6F1::
  End.X SID with COC: 2001:DB8:B8:B6F2::
For P8->P7:
  End.X SID: 2001:DB8:B8:B7F1::
  End.X SID with COC: 2001:DB8:B8:B7F2::
For P8->PE3:
  End.X SID: 2001:DB8:B8:A3F1::
  End.X SID with COC: 2001:DB8:B8:A3F2::
For P8->PE4:
  End.X SID: 2001:DB8:B8:A4F1::
  End.X SID with COC: 2001:DB8:B8:A4F2::

The SR Policies on PE1 are configured as follows:
SR Policy 1 (Strict Path to PE3)
  Candidate Path 1
  Preference: 20
  Candidate Path 2
  Preference: 10

SR Policy 2 (Loose Path to PE4)
  Candidate Path 1
  Preference: 20

4.1. SRv6 BE

In this scenario, SRv6 BE paths are used to steer the VPN service. The deployments of protection are as follows:

- All nodes enable TI-LFA for local protection.
- All nodes enable BFD for links and neighbors.
- Ingress PE node enables FRR of SRv6 BE path to backup egress PE node for service protection.
- Ingress PE node enables BFD for locator of egress PE node to monitor the liveness of SRv6 BE path.

PE1 installs the SRv6 BE path to PE3 with destination address 2001:DB8:A3:100:: as the primary next-hop for the VPN flow. Meanwhile, PE1 also installs the SRv6 BE path to PE4 with destination address 2001:DB8:A4:100:: as the backup next-hop.


TI-LFA is enabled on all nodes. Take P1 for example. The shortest path from P1 to PE3 is via neighbor P3. In order to provide local protection for P3 node failure, P1 computes and installs the repair path P1->P2->P4->P6, using [2001:DB8:B4:2::, B4:B6F1] as the G-SRV6 SID list.

All nodes use BFD to monitor the liveness of links and adjacent nodes.
Under normal circumstances, PE1 encapsulates the VPN payload in an outer IPv6 header where the destination address is 2001:DB8:A3:100:.

Assume that a failure occurs on P3. The fail-timer of BFD from P1 to P3 expires, so P1 perceives the failure. When P1 forwards the VPN packet, the TI-LFA repair path is used. Then, P1 encapsulates the packet in an outer IPv6 Header with SRH carrying a compressed segment-list of [2001:DB8:B4:2::, B4:B6F1], as shown in the following figure. The packet is forwarded in the repair path P1->P2->P4->P6 according to the outer IPv6 Header and SRH. So the failure is repaired by local protection.

Assume that a failure occurs on PE3. TI-LFA does not work and the packets along the SRv6 BE path are dropped. Then the BFD session from PE1 to locator 2001:DB8:A3::/48 is down, so PE1 triggers the switchover to the SRv6 BE path to PE4 and encapsulates the VPN payload in an outer IPv6 header where the destination address is 2001:DB8:A4:100::. After that, the VPN traffic from CE1 to CE2 is recovered.

Assume that a failure occurs on link PE3-CE2. Since the BFD session from PE1 to locator 2001:DB8:A3::/48 is still alive, PE1 continues to forward the VPN packets to PE3. When PE3 receives the packet, it removes the outer IPv6 header, looks up the VPN table and forwards the packet to CE2. However, the link PE3-CE2 is failed. So PE3 selects the FRR alternate next-hop which is the SRv6 BE path to PE4. Then PE3 encapsulates the packet in an outer IPv6 header where the destination address is 2001:DB8:A4:100::, and forwards it through the link PE3-PE4.
4.2. SRv6 TE

In this scenario, the SRv6 TE strict path with G-SRv6 compression is used to steer the VPN traffic flows to the primary egress node PE3, and the SRv6 TE loose path with G-SRv6 compression is used for the backup egress node PE4.

The deployments of protection are as follows:

- In the SR Policy of SRv6 TE strict path, disjoint backup candidate path is used as hot standby for end-to-end protection.
- Ingress PE node uses SRv6 BE paths as backup for end-to-end protection of SRv6 TE paths.
- Ingress PE node enables BFD for SR Policy. In the case of SRv6 TE strict path, the reverse path of BFD packet keeps consistent with forward path.
- Ingress PE node enables BFD for locator of egress PE node to monitor the liveness of SRv6 BE path.
- Ingress PE node enables FRR of paths to backup egress PE node for service protection.
- All nodes enable TI-LFA for local protection. All nodes enable BFD for links and neighbors.

PE1 installs SR Policy 1, which is the SRv6 TE strict path to PE3, as the primary next-hop for the VPN flow. SR Policy 1 has two disjoint candidate paths. The candidate path with higher preference is selected as the primary candidate path, and the candidate path with lower preference is selected as hot standby backup.

Meanwhile, the SRv6 BE path to PE3, the SRv6 TE loose path to PE4 (SR Policy 2), and the SRv6 BE path to PE4 are also installed as backup next-hops. The priorities of multiple backup paths may be decided by either of the egress-node-first strategy or the TE-first strategy.

Egress-node-first strategy:

- primary: SRv6 TE path to primary egress node PE3 (SR Policy 1)
- backup(1st priority): SRv6 BE path to primary egress node PE3
backup(2nd priority): SRv6 TE path to backup egress node PE4 (SR Policy 2)
backup(3rd priority): SRv6 BE path to backup egress node PE4

TE-first strategy:
primary: SRv6 TE path to primary egress node PE3 (SR Policy 1)
backup(1st priority): SRv6 TE path to backup egress node PE4 (SR Policy 2)
backup(2nd priority): SRv6 BE path to primary egress node PE3
backup(3rd priority): SRv6 BE path to backup egress node PE4

Egress-node-first strategy is used as an example below.

PE1 enables BFD for SR Policy 1 and SR Policy 2 to monitor the liveness of SRv6 TE paths. For SR Policy 1 which is the strict path, the forward and reverse paths of BFD packet should be the same. For example, the primary path of SR Policy 1 is PE1->P1->P3->P5->P7->PE3, so the reverse path should be PE3->P7->P5->P3->P1->PE1. A segment list of such reverse path is installed on PE3. PE1 may send BFD packet with the segment list of SR Policy 1 along with the BSID of reverse path. When the BFD packet is forwarded along the strict path to PE3, PE3 will add an outer IPv6 header with SRH carrying the segment list of [2001:DB8:A3:B7F2::, B7:B5F2, B5:B3F2, B3:B1F2, B1:A1F1], which instructs the packet to be forwarded along the same strict path back to PE1.


TI-LFA is enabled on all nodes. BFD are used to monitor the liveness of links and adjacent nodes.

Under normal circumstances, PE1 encapsulates the VPN payload in an outer IPv6 header with SRH carrying the segment list of primary candidate path of SR Policy 1 along with the VPN SID advertised by PE3. Using G-SRv6 compression, the segment list will be encoded as [2001:DB8:A1:B1F2::, B1:B3F2, B3:B5F2, B5:B7F2, B7:A3F1, 2001:DB8:A3:100::].

Assume that a failure occurs on P3. The packets are dropped since the failed P3 is on the path. The BFD session of the segment list in
the primary candidate path of SR Policy 1 is down, so PE1 triggers
the switchover to the backup candidate path of SR Policy 1. Then PE1
encapsulates the VPN payload in an outer IPv6 header with SRH
carrying the segment list of [2001:DB8:A1:B2F2::, B2:B4F2, B4:B6F2,
B6:B8F2, B8:A3F1, 2001:DB8:A3:100::].

Before the recovery of P3, assume that P8 also fails. The BFD
session of the segment list in the backup candidate path of SR
Policy 1 is also down. Then PE1 triggers the switchover to the 1st
priority backup next-hop which is the SRv6 BE path to PE3. PE1
encapsulates the VPN payload in an outer IPv6 header where the
destination address is 2001:DB8:A3:100::.

Assume that a failure occurs on PE3. Both the BFD sessions of SR
Policy 1 and locator 2001:DB8:A3::/48 are down, which means the
primary next-hop and the 1st priority backup next-hop are down. So
PE1 triggers the switchover to the 2nd priority backup next-hop,
which is the SRv6 TE loose path to PE4. Then PE1 encapsulates the
VPN payload in an outer IPv6 header with SRH carrying the segment
list of [2001:DB8:B4:2::, B8:2, A4:1, 2001:DB8:A4:100::].

Before the recovery of P3, assume that a failure occurs on P6. The
fail-timer of BFD from P4 to P6 expires, so P4 perceives the
failure. When P4 forwards the VPN packet, the TI-LFA repair path is
used. Then, P4 encapsulates the packet in an outer IPv6 Header with
SRH carrying a compressed segment-list of [2001:DB8:B5:2::,
B5:B7F1]. The packet is forwarded in the repair path P4->P3->P5->P7
according to the outer IPv6 Header and SRH. So the failure is
repaired by local protection.

Before the recovery of PE3, assume that a failure occurs on P8. When
P6 forwards the VPN packet to destination address 2001:DB8:B8:2::
which is one of the segments in the segment list of SRH, the TI-LFA
on P6 does not work, since the failed node P8 is the destination. So
the packets are dropped. The BFD session of SR Policy 2 is down, and
PE1 triggers the switchover to the 3rd priority backup next-hop
which is the SRv6 BE path to PE4. Then PE1 encapsulates the VPN
payload in an outer IPv6 header where the destination address is
2001:DB8:A4:100::. If the routing convergence is not completed at
the moment, P6 will use TI-LFA repair path P6->P5->P7->PE4 to
forward the packet. After the routing convergence is done, P nodes
will forward the packet along new shortest path excluding P8.

Assume that a failure occurs on link PE3-CE2. This is similar with
the same failure in section 4.1. The BFD session is still alive, PE1
continues to forward the VPN packets to PE3. PE3 will select the FRR
alternate next-hop for CE1 and forward the packet to PE4 with SRv6 BE path.

5. Security Considerations
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Abstract

Congestion control (CC) is the key to achieving ultra-low latency, high bandwidth and network stability in high-speed networks. However, the existing high-speed CC schemes have inherent limitations for reaching these goals.

In this document, we describe HPCC++ (High Precision Congestion Control), a new high-speed CC mechanism which achieves the three goals simultaneously. HPCC++ leverages inband telemetry to obtain precise link load information and controls traffic precisely. By addressing challenges such as delayed signaling during congestion and overreaction to the congestion signaling using inband and granular telemetry, HPCC++ can quickly converge to utilize all the available bandwidth while avoiding congestion, and can maintain near-zero in-network queues for ultra-low latency. HPCC++ is also fair and easy to deploy in hardware, implementable with commodity NICs and switches.

Status of This Memo

This Internet-Draft is submitted in full conformance with the provisions of BCP 78 and BCP 79.

Internet-Drafts are working documents of the Internet Engineering Task Force (IETF). Note that other groups may also distribute working documents as Internet-Drafts. The list of current Internet-Drafts is at https://datatracker.ietf.org/drafts/current/.
1. Introduction ........................... 3
2. Terminology .......................... 4
3. System Overview ........................ 4
4. HPCC++ Algorithm ........................ 5
  4.1. Notations .......................... 6
  4.2. Design Functions and Procedures ...... 6
5. Configuration Parameters ............... 8
6. Design enhancement and implementation . . 9
  6.1. Inband telemetry padding at the network switches ... 9
    6.1.1. Inband telemetry on IFA2.0 ........... 9
    6.1.2. Inband telemetry on IOAM ............. 9
    6.1.3. Inband telemetry on P4 ............... 9
  6.2. Congestion Notification ............... 10
    6.2.1. Forward direction Congestion detection ... 11
    6.2.2. Reverse direction .................. 11
  6.3. Congestion control at NICs ............ 12
    6.3.1. Sender-based HPCC .................. 12
    6.3.2. Receiver-based HPCC ................ 13
7. Reference Implementation ............... 14
  7.1. Implementation on RDMA RoCEv2 .......... 14
  7.2. Implementation on TCP ................ 15
8. IANA Considerations ........................ 15
9. Discussion ................................ 15
  9.1. Internet Deployment .................. 15
1. Introduction

The link speed in data center networks has grown from 1Gbps to 100Gbps in the past decade, and this growth is continuing. Ultra low latency and high bandwidth, which are demanded by more and more applications, are two critical requirements in today’s and future high-speed networks.

Given that traditional software-based network stacks in hosts can no longer sustain the critical latency and bandwidth requirements as described in [Zhu-SIGCOMM2015], offloading network stacks into hardware is an inevitable direction in high-speed networks. As an example, large-scale networks with RDMA (remote direct memory access) often uses hardware-offloading solutions. In some cases, the RDMA networks still face fundamental challenges to reconcile low latency, high bandwidth utilization, and high stability.

This document describes a new congestion control mechanism, HPCC++ (Enhanced High Precision Congestion Control), for large-scale, high-speed networks. The key idea behind HPCC++ is to leverage the precise link load information from signaled through inband telemetry to compute accurate flow rate updates. Unlike existing approaches that often require a large number of iterations to find the proper flow rates, HPCC++ requires only one rate update step in most cases. Using precise information from inband telemetry enables HPCC++ to address the limitations in current congestion control schemes. First, HPCC++ senders can quickly ramp up flow rates for high utilization and ramp down flow rates for congestion avoidance. Second, HPCC++ senders can quickly adjust the flow rates to keep each link’s output rate slightly lower than the link’s capacity, preventing queues from being built-up as well as preserving high link utilization. Finally, since sending rates are computed precisely based on direct measurements at switches, HPCC++ requires merely three independent parameters that are used to tune fairness and efficiency.

The base form of HPCC++ is the original HPCC algorithm and its full description can be found in [SIGCOMM-HPCC]. While the original
design lays the foundation for inband telemetry based precision congestion control, HPCC++ is an enhanced version which takes into account system constraints and aims to reduce the design overhead and further improves the performance. Section 6 describes these detailed proposed design enhancements and guidelines.

This document describes the architecture changes in switches and end-hosts to support the needed transmission of inband telemetry and its consumption, that improves the efficiency in handling network congestion.

2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all capitals, as shown here.

3. System Overview

Figure 1 shows the end-to-end system that HPCC++ operates in. During the traverse of the packet from the sender to the receiver, each switch along the path inserts inband telemetry that reports the current state of the packet’s egress port, including timestamp (ts), queue length (qLen), transmitted bytes (txBytes), and the link bandwidth capacity (B), together with switch_ID and port_ID. When the receiver gets the packet, it may copy all the inband telemetry recorded from the network to the ACK message it sends back to the sender, and then the sender decides how to adjust its flow rate each time it receives an ACK with network load information. Alternatively, the receiver may calculate the flow rate based on the inband telemetry information and feedback the calculated rate back to the sender. The notification packets would include delayed ack information as well.

Note that there also exist network nodes along the reverse (potentially uncongested) path that the feedback reports traverse. Those network nodes are not shown in the figure for sake of brevity.
Data sender: responsible for controlling inflight bytes. HPCC++ is a window-based congestion control scheme that controls the number of inflight bytes. The inflight bytes mean the amount of data that have been sent, but not acknowledged by the sender yet. Controlling inflight bytes has an important advantage compared to controlling rates. In the absence of congestion, the inflight bytes and rate are interchangeable with equation inflight = rate * T where T is the base propagation RTT. The rate can be calculated locally or obtained from the notification packet. The sender may further use the data pacing mechanism, potentially implemented in hardware, to limit the rate accordingly.

Network nodes: responsible of inserting the inband telemetry information to the data packet. The inband telemetry information reports the current load of the packet’s egress port, including timestamp (ts), queue length (qLen), transmitted bytes (txBytes), and link bandwidth capacity (B). Besides, the inband telemetry contains switch_ID and port_ID to identify a link.

Data receiver: responsible for either reflecting back the inband telemetry information in the data packet or calculating the proper flow rate based on network congestion information in inband telemetry and sending notification packets back to the sender.

4. HPCC++ Algorithm

HPCC++ is a window-based congestion control algorithm. The key design choice of HPCC++ is to rely on network nodes to provide fine-grained load information, such as queue size and accumulated tx/rx traffic to compute precise flow rates. This has two major benefits: (i) HPCC++ can quickly converge to proper flow rates to highly utilize bandwidth while avoiding congestion; and (ii) HPCC++ can consistently maintain a close-to-zero queue for low latency.

This section introduces the list of notations and describes the core congestion control algorithm.
4.1. Notations

This section summarizes the list of variables and parameters used in the HPCC++ algorithm. Figure 3 also includes the default values for choosing the algorithm parameters either to represent a typical setting in practical applications or based on theoretical and simulation studies.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Variable Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>(W_i)</td>
<td>Window for flow i</td>
</tr>
<tr>
<td>(Wc_i)</td>
<td>Reference window for flow i</td>
</tr>
<tr>
<td>(B_j)</td>
<td>Bandwidth for Link j</td>
</tr>
<tr>
<td>(I_j)</td>
<td>Estimated inflight bytes for Link j</td>
</tr>
<tr>
<td>(U_j)</td>
<td>Normalized inflight bytes for Link j</td>
</tr>
<tr>
<td>qlen</td>
<td>Telemetry info: link j queue length</td>
</tr>
<tr>
<td>txRate</td>
<td>Telemetry info: link j output rate</td>
</tr>
<tr>
<td>ts</td>
<td>Telemetry info: timestamp</td>
</tr>
<tr>
<td>txBytes</td>
<td>Telemetry info: link j total transmitted bytes associated with timestamp ts</td>
</tr>
</tbody>
</table>

Figure 2: List of variables.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Parameter Name</th>
<th>Default Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T)</td>
<td>Known baseline RTT</td>
<td>5us</td>
</tr>
<tr>
<td>(\eta)</td>
<td>Target link utilization</td>
<td>95%</td>
</tr>
<tr>
<td>maxStage</td>
<td>Maximum stages for additive increases</td>
<td>5</td>
</tr>
<tr>
<td>(N)</td>
<td>Maximum number of flows</td>
<td>...</td>
</tr>
<tr>
<td>(W_{ai})</td>
<td>Additive increase amount</td>
<td>...</td>
</tr>
</tbody>
</table>

Figure 3: List of algorithm parameters and their default values.

4.2. Design Functions and Procedures

The HPCC++ algorithm can be outlined as below:
1: Function MeasureInflight(ack)
2:     u = 0;
3: for each link i on the path do
4:        \( \text{txRate} = \frac{\text{ack.L[i].txBytes-L[i].txBytes}}{\text{ack.L[i].ts-L[i].ts}}; \)
5:        u' = \frac{\min(\text{ack.L[i].qlen},\text{L[i].qlen}) \text{txRate}}{\text{ack.L[i].B*T} \text{ack.L[i].B}} + \frac{\text{ack.L[i].B*T}}{\text{ack.L[i].B}};
6: if u' > u then
7:     u = u'; tau = \text{ack.L[i].ts - L[i].ts};
8: tau = \min(tau, T);
9: U = (1 - tau/T)*U + tau/T*u;
10: return U;

11: Function ComputeWind(U, updateWc)
12: if U >= \eta or incStage >= maxStagee then
13:    Wc
14: W = \frac{Wc}{U/\eta} + W_{ai};
15: if updateWc then
16: incStagee = 0; Wc = W ;
17: else
18: W = Wc + W_{ai} ;
19: if updateWc then
20: incStage++; Wc = W ;
21: return W

21: Procedure NewAck(ack)
22: if ack.seq > lastUpdateSeq then
23:     W = ComputeWind(MeasureInflight(ack), True);
24: lastUpdateSeq = snd_nxt;
25: else
26:     W = ComputeWind(MeasureInflight(ack), False);
27: R = W/T; L = ack.L;

The above illustrates the overall process of CC at the sender side for a single flow. Each newly received ACK message triggers the procedure NewACK at Line 21. At Line 22, the variable lastUpdateSeq is used to remember the first packet sent with a new Wc, and the sequence number in the incoming ACK should be larger than lastUpdateSeq to trigger a new sync betweenWc andW (Line 14-15 and 18-19). The sender also remembers the pacing rate and current inband telemetry information at Line 27. The sender computes a new window size W at Line 23 or Line 26, depending on whether to update Wc, with function MeasureInflight and ComputeWind. Function MeasureInflight estimates normalized inflight bytes with Eqn (2) at Line 5. First, it computes txRate of each link from the current and
last accumulated transferred bytes txBytes and timestamp ts (Line 4). It also uses the minimum of the current and last qlen to filter out noises in qlen (Line 5). The loop from Line 3 to 7 selects maxi(Ui) in Eqn. (3). Instead of directly using maxi(Ui), we use an EWMA (Exponentially Weighted Moving Average) to filter the noises from timer inaccuracy and transient queues. (Line 9). Function ComputeWind combines multiplicative increase/ decrease (MI/MD) and additive increase (AI) to balance the reaction speed and fairness. If a sender finds it should increase the window size, it first tries AI for maxStage times with the stepWAI (Line 17). If it still finds room to increase after maxStage times of AI or the normalized inflight bytes is above, it calls Eqn (4) once to quickly ramp up or ramp down the window size (Line 12-13).

5. Configuration Parameters

HPCC++ has three easy-to-set parameters: eta, maxStagee, and W_ai. 
eta controls a simple tradeoff between utilization and transient queue length (due to the temporary collision of packets caused by their random arrivals, so we set it to 95% by default, which only loses 5% bandwidth but achieves almost zero queue. maxStage controls a simple tradeoff between steady state stability and the speed to reclaim free bandwidth. We find maxStage = 5 is conservatively large for stability, while the speed of reclaiming free bandwidth is still much faster than traditional additive increase, especially in high bandwidth networks. W_ai controls the tradeoff between the maximum number of concurrent flows on a link that can sustain near-zero queues and the speed of convergence to fairness. Note that none of the three parameters are reliability-critical.

HPCC++’s design brings advantages to short-lived flows, by allowing flows starting at line-rate and the separation of utilization convergence and fairness convergence. HPCC++ achieves fast utilization convergence to mitigate congestion in almost one round-trip time, while allows flows to gradually converge to fairness. This design feature of HPCC++ is especially helpful for the workload of datacenter applications, where flows are usually short and latency-sensitive. Normally we set a very small W_ai to support a large number of concurrent flows on a link, because slower fairness is not critical. A rule of thumb is to set W_ai = W_init*(1-eta) / N where N is the expected or receiver reported maximum number of concurrent flows on a link. The intuition is that the total additive increase every round (N*W_ai ) should not exceed the bandwidth headroom, and thus no queue forms. Even if the actual number of concurrent flows on a link exceeds N, the CC is still stable and achieves full utilization, but just cannot maintain zero queues.
6. Design enhancement and implementation

There are three components HPCC++ needs to implement: telemetry padding, congestion notification, and rate update.

6.1. Inband telemetry padding at the network switches

HPCC++ only relies on packets to share information across senders, receivers, and switches. The switch should capture inband telemetry information that includes link load (txBytes, qlen, ts) and link spec (switch_ID, port_ID, B) at the egress port. Note, each switch should record all those information at the single snapshot to achieve a precise link load estimate. Inside a data center, the path length is often no more than 5 hops. The overhead of the inband telemetry padding for HPCC++ is considered to be low.

As long the above algorithm is met, HPCC++ is open to a variety of inband telemetry format standards, which are orthogonal to the HPCC++ algorithm. Although this document does not mandate a particular inband telemetry header format or encapsulation, we provide concrete implementation specifications using strandard inband telemetry protocols, including IFA [I-D.ietf-kumar-ippm-ifa], IETF IOAM [I-D.ietf-ippm-ioam-data], and P4.org INT [P4-INT]. In fact, the emerging inband telemetry protocols inform the evolution for a broader range of protocols and network functions, where this document leverages the trend to propose the architecture change to support in-network functions like congestion control with high efficiency.

6.1.1. Inband telemetry on IFA2.0

For more details, please refer to IFA [I-D.ietf-kumar-ippm-ifa]

6.1.2. Inband telemetry on IOAM

Please refer to IETF IOAM [I-D.ietf-ippm-ioam-data]

6.1.3. Inband telemetry on P4
Figure 4: Example P4.org INT header

Figure 4 shows the packet format of the INT padding after UDP header. The field nHop is the hop count of the packet’s path. The field pathID is the XOR of all the switch IDs (which are 12 bits) along the path. The sender sets nHop and pathID to 0. Each switch along the path adds nHop by 1, and XORs its own switch ID to the pathID. The sender uses pathID to judge whether the path of the flow has been changed. If so, it throws away the existing status records of the flow and builds up new records. Each switch has an 8-byte field to record the status of the egress port of the packet when the packet is emitted. B is a enum type which indicates the speed type of the port (e.g. 40Gbps, 100Gbps, etc.). Timestamp (24 bits) is when the packet is emitted from its egress port, txBytes (20 bits) is the accumulative total bytes sent from the egress port, and Queue length (16 bits) is the current queue length of the egress port.

6.2. Congestion Notification

HPCC++ uses congestion notification to fetch network congestion information from switches for proper rate updates at end-hosts. Although the basic algorithm described in Section 4 is to add inband telemetry information into every data packet for optimal performance, HPCC++ supports flexible implementation choices to work seamlessly with transport protocol stacks. We consider congestion notification choices in both forward and reverse directions of the traffic.
6.2.1. Forward direction Congestion detection

Forward direction is the traffic direction of data packets that experience bandwidth contention and possible network congestion. The function of congestion notification in forward direction is to fetch inband telemetry from switches. HPCC++ defines two approaches of doing this.

1. Inband with data packet.

This is basic algorithm setting described in Section 4, where the end-host inserts inband telemetry header into data packets. Switches along the path detect the inband telemetry header and correspondingly add inband telemetry information into data packet to react to congestion as soon as the very first packet observing the network congestion. This is especially helpful to reduce the risk of severe congestion in incast scenarios at the first round-trip time. In addition, original HPCC’s algorithm introduction of Wc is for the purpose of solving the over-reaction issue from using this per-packet response. Different with in Section 4, end-host can choose uses every data packet or only a subset of data packets to reduce the overhead. To insert telemetry header, different telemetry protocols have specific settings for IPA, IETF IOAM, and P4.org INT as following.

2. Probe packet.

Switches touching every data packet for inband telemetry inserting may lead to security or performance concerns, HPCC++ supports the “out-of-band” approach that uses special-generated probe packets at end-hosts to fetch inband telemetry from switches. Thereby, the probe packets should take the same routing path and QoS queueing with the data packets. End-hosts can generate probe packets less frequently and we recommend once per round trip time. In addition, the end-host issues probe packets only when it has data packet in the flight.

6.2.2. Reverse direction

Reverse direction is the receiver conveying inband telemetry back to traffic sender for rate updates. Similar to forward direction, there are also inband and out-of-band approaches.

1. Inband with ACK packet.

HPCC++ supports to use the ACK packet in transport protocols to convey the inband telemetry. TCP generates ACK packet once per every
data packet or per a few data packets. With ACK packet, the receive sends accumulated inband telemetry back to sender for rate updates.


Using ACK packet for inband telemetry notification requires transport stack modification and sometimes leads to delay in notification when certain delayed acknowledged mechanism is used. Hence, HPCC++ allows the receiver to use special-generated notification packets to deliver inband telemetry. The notification packet is generated per each probe packet or data packet with inband telemetry.

6.3. Congestion control at NICs

6.3.1. Sender-based HPCC

Figure 5 shows HPCC++ implementation on a NIC. The NIC provides an HPCC++ module that resides on the data path of the NIC. HPCC++ modules realize both sender and receiver roles.

```
+---------+ window update +----------+ PktSend +------------+
|         |------------------| Scheduler |---------| Tx pipeline|
|         | rate update |-----|--------|------------|
|         | HPCC++ |     | inband telemetry | |
|         | module |     |                   | |
|         |<-----------------| telemetry response event | |
+---------+ Rx pipeline |<-----+
```

**Figure 5: Overview of NIC Implementation**

1. Sender side flow

The HPCC++ module running the HPCC CC algorithm in the sender side for every flow in the NIC. Flow can be defined by some transport parameters including 5-tuples, destination QP (queue pair), etc. It receives inband telemetry response events per flow which are generated from the RX pipeline, adjusts the sending window and rate, and update the scheduler on the rate and window of the flow.

The scheduler contains a pacing mechanism that determine the flow rate by the value it got from the algorithm. It also maintains the current sending window size for active flows. If the pacing
mechanism and the flow’s sending window permits, the scheduler invokes for the flow a PktSend command to TX pipeline.

The TX pipeline implements packet processing. Once it receives the PktSend event with flow ID from the scheduler, it generates the corresponding packet and delivers to the Network. If a sent packet should collect telemetry on its way the TX pipeline may add indications/headers that triggers the network elements to add telemetry data according to the inband telemetry protocol in use. The telemetry can be collected by the data packet or by dedicated prob packets generated in the TX pipeline.

The RX pipe parses the incoming packets from the network and identifies whether telemetry is embedded in the parsed packet. On receiving a telemetry response packet, the RX pipeline extracts the network status from the packet and passes it to the HPCC++ module for processing. A telemetry response packet can be an ACK containing inband telemetry, or a dedicated telemetry response prob packet.

2. Receiver side flow

On receiving a packet containing inband telemetry, the RX pipeline extracts the network status, and the flow parameters from the packet and passes it to the TX pipeline. The packet can be a data packet containing inband telemetry, or a dedicated telemetry request prob packet. The Tx pipeline may process and edit the telemetry data, and then sends back to the sender the data using either an ACK packet of the flow or a dedicated telemetry response prob packet.

6.3.2. Receiver-based HPCC

Note that the window/rate calculation can be implemented at either the data sender or the data receiver. If the ACK packets already exist for reliability purpose, the inband telemetry information can be echoed back to the sender via ACK self-clocking. Not all ACK packets need to carry the inband telemetry information. To reduce the Packet Per Second (PPS) overhead, the receiver may examine the inband telemetry information and adopt the technique of delayed ACKs that only sends out an ACK for a few of received packets. In order to reduce PPS even further, one may implement the algorithm at the receiver and feedback the calculated window in the ACK packet once every RTT.

The receiver-based algorithm, Rx-HPCC, is based on int.L, which is the inband telemetry information in the packet header. The receiver performs the same functions except using int.L instead of ack.L. The new function NewINT(int.L) is to replace NewACK(int.L)
Here, since the receiver does not know the starting sequence number
of a burst, it simply records the lastUpdateTime. If time T has
passed since lastUpdateTime, the algorithm would recalculate Wc as in
Line 30 and send out the ACK packet which would include W
information. Otherwise, it would just update W information locally.
This would reduce the amount of traffic that needs to be feedback to
the data sender.

Note that the receiver can also measure the number of outstanding
flows, N, if the last hop is the congestion point and use this
information to dynamically adjust W_ai to achieve better fairness.
The improvement would allow flows to quickly converge to fairness
without causing large swings under heavy load.

7. Reference Implementation

HPCC++ can be adopted as the CC algorithm by a wide range of
transport protocols such as TCP and UDP, as well as others that may
run on top of them, such as iWARP, RoCE etc. It requires to have the
window limit and congestion feedback through ACK self-clocking, which
naturally conforms to the paradigm of TCP design. With that, HPCC++
introduces a scheme to measure the total inflight bytes for more
precise congestion control. To run in UDP, some modifications need
to be done to enforce the window limit and collect congestion
feedback via probing packets, which is incremental.

7.1. Implementation on RDMA RoCEv2

We describe reference implementation on RDMA RoCEv2. This is an
implementation for ‘‘Sender-based HPCC++’’ (see section 6.3.1.) using
dedicated probe packets to collect the telemetry. HPCC++ module in
the sender triggers the sending of ‘‘telemetry request packet’’ for a
given flow. The NIC then sends the probe packet. The packet will
have the same IP and UDP headers as the data packets of the given
flow. Such packet is expected to be sent every RTT, see section 6
for more details. On receiving of telemetry request packet, the NIC
extracts the telemetry from all the links along the path from the
sender. HPCC++ module chooses the link with the highest inflight
bytes and sends its telemetry (queue length, timestamp and tx bytes)
back to the receiver on top of dedicated ‘‘telemetry response
On receiving of telemetry response packet, the NIC extracts the telemetry and pass it to the HPCC++ module which using this info to implement the rate update scheme.

7.2. Implementation on TCP

Taking the benefit of precise congestion control for TCP is a natural next step. Since TCP segmentation at TX side (e.g., TSO) and coalescing at RX side (e.g., GRO) happen at the NIC HW or low-layer of TCP/IP stack, carrying per-pkt inband telemetry info between the TCP congestion control engine and network fabric has to work with the TSO and GRO. Instead, one way to adopt HPCC++ for TCP is using the special probe and notification packets to retrieve inband telemetry information. The sender generates a probe packet when it is actively sending data. The probe packet has the same 5-tuples (source and destination addresses, source and destination ports and protocol number) with the data packets and the inband telemetry header. The switches along the path identify the probe packet by its inband telemetry header and insert the inband telemetry. Once received the probe packet with inband telemetry, the receiver replies with a response packet piggybacking the inband telemetry to the sender. Note, both probe and response packets use a special DSCP number so that it can bypass the TSO and GRO in each side.

8. IANA Considerations

This document makes no request of IANA.

9. Discussion

9.1. Internet Deployment

Although the discussion above mainly focuses on the data center environment, HPCC++ can be adopted at Internet at large. There are several security considerations one should be aware of.

There may rise privacy concern when the telemetry information is conveyed across Autonomous Systems (ASes) and back to end-users. The link load information captured in telemetry can potentially reveal the provider's network capacity, route utilization, scheduling policy, etc. Those usually are considered to be sensitive data of the network providers. Hence, certain action may take to anonymize the telemetry data and only convey the relative ratio in rate adaptation across ASes without revealing the actual network load.

Another consideration is the security of receiving telemetry information. The rate adaptation mechanism in HPCC++ relies on feedback from the network. As such, it is vulnerable to attacks....
where feedback messages are hijacked, replaced, or intentionally injected with misleading information resulting in denial of service, similar to those that can affect TCP. It is therefore RECOMMENDED that the notification feedback message is at least integrity checked. In addition, [I-D.ietf-avtcore-cc-feedback-message] discusses the potential risk of a receiver providing misleading congestion feedback information and the mechanisms for mitigating such risks.

9.2. Switch-assisted congestion control

HPCC++ falls in the general category of switch-assisted congestion control. However, HPCC++ includes a few unique design choices that are different from other switch-assisted approaches.

- First, HPCC++ implements a primal-mode algorithm that requires only the "write-to-packet" operation from switches, which has already been supported by telemetry protocols like INT [P4-INT] or IOAM [I-D.ietf-ippm-ioam-data]. Please note that this is very different from dual-mode algorithms such as XCP [Katabi-SIGCOMM2002] and RCP [Dukkipati-RCP], where switches take an actively role in determining flows’ rates.

- Second, HPCC++ achieves a fast utilization convergence by decoupling it from fairness convergence, which is inspired by XCP.

- Third, HPCC++ enables the switch-guided multiplicative increase (MI) by defining the "inflight byte" to quantify the link load. The inflight byte tells both the underload and overload of the link precisely and thus it allows the flow to increase/decrease the rate multiplicatively and safely. By contrast, traditional approaches of using the queue length or RTT as the feedback cannot guide the rate increase and instead have to rely on additive increase (AI) with heuristics. As the link speed continues to grow, this becomes increasingly slow in reclaiming the unused bandwidth. Besides, queue-based feedback mechanisms subject to latency inflation.

- Last, HPCC++ uses TX rate instead of RX rate used by XCP and RCP. As detailed in [SIGCOMM-HPCC], we view the TX rate is more precise because RX rate and queue length are overlapped and thus it causes oscillation.

9.3. Work with QoS queuing

Under the use of QoS (Quality of service) priority queuing in switches, the length of flow’s own queue cannot tell the actual queuing time and the exact extent of congestion. Although general approaches for running congestion control with QoS queuing are out of
the scope of this document, we provide a few hints for HPCC++ running friendly with QoS queuing. In this case, HPCC++ can leverage the packet sojourn time (the egress timestamp minus the ingress timestamp) instead of the queue length to quantify the packet’s actual queuing delay. In addition, the operators typically use the Deficit Weighted Round Robin (DWRR) instead of the strict priority (SP) as their QoS scheduling to prevent traffic starvation. DWRR provides a minimum bandwidth guarantee for each queue so that HPCC++ can leverage it for precise rate update to avoid congestion.

9.4. Path migration

HPCC++ allows switches and end-hosts to share precise information of network utilization, which suggests a framework for path selection and rate control at end-hosts. The framework HPCC++ enabled is to leverage each switch to report its link load information via inband telemetry. The end-host fetches inband telemetry along the traffic routes and makes a timely and accurate decision on path selection and traffic admission.
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1. Introduction

Application-aware Networking (APN) is introduced in
[I-D.li-apn-framework] and [I-D.li-apn-problem-statement-usecases].
APN conveys an attribute along with data packets into network and
makes the network aware about data flow requirements at different
granularity levels.

Such an attribute is acquired, constructed in a structured value, and
then encapsulated in the packet. Such structured value is treated as
an opaque object in the network to which the network operator applies
policies in various nodes/service functions along the path and
provides corresponding services.
This structured attribute can be encapsulated in various data planes adopted within a Network Operator controlled limited domain, e.g. MPLS, VXLAN, SR/SRv6 and other tunnel technologies, which waits to be further specified.

With APN, it becomes possible to apply various policies in different nodes along a network path onto a traffic flow altogether in a more efficient way, e.g., at the headend to steer into corresponding path, at the midpoint to collect corresponding performance measurement data, and at the service function to execute particular policies. Currently there is still no way to realize this composite network service provisioning along the path very efficiently. It may be possible to stack those various policies in a list of TLVs at the headend. However, this approach would introduce great complexities and impose big challenges on the hardware processing and forwarding.

The example use-case presented in this draft further expands on the rationale for such an attribute and how it can be derived and used in that specific context.

This document further clarifies the scope of the APN work and describes the solution gap analysis.

2. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14 RFC 2119 [RFC2119] RFC 8174 [RFC8174] when, and only when, they appear in all capitals, as shown here.

3. Terminologies

APN: Application-aware Networking
CPE: Customer Premises Equipment
DPI: Deep Packet Inspection
OS: Operating System

4. APN Framework and Scope

The APN framework is introduced in [I-D.li-apn-framework], as shown in the Figure 1.
APN is only applied to an edge-to-edge tunnel encapsulation within a limited trusted domain. It means that the source and destination addresses of the packet are the endpoints of the tunnel (i.e. the domain edges), and nothing about the payload source and destination can be deduced, which substantially reduces the privacy concerns. Typically, an APN domain is defined as a Network Operator controlled limited domain (see Figure 1), in which MPLS, VXLAN, SR/SRv6 and other tunnel technologies are adopted to provide network services.

With APN, the attribute is acquired based on the existing information in the packet header (i.e. source and destination addresses, incoming L2 (or) MPLS encapsulation, incoming physical/virtual port information, the other fields of the 5-tuple if they are not encrypted) at the edge devices of the APN domain, added to the data packets along with the tunnel encapsulation, and delivered to the network, wherein, according to this attribute, corresponding network services are provisioned. When the packets leave the APN domain, the attribute is removed together with the tunnel encapsulation header.

5. Example Use Case and Existing Issues

To be more specific and more concrete, here we use SD-WAN as an example use case to further expand on the rationale for such attribute and how it can be derived and used in that specific context.

In the case of SD-WAN, an enterprise obtains WAN services from an SD-WAN provider so that its employees have access to the applications in the Cloud, and then the SD-WAN provider may buy WAN lines from a Network Operator. The enterprise may know what applications will use the SD-WAN services, but it will only provide the 5 tuples (i.e. source IP address, source port, destination IP address, destination port, transport protocol) of those applications to the SD-WAN...
provider. So, the SD-WAN provider does not know what applications it is serving, and will only provide 5 tuples to the Network Operator and the service performance requirements for steering their customer's traffic. In this way, the Network Operator does not know anything else about the traffic except the 5 tuples and requirements. Nowadays, SD-WAN is usually using 5-tuple to steer the traffic into corresponding WAN lines across the Network Operator’s network [SD-WAN].

However, there are two main issues in the current SD-WAN deployments.

1) It is complicated to resolve the 5 tuples. Even worse, as the traffic is encrypted, it becomes impossible to obtain any transport layer information. Moreover, in the IPv6 data plane, with the extension headers being added before the upper layer, in some implementations it becomes very difficult and even impossible to obtain transport layer information because that information is located deep in the packet. So, there is no 5 tuples anymore, and maybe only 2 tuples are available.

2) Currently there is still no way to apply various policies in different nodes along the network path onto a traffic flow altogether, that is, at the headend to steer into corresponding path, at the midpoint to collect corresponding performance measurement data, and at the service function to execute particular policies. It may be possible to stack those various policies in a list of TLVs at the headend. However, this approach would introduce great complexities and impose big challenges on the hardware processing and forwarding.

6. Basic Solution and Benefits

With APN, at the edge node, i.e. CPE, of the SD-WAN (see Figure 2), the 5-tuple, plus information related to user or application group-level requirements is constructed into a structured value, called APN attribute. This attribute is only meaningful for the network operators to apply various policies in different nodes/service functions, which can be enforced from the Controllers.
With such an attribute in the network, we can easily solve the two issues above-mentioned. For example, when the packet is sent from the CPE1 and the attribute is added along with the tunnel encapsulation, then it is not necessary to resolve the 5-tuple and perform the deep inspection in every node along the path. This attribute is encapsulated in the network layer and can be easily read by the routers and service functions. If the tunnel is based on the IPv6 data plane, for example, such an attribute can be encapsulated in an option of IPv6 hop-by-hop options header.

Since this attribute is taken as an object to the network, the network operators will simply place the policies in the nodes/service functions where this indicated traffic will go through, and the corresponding node/service function will just apply policies for this object. This can be easily done by utilizing this attribute, which is not possible with any current existing mechanism.

Such attribute will also bring other benefits, for example,

* Improve the forwarding performance since it will only use 1 field in the IP layer instead of resolving 5 tuples, which will also improve the scalability.

* Very flexible policy enforcement in various nodes and service functions along the network path.
Furthermore, with such attribute, more new services could be enabled, for example,

* Even more fine-granularity performance measurement could be achieved and the granularity to be monitored and visualized can be controllable, which is able to relieve the processing pressure on the controller when it is facing the massive monitoring data.

* The policy execution on the service function can be based only on this value and not based on 5-tuple, which can eliminate the need of deep packet inspection.

* The underlay performance guarantee could be achieved for SD-WAN overlay services, such as explicit traffic engineering path satisfying SLA and selective visualized accurate performance measurement.

7. Solution Gap Analysis

There are already some solutions specified in IETF, which use identifier to perform traffic steering and service provisioning. However, the existing solutions are specific to a particular scenario or data plane. None of them is the same as APN and able to achieve the same effects.

7.1. IPv6/MPLS Flow Label

[RFC6437] specifies the IPv6 flow label which enables the IPv6 flow classification. However, the IPv6 flow label is mainly used for Equal Cost Multipath Routing (ECMP) and Link Aggregation [RFC6438].

Similarly, [RFC6391] describes a method of adding an additional Label Stack Entry (LSE) at the bottom of the stack in order to facilitate the load balancing of the flows within a pseudowire (PW) over the available ECMPs. A similar design for general MPLS use has also been proposed in [RFC6790] using the concept of Entropy Label.

7.2. SFC ServiceID

Subscriber Identifier and Performance Policy Identifier are specified in [RFC8979]. These identifiers are carried only in the Network Service Header (NSH) [RFC8300] Context Header, as shown in Figure 3, while the APN attribute can be carried in various data plane encapsulations.
In this draft [RFC8979], the Subscriber Identifier carries an opaque local identifier that is assigned to a subscriber by a network operator, and the Performance Policy Identifier represents an opaque value pointing to specific performance policy to be enforced. In this way, in order to apply various policies in different nodes along the network path onto a traffic flow altogether, e.g., at the headend to steer into corresponding path, at the midpoint to collect corresponding performance measurement data, and at the service function to execute particular policies, those various policies would have to be stacked in a list of TLVs at the headend, introducing great complexities and big challenges on the hardware processing and forwarding.

The APN attribute is treated as an opaque object in the network, to which the network operator applies policies in various nodes/service functions along the path and provide corresponding services.

7.3. IOAM Flow ID

A 32-bit Flow ID is specified in [I-D.ietf-ippm-ioam-direct-export], which is used to correlate the exported data of the same flow from multiple nodes and from multiple packets, while the APN attribute can serve more various purposes.
7.4. Binding SID

The Binding SID (BSID) [RFC8402] is bound to an SR Policy, instantiation of which may involve a list of SIDs. Any packets received with an active segment equal to BSID are steered onto the bound SR Policy. A BSID may be either a local or a global SID. While the APN attribute is not bound to SR only, and it can be carried in various data plane encapsulations.

7.5. FlowSpec Label

The flow specification (FlowSpec) [RFC5575] is actually an n-tuple consisting of several matching criteria that can be applied to IP traffic, which include elements such as source and destination address prefixes, IP protocol, and transport protocol port numbers. In BGP VPN/MPLS networks, BGP FlowSpec can be extended to identify and change (push/swap/pop) the label(s) for traffic that matches a particular FlowSpec rule in [I-D.ietf-idr-flowspec-mpls-match] and [I-D.ietf-idr-bgp-flowspec-label]. In [I-D.liang-idr-bgp-flowspec-route], BGP is used to distribute the FlowSpec rule bound with label(s). While the APN attribute is not bound to MPLS only, and it can be carried in various data plane encapsulations.

7.6. Group Policy ID

The capabilities of the VXLAN-GPE protocol can be extended by defining next protocol "shim" headers that are used to implement new data plane functions. For example, Group Policy ID is carried in the Group-Based Policy (GBP) Shim header [I-D.lemon-vxlan-lisp-gpe-gbp]. GENEVE has similar ability as VXLAN-GPE to carry metadata.

7.7. Detnet Flow Identification

Identification and Specification of DetNet Flows is specified in [RFC9016]. DetNet MPLS flows can be identified and specified by the SLabel and the FLabelStack. The IP 6-tuple is used for DetNet IP flow identification, which consists of SourceIpAddress, DestinationIpAddress, Dscp, Protocol, SourcePort, and DestinationPort. IPv6FlowLabel and IPSecSpi are additional attributes that can be used for DetNet flow identification in addition to the 6-tuple. Therefore, the Detnet IP Flow ID is logical and there is no such Flow ID carried for Detnet, but only the 6-tuple is directly used to identify the Detnet flows.

Only one exceptional case, in [I-D.ietf-spring-sr-redundancy-protection], the 32-bit flow identification (FID) identifies one specific Detnet flow of
redundancy protection. This FID is usually allocated from centralized controller to the SR ingress node or redundancy node in SR network.

7.8. Network Slicing Resource ID

In [I-D.dong-6man-enhanced-vpn-vtn-id], VTN Resource ID is a 4-octet identifier which uniquely identifies the set of network resources allocated to a VTN. For network slicing, the ID is used to indicate the network resources to be allocated to the network slices and it is not bound to any traffic flow.

APN is for traffic steering, while network slicing is about resource partition [I-D.ietf-teas-rfc3272bis].

7.9. Service Path ID

In [RFC8300], Service Path Identifier (SPI) uniquely identifies a Service Function Path (SFP). Participating nodes MUST use this identifier for SFP selection. The initial Classifier MUST set the appropriate SPI for a given classification result. For SFC, the ID is used to indicate a SF path and it is not bound to any traffic flow.

7.10. Summary

The comparison of the identifiers for the typical network services (incl. iOAM, Detnet, Network Slicing (NS), and Service Function Chaining (SFC)) is shown in the following Table from different aspects (incl. ID, Identification Object, Source (for generating the ID), Configuration (Conf.) node, and Size).
<table>
<thead>
<tr>
<th>APN</th>
<th>APN ID</th>
<th>Identification Object</th>
<th>Source</th>
<th>Conf. node</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>The flow that needs</td>
<td>5-tuple</td>
<td>Controller</td>
<td>32bits</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fine-granular services</td>
<td>Layer 2</td>
<td></td>
<td>128b</td>
</tr>
<tr>
<td>iOAM</td>
<td>Flow ID</td>
<td>The flow that needs</td>
<td>-</td>
<td>Controller</td>
<td>32bits</td>
</tr>
<tr>
<td></td>
<td></td>
<td>performance monitoring</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Detnet</td>
<td>Flow ID</td>
<td>The flow that needs</td>
<td>-</td>
<td>Controller</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Detnet services</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Detnet</td>
<td>Flow ID</td>
<td>The redundant</td>
<td>-</td>
<td>Detnet</td>
<td>32bits</td>
</tr>
<tr>
<td></td>
<td></td>
<td>protection flow</td>
<td></td>
<td>Controller</td>
<td></td>
</tr>
<tr>
<td>NS</td>
<td>Resource ID</td>
<td>The network resources</td>
<td>-</td>
<td>Controller</td>
<td>32bits</td>
</tr>
<tr>
<td></td>
<td></td>
<td>that are allocated to</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>network slices</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SFC</td>
<td>SPI</td>
<td>The SF Path</td>
<td>-</td>
<td>Controller</td>
<td>24bits</td>
</tr>
<tr>
<td>SFC Performance Policy ID</td>
<td>The performance policy</td>
<td>-</td>
<td>Controller</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Comparison of the Identifiers

As driven by ever-emerging new 5G services, fine-granularity service provisioning becomes urgent. The existing solutions are either specific to a particular scenario or data plane. While APN aims to define a generalized attribute used for fine-granularity service provisioning, and can be carried in various data plane encapsulations.

8. IANA Considerations

There are no IANA considerations in this document.
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Abstract

This document discusses the impact of distributed ledger technologies being realized over IP-based provider networks. The focus here lies on the impact that the DLT communication patterns have on efficiency of resource usage in the underlying networks. We provide initial insights into experimental results to quantify this impact in terms of inefficient and wasted communication, aligned along challenges that the DLT realization over IP networks faces.

This document intends to outline this impact but also opportunities for network innovations to improve on the identified impact as well as the overall service quality. While this document does not promote specific solutions that capture those opportunities, it invites the wider community working on DLT and network solutions alike to contribute to the insights in this document to aid future research and development into possible solution concepts and technologies.

The findings presented here have first been reported within the similarly titled whitepaper released by the Industry IoT Consortium (IIC) [IIC_whitepaper].
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1. Introduction

The current routing system was initially designed for a single purpose, namely reachability between end nodes. This capability is utilized in many higher layer technologies in the form of overlays. Distributed Ledger Technologies (DLT) are one such form of overlay with the aim to facilitate communication patterns that allow a distributed consensus among distributed, and generally unknown, participants in the DLT overlay.

The realization of a DLT overlay follows that of other well-known examples for distributed computing tasks, such as Torrents, distributed file storage, among others. That is, DLTs form their own overlay through contributing ‘peers’ that partake in the DLT. For this, reachability information (in the form of IP addresses) of other DLT peers is centrally maintained (in so-called ‘bootstrap nodes’) to establish peer-specific pools of peers, within which each peer in turn communicates for the specific purpose of the DLT. DLTs secure the transactions using transport-level methods. As an overlay, DLTs are little concerned with the underlying network(s) itself, simply utilizing the provided IP reachability service for their purpose.

Continuing on the insights first reported in [IIC_whitepaper], this document sheds light onto the realization of specific DLT overlay mechanisms from the perspective of the resulting impact on the utilized provider networks in the form of the actual communication taking place.

For this, we outline the communication patterns upon which certain forms of DLTs rely (Section 4.2) in order to implement the key DLT concepts (Section 3). Based on our insights of those communication patterns, we then identify a number of key challenges (Section 5) through initial experimental results (Section 6) within an example DLT platform (here, Ethereum [REF]).

Here, we explicitly recognize that those insights are highly dependent on the specific DLT mechanisms under investigation and are therefore not generally transferable to other DLT platforms and their realization. For instance, DLT platforms relying on proof-of-work for transaction verification tend to differ in their communication from those relying on proof-of-stake. However, this document does attempt to develop a wider methodology over time that may allow for quantifying the impact on underlying networks across those different types of DLTs.

While the quantification of DLT impact serves as an interesting benchmark into the possible costs for operating DLTs, the identified challenges give also rise to possible opportunities for network-level
innovations to improve on the situation observed in our experiments, thereby reducing the identified impact on provider network. Section 7 outlines a possible realization of those opportunities through a constraint-based selection of communication relations, utilizing semantic information beyond IP reachability.

With this in mind, we position an improved DLT performance as a possible applicability for semantic routing, introduced in more detail in [I-D.farrel-irtf-introduction-to-semantic-routing], while also soliciting other possible realizations of an improved DLT performance through network-level innovations. Moreover, we draw connections with ongoing IETF/IRTF efforts (Section 8), where our insights may provide useful input.

Note: This document does neither discuss the particular rationale for selecting DLTs in order to realize the intended application purpose nor the specific DLT mechanisms eventually used. It therefore does not pass comment on the advisability or practicality of using DLTs and their solutions, nor does it define any specific technical solutions for reducing the observed provider impact.

2. Terminology

The following terminology is used throughout the remainder of this draft:

Smart contract : distributed state machine over which transactions will be executed and logged.

Transaction : cryptographically signed (set of) instruction(s) against a smart contract.

Ledger : information on transactions

Block : set of verified ledger information

Blockchain : concatenated blocks with longest chain of blocks representing the current consensus of ledger information.

Peer : participant in the DLT, with a possible narrower role of client or miner.

Client : a DLT peer issuing transactions towards a set of miners.

Miner : a DLT peer receiving transactions from miners and
performing suitable block operations and exchanges to maintain DLT information.

3. Main DLT Concepts

There has been ample work, such as [DLT_intro] [DLT_intro2], among others, including in other SDOs such as the IEEE but also within the IRTF/IETF [DINRGref], on defining main DLT concepts; we refer the reader to those references for more details. We focus our brief introduction here on those concepts most important to understand from a communication perspective.

The core abstraction used in a DLT is that of a ’transaction’, i.e., a cryptographically signed (set of) instruction(s) to modify a state machine, which in turn represents the distributed consensus the DLT is trying to maintain. These transactions are executed within the higher-level concept of a ’smart contract’, which implements the specific DLT application, such as for cryptocurrency, storage management, decentralized governance, among others.

Valid transactions are maintained in a distributed ’ledger’ in the form of hashed information referred to as ’blocks’. Consensus is represented through the longest available chain of blocks that can be obtained from another DLT peer.

The validation of transactions, and therefore the inclusion into the (distributed) ledger, is realized through the consensus layer, realizing computational operations, such as Proof-of-Work, Proof-of-Stake, and others. There has been much discussion on the implications of those computational aspects, e.g., on energy consumption, which is not the focus of this draft.

Figure 1 provides an overview of a typical layering within a DLT architecture. The focus of this draft is on the layers below the session, i.e. the communication that needs to be upheld in order to facilitate transactions and block exchange within the DLT system.
4. Communication in a DLT

With our focus on the communication impact of DLTs, we now tease apart the communication as it usually takes place in a DLT in order to realize the transactions within a distributed ledger and the maintenance of the latter. We first outline the interactions at a higher level before delving into the communication patterns that result from those.

As stated in the introduction, these insights are currently limited to those obtained from Ethereum, a proof-of-work based DLT platform. Future draft revisions will enrich this section with any differing insights from other DLT realizations and platforms.

4.1. DLT Interactions

We can distinguish three core interactions in a DLT:
1. A client commits a transaction to the DLT. The transaction request is being diffused across a set of DLT miners, which respond to the transaction request separately and add the transaction to their internal ledger information. The commit of the transaction leads to the miners committing compute and storage resources in relation to the smart contract that underlies the transaction. For this, so-called ‘proofs’ will be executed as part of the computational part of the DLT, although some methods for proof require additional communication to take place, e.g., election protocols.

2. The result of the aforementioned proof is a ‘block’ (of ledger information) that the miners in turn commit to a set of (other) DLT miners, which each receiving miner adds to their internal blockchain.

3. A client may query the latest blockchain, again from a set of miners to which the query is being sent. The longest returned blockchain represents the most trustworthy ledger information available.

We can see from those interactions above that communication in a DLT is multipoint in nature, i.e., transactions or information (such as blocks) are sent to a set of DLT peers, not just a single one.

Important here is that the set of DLT peers is a randomized sample from a larger pool of available DLT peers; this is to achieve diffusion among many DLT peers, avoiding repeated communication with a fixed set of DLT peers and thereby reducing the threat of collusion of information through a malicious set of DLT peers.

The consequence of that varying random nature of the multipoint diffusion, however, is that repeated unicast replication is utilized instead of efficient network-level multicast; this constitutes a first recognizable impact on provider networks.

In the following subsection, we now focus on the communication patterns that are utilized to achieve the aforementioned interaction. Special attention is here given on the establishment of the pool of DLT peers that is used in the multipoint operations that are executes for each interaction, be it a transaction or the commitment of a newfound (ledger) block.
4.2. Resulting Communication Patterns

As mentioned before, it is key for any DLT peer, be it a client or a miner, to establish and maintain a 'pool of peers' from which it can select a set of DLT peers for each intended interaction. Figure 2 outlines those steps, detailed in the following. Our insights on realization were obtained from an Ethereum based experiment, using the go-ethereum release V1.10.2-stable on a Linux-based machine, operating out of Munich, Germany.

1. The first phase is that of a 'peer discovery'. For this, an initial list of DLT peer information is obtained from a 'bootstrap node', of which only few exist in the DLT, holding the IP address and port information of each DLT peer that has signed up to the DLT overlay (other information may include DLT-specific information, such as an overlay ID or similar).

2. This initial list of DLT peers is now contacted through a (UDP-level) PING/PONG sequence, thereby discovering those DLT peers that are reachable for the DLT interactions.

3. A successful discovery of the DLT peer is now followed with the establishment of suitable transport security. Once successfully secured, the discovered DLT peer is being added to the 'DLT pool' list at the initiating DLT peer.

4. Once security is established, capabilities are exchanged that ensure that the discovered peer can successfully complete possible requests. Those capabilities may include HW capabilities (e.g., GPU usage, certain memory build-out), SW capabilities (use of certain hash functions, blockchain checkpoint) and others.

5. The initiating DLT peer repeats now the previous steps 1 through 4 until the pool size reaches a defined limit. Unlike contacting the bootstrap nodes, however, the newly and successfully discovered DLT peers in the previous round are contacted instead for obtaining a list of DLT peers.

6. Any member of the DLT pool is continuously checked for connectivity through frequent (e.g., TCP-based) HELLO messages. Any failed HELLO transaction leads to removing the DLT peer from the pool and obtaining another DLT peer as replacement.

The final size of the pool is a matter of local configuration (in our case about 28k DLT peers, significantly less than the size of the overall DLT network, which was about 500k at the time of the experiment).
Also, a DLT client may commence with transactions (to the DLT overlay) already while the pool creation is still ongoing, thereby progressing to the last step in Figure 2 once a suitable set of DLT peers can be obtained from the overall (and possibly still growing) local pool of peers.

1. **Reachability information is required to interact with other peers.** For that, bootstrap nodes maintain IP addresses of all peers (plus port information). As illustrated in Figure 2, new DLT peers need to download and expand suitable reachability information upon joining, either from bootstrap node or via discovered nodes - see Figure 2, requiring each DLT peer to maintain a pool of peer as active connections.
2. Clients know nothing about capabilities of peers to serve requests. In other words, the discovery in Figure 2 merely ensures possible reachability but not necessarily successful communication. As a consequence, the resulting approach, illustrated in Figure 2, is to (1) contact potential peer, (2) wait for connection, (3) inquire capabilities, (4) disconnect if not matching. Here, peers may never reply to connection establishment (step 2), usually resulting in additional latency due to timeouts involved, prolonging therefore the establishment of the pool of peers to communicate with. Such capabilities often reflect the continuous evolution of business models over DLT networks and may be dynamic in nature. For example, the minimum transaction fee may depend on the 'DLT gas price', which is set up at the transaction recipient (miner).

3. Peers map sending of transactions onto unicast communication, which negatively impacts efficiency (bandwidth usage) and transaction completion time. Here, the use of group-based multicast approaches is difficult due to the random nature of the set of peers selected for communication in every request exchange, aiming at the diffusion of requests rather than interacting with a stable (but possibly colluding) set of peers.

4. DLT peers need to expose their IP address to the DLT system, replicated to the bootstrap nodes, but also other DLT peers by virtue of the discovery process outlined in Figure 2. This may lead to privacy and/or security issues in the form of geo-identifying specific peers, DoS attacks on particular parts of the DLT and others.

6. Experimental Insights

To shed some more light onto the possible impact on provider networks, stemming from some of the challenges in Section 5, we conducted experiments, using the same setup described in Section 4.2. More details (and suitable graphical representations of our initial results can be found in [IIC_whitepaper]).

Here, the goal was to undergo the steps needed to build up the needed pool of DLT peers, after which we sought to synchronize to determine the longest blockchain available in the discovered pool. The resulting geographic spread of the discovered DLT peers included all continents albeit with an expected clustering of nodes North America, Europe, Asia, and Australia, with only few discovered in South America and Africa.
6.1. Types of DLT Peers

Our first target was to differentiate types of DLT peers that stem from the communication patterns in Figure 2. Specifically, we came to differentiate the following types of DLT peers:

1. Non routable peers: This type include all those peers that never positively responded to step 1 of the discovery, i.e. the PING/PONG to determine reachability. Reasons here may include to be located behind a firewall, being intermittently available (and switched off during the connection attempt), or simply having left the DLT while still remaining in the information pool maintained at the bootstrap nodes.

2. Signalling peers: This type includes peers that respond positively to reachability but do not positively succeed in the transport security or capability exchange steps (blockchain checkpoint).

3. Dropped data peers: This type of peers successfully complete all discovery steps, thereby end up in the pool of peers, but still do not provide suitable data upon request (here a valid blockchain information). The reasons here could be unavailable information or not completing the transfer of information (blockchain information can be very large, several GBs, so that DLT peers may run out of available BW budget or decide to sever the connection because of switch-off or other reasons during the transfer). While here communication in the DLT does take place, it is not successful in regards to the intended communication, therefore wasted.

4. Data peers: This final type of peers successfully completes all steps in Figure 2, i.e. not only the discovery but also the intended transfer of DLT-relevant data.

In our experiments, we determined at about 18% of peers are of the last type, i.e. successfully contribute to DLT purposes, while about 2% are of the third category, about 12% are non routable peers and about 68% are signalling peers. In other words, almost 80% of all attempted discoveries fails either because of the lack of reachability or mismatching capabilities.

6.2. Communication Waste

Looking at the bandwidth usage across the different peer types allows for shedding some light on the communication that needs to be carried through the participating provider networks.
Given the amount of data for each blockchain synchronization, it is not surprising that, despite forming a mere 18% of peers, the 'data peers' account for about 58% of traffic in the overall system. This is followed by the 'dropped data peers' with about 31.5% (since still much data is sent albeit unsuccessfully). Both non routable and signalling peers account for a total of slightly under 10% of data used.

Although the amount of data that is wasted here accounts for (significant) total of about 42%, the data-heavy operation of synchronization large amounts of (blockchain) data is mainly to blame for this; however, the synchronization has to happen for any DLT peer to start operating as a possible DLT miner, so is not avoidable.

7. Opportunities for Network Innovations

The challenges outlined in Section 5 lead us to outline possible opportunities for network innovations that may address those challenges and reduce the observed impact on provider networks. We stress here that none of the suggested approaches constitute solutions for those opportunities but merely possible starting points beyond which further study is required:

1. Addressing model: With the DLT overlay being realized over an IP network, each DLT peer is being addressed via its IP(v4/v6) address. With the discovery step selecting a dedicated DLT peer (through its IP address), the discovery steps (see Figure 2) include dedicated steps to ensure the reachability of the specific DLT peer under discovery. Until reachability can be ensured, traffic (in the form of PING/PONG messages) and latency (through sending those messages, while needing to wait for a timeout in case the DLT peer is not routable) need to occur, despite the DLT peer not being eventually used for communication.

* Approaches such as those in [SOI][SarNet2021] may allow for DLT peers to advertise their capability to serve as a miner by using 'service announcements' that expose the capability to serve transaction requests, which each announced DLT peer representing a service instance of the announced mining service. Such native L3 (or L3.5) level service routing capability would therefore remove any of the discovery steps and the maintenance of the dedicated DLT overlay infrastructure. Furthermore, it would remove any visibility of individual DLT peers’ reachability information from other miners, until directly communicating with a specific DLT peer (for which the peer’s IP address may be used, as suggested in [SarNet2021]). Last but not least, being able to send a request without previously forming a pool of DLT peers (which
is smaller than the number of all DLT peers in the overlay) also increases the possible number of DLT peers to communicate with rather than being limited to the peer-specific pool.

2. Constraint-based peer selection: Following on the aspect of relying purely on reachability information in the form of IP addresses, the discovery steps in Figure 2 further include a number of capability-dependent selection criteria to finally include a DLT peer in its pool of peers. Specifically, the security and capability exchange may lead to a disconnect from a successfully contacted DLT because of such exchange leading to mismatching capabilities. Furthermore, even after an initial capability exchange being successful, the actual transaction itself may be constrained by capabilities such as available resources (e.g., bandwidth or CPU), leading to unsuccessful communication, which in turn will need to be compensated with including another DLT peer into the diffusion request.

* Approaches such as [SarNet2021] may allow to constrain the forwarding to one of possible many DLT peers. Hence, the capabilities used in the current DLT steps Figure 2 could be encoded as suitable constraints for such selection, the constraints itself being advertised as part of the service announcement (see above). As a result, the request will be forwarded to those destinations only which have previously announced constraints that match those of the request, thereby ensuring the successful completion of the request — further study is needed for those situations in which constraints may change frequently, thereby leading to successful matching, yet still unsuccessful request completion.

3. Diffusion multicast: The multipoint replication of the transaction request to a set of DLT peers, chosen from the larger DLT pool maintained at the initiating DLT peer, increases the overall system but, in particular, individual client bandwidth usage, which in turn impacts the provider network by needing to provide the necessary resources for the replicated sending.
* Approaches such as those in [SOI][SarNet2021] may allow for sending a service request to a given number of DLT peers, where the replication is part of the constraint-based forwarding decision, thereby optimizing the packet delivery through in-network instead of endpoint-based replication. The challenge here lies in preserving the diffusion character of the multipoint operation. In other words, the set of DLT peers used for the transactions changes for each request with a randomization that attempts to prevent possible collusion through DLT peers. With that, typical group-based methods, most notably IP multicast, do not suffice.

8. Relation to IETF/IRTF and IEEE SA Efforts

Both, DLTs as well as routing innovations, are subject to investigation in a number of related IETF and IRTF efforts. For instance, the Decentralized Internet Infrastructure RG [DINRGref] has been studying various aspects of DLTs and blockchains. Our findings in this draft may provide additional input into the work of this RG, while we would solicit feedback from this group of experts into the specific insights we have derived so far.

There is no standard way of providing interoperability between DLT networks. This results in difficulty of transferring or exchanging virtual assets from one DLT network to another. An interoperability architecture is being proposed in the IETF [I-D.hardjono-blockchain-interop-arch] to permit two gateways, belonging to distinct DLT networks, to conduct a virtual asset transfer between them while ensuring the asset does not exist simultaneously on both networks. The Open Digital Asset Protocol (ODAP) [I-D.hargreaves-odap] is a gateway-to-gateway protocol to perform a unidirectional transfer of a virtual asset.

Furthermore, routing innovations under the label of ‘semantic routing’ have been the topic of recent work, see [I-D.farrel-irtf-introduction-to-semantic-routing] for an overview. With the examples of service routing as possible approaches to realize the opportunities outlined in the previous subsection, a stronger linkage to this activity should be considered.

While the DLT standardization efforts in IEEE SA mainly focus on the upper layers of the DLT architecture, the decentralized identity related standards (e.g., P2958 [P2958] and P3210 [P3210]) that are currently under development might be relevant for addressing specific challenges in the DLT network layer.
9. Open Questions

The work initially presented in [IIC_whitepaper] focussed on the specific impact that DLT operations may have on provider networks, thereby turning the attention not to the specific applications of DLT but what their realization may mean to the underlying network operators.

Although attempting from the onset to base our insights on actual experiments we conducted, we recognize that those insights are only the start to a possibly wider understanding beyond this initial work.

We therefore solicit not only feedback on the specific findings presented in the previous sections, but also to specific questions that our work has led to:

1. Correctness of observed DLT behaviour: Is our observed behaviour correct or have we overlooked important aspects?

2. Transfer of insights: Our insights so far are based on the Ethereum DLT system. How transferable are the observed patterns of communication onto other DLT systems that are in use?

3. Differences in DLT realizations: If the answer to the previous question leads to little transfer onto other DLT platform, can we distil those difference with the goal to develop a wider methodology to capture DLT behaviour?

4. Applicability of other network innovations: What other network innovations may address the specific impacts we identified in our study? Which ones beyond the ones currently listed should be included?

Beyond the above rather high-level questions, our work has led to rather specific questions that we intend to better understand.

Future revisions of this draft will likely extend on those in more details.

10. Conclusions

This draft is a living document, originating from an initial study in the impact of DLTs on provider networks [IIC_whitepaper].

As such, the authors solicit feedback from the wider DLT and network community to improve on the insights, transfer them onto more DLT systems, and shed light onto how possible network innovations could improve on the identified issues.
11. Security Considerations

This document does not introduce or modify any security mechanisms. The nature of DLTs is to provide a high level of transactional security through immutability of the data in blocks. But 51% attacks are possible amongst miners particularly on smaller, private blockchains where legitimate miners could be prevented from completing blocks and new blocks could be created by illegitimate miners. Smart contracts could become vulnerable if a function calls the wrong contract either intentionally or through human error. Transactional data meant to be private might be exposed. DLT attacks most often involve accounts being hacked outside of the DLT domain.

12. Privacy Considerations

Since the IP addresses of DLT peers are exposed in the DLT system, the DLT network layer might be subject to privacy leakage. This document does not introduce any mechanisms for protecting IP address privacy and the methods described in [I-D.ip-address-privacy-considerations] could be employed to enhance the privacy of DLT peers.

13. IANA Considerations

This draft does not request any IANA action.
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Abstract

This document discusses the evolution of the Internet routing system beyond mere reachability. We observe, through examples of past development, that such evolution has been taking place to improve on capabilities of the Internet, deal with more complicated network deployments and cater to changing requirements by end users as well as novel and emerging applications.

For achieving a routing system that serves more than a singular reachability purpose, more information is taken into account when performing the purpose-specific functions. Such extra information can be obtained by extending current routing protocols to exchange more information or by carrying that information within packets.

This document is intended to seed discussions of how the observed evolution of the Internet’s routing system can continue, what issues may occur when simply continuing the current approach for achieving routing beyond ‘mere’ reachability and what may be needed to address those issues. Ultimately, however, this document recognizes the positive impact that moving beyond reachability has brought to the Internet and will continue to do so.

Status of This Memo

This Internet-Draft is submitted in full conformance with the provisions of BCP 78 and BCP 79.

Internet-Drafts are working documents of the Internet Engineering Task Force (IETF). Note that other groups may also distribute working documents as Internet-Drafts. The list of current Internet-Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maximum of six months and may be updated, replaced, or obsoleted by other documents at any time. It is inappropriate to use Internet-Drafts as reference material or to cite them other than as "work in progress."
1. Introduction

The current routing system was initially designed for a single purpose - reachability. That is, it was built to find paths through the network so as to forward packets to their destinations. The routing system has successfully supported the Internet as it grew from a very small scale network to a giant system that covers the whole world with billions attached devices and users. This routing
system has done a good job for global reachability, however, through the years, many other needs or purposes have arisen in the Internet, such as hostname/address mapping, destination selection, security, privacy, group isolation, various QoS requirements etc. Many of these additional needs or purposes have resulted in the development of extended and distinct systems, such as DNS, patched firewall, DPI, and CDN, etc. These systems have worked well but with costs in terms of quality of experience for the user, particularly with respect to time delay, but also with respect to costs of development, deployment and management throughout (parts of) the Internet.

An alternative approach is the integration of extra capabilities and purposes into the routing system directly. By exchanging necessary additional information or including such information in the packet header, purposes beyond just reachability have found entry into the routing system over the many years of the Internet’s development.

This document presents a brief survey of solutions that, when combined, represent a routing system beyond reachability that effectively forms today’s Internet. While this survey somewhat relates to that presented in [I-D.king-irtf-semantic-routing-survey], our focus here is on the identification of the underlying purpose for developing extensions, not on the body of work that represents an approach for doing so (named ‘semantic routing’ in the above draft). However, [I-D.king-irtf-semantic-routing-survey] may be useful for more information on the specific extensions.

Some of these extensions are intended to be deployed in limited domains [RFC8799], while others are intended for use across the Internet. The boundary of limited domains may also be the boundary of purposes and semantics of information defining those purposes. This survey is used to demonstrate the recognized need by those having developed existing solutions for the Internet’s routing system to have multiple purposes beyond mere reachability.

Building on the survey and our summary, we recognize that, in many parts, the Internet has already evolved into a ‘multi-purpose routing’ system. However, we identify issues with the approach that has been taken so far, namely that of purpose-specific extensions. We assert that these issues will increasingly impede the Internet’s ability to accommodate future purposes (represented in the form of new use cases), if we simply continue with a ‘business as usual’ attitude towards developing purpose-specific solutions for them.

Instead, we position this document as the starting point for a discussion on how to evolve the Internet routing system in a coherent manner that will help us avoid the identified issues outlined in Section 4, while still allowing for integrating evolving the
semantics of communication along the lines outlined in Section 5 towards new purposes for Internet routing as they will emerge in the future.

Note: This document does not discuss how routers may use policies, that are coded in, configured at, or signaled to it, to make routing decisions. It does neither pass comment on the advisability or practicality of any of the proposals nor does it define any technical solutions.

2. Reachability - Original Purpose of the Routing System

Network routing protocols were initially designed to enable forwarding of IP packets through the network toward destination addresses. Fundamental to this is the locator semantic of IP addresses, which has been assigned in the context of network topologies. The original routing system was designed on a distributed basis. Each router makes its own decision about the interface/link onto which it forwards a packet. Each decision takes the packet one hop closer to the destination. However, the choices made by distributed devices may not always work well if they are poorly coordinated between the routers, resulting in issues, such as forwarding loops, which may be transitory or permanent. So it is normal to require the use of the same algorithm to decide the forwarding actions at each hop.

A way to avoid routing issues is to select an end-to-end path a priori and consistently execute forwarding on the intermediate routers accordingly. This element of traffic engineering is known as "path steering" [I-D.ietf-teas-rfc3272bis] and relies on the routing to protocols collect and exchange the reachability within a domain, so that any routers can select an end-to-end path. However, the amount of information needed to support these decisions can become very large (e.g., in large networks, with many possible paths and route metrics), which might impede the scalability both in terms of the storage and the distribution of the information. Although network topology filters are often applied to reduce the storage of the network data and the complexity of the computation algorithm, the path computation accuracy and optimality may be negatively impacted.

The Internet is a very complicated system that is made up of many independently built networks with two types of routing protocols: an interior gateway protocol (IGP) that routes inside a network and an exterior gateway protocol (such as BGP) that routes between networks. For a communication that crosses more than one domain, there could be many possible paths for the given destination. In principle, the more information that decision-making devices have, the better choices they can make. However, it is often infeasible to have all
information of all potential end-to-end paths, particularly for communications through several networks with different ownership. Consequently, the best choices made within each domain may not reach the best overall result. A key challenge here is the tussle between abstraction, needed for scalability, and optimality, which abstraction may impede.

When choosing the best paths or topology structures, the following may need to be considered:

* The method by which a path, or set of paths, is to be calculated. For example, a path may be selected automatically by the routing protocol or may be imposed (perhaps for traffic engineering reasons) by a central controller or management entity.
* The criteria used for selecting the best path. For example, classic route preference, or administrative policies such as economic costs, resilience, security, and (if requested) applying geopolitical considerations.

3. Extension of the Routing System Beyond ‘Mere’ Reachability

In the following, we provide a brief overview of routing extensions with purposes beyond ‘mere’ reachability. We align our overview with many of the solutions described in [I-D.king-irtf-semantic-routing-survey] and refer to this draft for more detail, in addition to the example references themselves.

The following Table 1 focusses on three key aspects when considering routing extensions for our discussion in this draft:

* Purpose: What is the intended purpose of the proposed extension? This aspect may lead to a taxonomy for looking at the capabilities of a multi-purpose routing system.
* Approach: What is the underlying technical approach to achieve the intended purpose? This aspect may lead to a taxonomy of approaches for achieving desired routing purposes.
* Examples: What are known examples that have employed the given approach to achieve the given routing purpose? This aspect provides a possibly growing catalogue of explicit examples to study in more detail.
<table>
<thead>
<tr>
<th>Purpose</th>
<th>Approach</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path Selection for Traffic</td>
<td>Preferential</td>
<td>IS-IS Extensions [RFC5305]</td>
</tr>
<tr>
<td>Engineering</td>
<td>Routing</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Policy-based</td>
<td>PBR models [RFC1104]</td>
<td>Inter-domain policy routing [RFC1479]</td>
</tr>
<tr>
<td></td>
<td>Routing</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flow Steering</td>
<td></td>
<td>TBD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IRTF</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Automatic Multicast</td>
<td>AMT [RFC7450]</td>
</tr>
<tr>
<td></td>
<td>Tunneling</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Routing Architectures</td>
<td>Future architectures</td>
<td>[RESEARCHFIAref] [ITUNET2030ref] [SCIONref] [RINAref]</td>
</tr>
<tr>
<td>Service Function Chaining</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Name-based Chaining</td>
<td></td>
<td>Name-based SFF [RFC8677]</td>
</tr>
<tr>
<td>Source Routing</td>
<td>Segment Routing</td>
<td>RFC8402</td>
</tr>
<tr>
<td>Application/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trossen, et al.</td>
<td>Expires 1 January 2023</td>
<td></td>
</tr>
<tr>
<td>Feature</td>
<td>Example Routes</td>
<td>Notes/References</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Service-aware Routing</td>
<td>server based</td>
<td>[I-D.li-apn-framework]</td>
</tr>
<tr>
<td>L3 based</td>
<td>L3 based Dyncast use cases</td>
<td>[I-D.liu-dyncast-ps-usecases] Dyncast use architecture [I-D.li-dyncast-architecture]</td>
</tr>
<tr>
<td>Network programming</td>
<td>Segment routing</td>
<td>[RFC8986]</td>
</tr>
<tr>
<td>Privacy-aware Routing</td>
<td>Crypto routing</td>
<td>CGA [RFC3972] CGA Extension Field [RFC4581]</td>
</tr>
<tr>
<td>Security-enhanced Routing</td>
<td>Routing Architecture</td>
<td>SCION [SCIONref]</td>
</tr>
<tr>
<td>Content Routing</td>
<td>Routing over content names</td>
<td>ICN [ICNref] NDN [NDNref] ICN deployment [RFC8763] HICN [HICNref]</td>
</tr>
<tr>
<td>Routing via indirection points</td>
<td></td>
<td>DNS DONA [DONAref]</td>
</tr>
<tr>
<td>Differentiated Routing</td>
<td>QoS Differentiation</td>
<td>DiffServ [RFC2474] IntServ [RFC2210]</td>
</tr>
<tr>
<td>Path Differentiation</td>
<td></td>
<td>Segment Routing [RFC8402] SFC [RFC7665]</td>
</tr>
<tr>
<td>Extended</td>
<td>EH-based</td>
<td>IPv6 EH [RFC8200]</td>
</tr>
</tbody>
</table>
4. Issues with Current Approaches

Developing routing purposes beyond the original ‘mere’ reachability does come with issues when considering their deployment and use in the Internet; we outline those issues in the following.

We note that those issues are intrinsically linked to the ones stemming from the extension of addressing semantics that may be used to realize the various routing extensions, identified in [I-D.jia-intarea-internet-addressing-gap-analysis]. We therefore structure our presentation along the same lines.

4.1. Limiting Routing Semantics

Approaches that intend to change the purpose of communication, specifically within the evolution of communication semantics outlined in Section 5 through, e.g., by separating host from network node identification [RFC7401] or through identification of content directly [HICNref], are limited by the reachability purpose of IPv6, as defined by its source and destination address.

This leads to approaches such as [I-D.trossen-icnrg-internet-icn-5glan] to override addressing semantics, namely replacing the IPv6 source and destination addresses with path information instead, in order to achieve the desired purpose of its routing solution. This, in turn, requires to still carry address information as part of the payload in order to support clients unaware of the routing extension. Furthermore, such approach may lead to ‘information leakage’ outside the boundaries of the system in which its changed purpose is being realized. Introduction of dedicated gateways to ‘translate’ from one purpose (new routing) to another (IPv6 routing) is the consequence of this.

But even such approach of ‘re-writing’ packet information towards a new purpose limits the expressible (new) semantic information to the size of the original field, thereby limiting the support of content information in approaches such as [HICNref] or the size of supported networks in [I-D.trossen-icnrg-internet-icn-5glan] to the bit size afforded by IPv6 addresses.
4.2. Complexity and Efficiency

Introducing new routing purposes also brings additional complexity. This becomes an issue when new purposes are being introduced in particular parts of the overall Internet, such as the edge of the network, while relying on the existing reachability purpose of the Internet to interconnect those islands over the existing Internet.

This additional complexity therefore often comes with a penalty in the form of efficiency and costs for realizing the novel routing purpose, which in turn may specifically pose an even bigger problem when the solution is introduced at the edge of the network, which is often constrained in resources and therefore costs that can be expensed.

For instance, if the specific new purpose requires compression of packet fields, such as for header compression, additional processing as well as potentially required gateways that restore information towards the Internet may be prohibitive for introducing the desired new routing purpose in this part of the Internet.

Conversely, performance requirements of core networks, in terms of packet processing speed, pose a problem when wanting to accommodate novel routing purposes. Here, not only the possibly additional processing but also the required changes of often HW-based platforms makes adoption of novel routing purposes prohibitive.

4.2.1. Repetitive encapsulation

A routing solution targeting a different purpose often requires encapsulating the relevant information, thereby bloating packet sizes and lowering overall efficiency. This can be seen in routing solutions such as [I-D.trossen-icnrg-internet-icn-5gln] (introducing an alternative forwarding solution), [I-D.ietf-lisp-mn] (handling mobility in LISP), [RFC8926] and [RFC7348] (DC networking), [RFC8986] (traffic engineering) as well as [TOR] (routing privacy), all of which introduce multiple encapsulations that in turn reduce the forwarding efficiency.

The introduction of dedicated points of encapsulation also introduce complexity and costs at the points of the network where they are required, which may often be at the network edge, while also establishing failure points and therefore increasing the overall fragility of the system; a point we discuss in more detail in Section 4.4.
4.2.2. Introducing Path Stretch

Path stretch is an issue when moving from direct reachability purposes to additional ones, such as dealing with mobility of endpoints, as done in MobileIP [RFC6275]. In this case, following the typical triangular route affects transmission efficiency as well as overall latency of the communication, instead of communicating directly towards the (new) network location.

Additionally, the realization of novel purposes, such as privacy-compliant routing in systems like TOR [TOR], often introduce path stretch due to the additional relays being introduced for fulfilling the intended purpose, here the obfuscation of traffic for privacy reasons.

4.2.3. Complicating Traffic Engineering

As outlined in Section 3, many solutions to extend the original reachability purpose of Internet routing aim to introduce or improve on traffic engineering capabilities, e.g., by enabling decisions based on QoS metrics, mobility, chaining and others aspects.

However, realizing each novel purpose as a separate solution in itself likely hampers the goal for which they are developed, namely to improve on traffic engineering, whenever individual solutions are being used in combination. This 'feature interaction' aspect may even prevent combined uses, while at a minimum requiring an understanding if combined uses are possible in the first place or instead incompatible with each other. This is not just an issue that routing purposes may be incompatible at a functional level, e.g., through conflicting policies, but may also utilize conflicting realizations for their purposes.

4.3. Security

Security issues, outside the security considerations of the specific design, often arise from the integration of the specific solution into the existing routing system. For instance, HIP [RFC7401] limits its host identity to 128bit in an effort to be backward compatible, but possibly resulting in weak cryptographical strength. A similar issue can be observed in CGA [RFC3972], where only 59bits of the 128bit limit may be used for what could be packet signatures not sufficiently robust enough against attacks.
Attempts to introduce privacy purposes into the routing system, e.g., by utilizing ephemeral addresses [I-D.gont-v6ops-ipv6-addressing-considerations], may in turn pose significant challenges on the routing system through its required renewal rate of addresses.

4.4. Fragility

From the overview of novel routing purposes in Section 3, we can observe that the existence of those additional routing purpose adds many purpose-specific translation/adaptation points, responsible for mapping formats from one meaningful context into another. This in turn creates dependency on this additional functionality to exist for endpoints to communicate with the context of the intended purpose.

While translation/adaptation between purposes and their defining contexts is often not avoidable when going beyond ‘mere’ reachability, it is the solution-specific nature of those components (required for many if not each extended purpose) that is likely to increase the fragility of the resulting system.

The key problem here is the interaction with other extended purposes that may exist in specific deployments. While needing to operate in the presence of those other purpose-specific components, their design has often not taken into account the specific interaction in question. Given the diversity of extension realizations, utilizing many, almost any packet field, even beyond and entirely different to its intended purpose, conflicting behaviour as well as diverging interpretation of the utilized packet information is clearly an issue. Only careful testing of combinations with possible delineation (of purposes) as well as networks may be required, all of which further increases the costs for utilizing the extended purposes.

4.5. Interoperability

Although routing extensions are developed with their specific purposes in mind, reflected in requirements and behaviours, they are often realized in conjunction with other extensions when it comes to real-world deployments.

This poses an Interoperability challenge, both in terms of backward as well as forward compatibility. Feature interactions need investigations, often left to operational deployment.
Building extensions on the basis of agreed packet field semantics is one way to achieve the desired interoperability, unless approaches use extensions to packet fields beyond their original intention. As a consequence, translation/adaptation points may be needed to ensure interoperability with other parts of the network, increasing the fragility of the system, as discussed in Section 4.4.

Forward compability aims at ensuring that future extensions will continue to be possible, aiming at an overall extensibility of the system beyond its purpose at the time of developing a specific solution. IPv6 extension headers are one example of enabling future extensions, although not without their own problems in real-world deployments [SHIMv6ref].

5. The Driving Need for Evolving Communication Semantics

When looking at the evolution of routing beyond reachability, the key question arises on how the purposes of communication, or more concretely the underlying communication semantics, have evolved from the shortest-path routing of packet from sender to a receiver, each of those being originally identified through IP locators and captured as a source and destination address field in packet headers but having evolved through approaches such as those presented in Section 3.

To better understand this evolution, we distinguish communication in networks according to the relationship between senders and receivers and the selection of the paths and endpoints for the delivery of packets, leading us to the following distinct semantics.

* The Unicast semantic consists of sending a packet from a sender to a single receiver.

* In Anycast, a packet is sent from the sender to any one of a set of receivers, where the choice of receiver is made by the network.

* In Multicast, a packet is sent from a sender to all members of a group of receivers.

The identification of endpoints in these semantics may use well-known IP locators for unicast relations or IP multicast groups, while Anycast may use an IP anycast address or a content/service name [NDNref][CARDS]. Often, packets also carry higher-layer information, such as ports, to facilitate the endpoint-local handling of received packets.

These relationship semantics can be further constrained through path and endpoint selection semantics:
* Multicast relations may be defined as (i) by configuration, (ii) dynamically formed through a membership protocol [RFC3376], (iii) through requests towards the sender [I-D.trossen-bier-frrm], or (iv) through diffusing towards a sub-group of a larger group, e.g., in Distributed Ledger Technologies (DLTs).

* In Bestcast, the network applies constraints to determine the best path to the receiver based on the destination address, the state of the network and the compute resources, and information supplied with the packet. Bestcast may also be achieved by extending the anycast address to include multiple virtual unicast representations of the same receiver. The choice of a specific receiver may also determine the network path to reach this receiver. The choice may be made within the network or using a server-based scheduler and a database akin to DNS Resource Records.

* The Chaincast semantic steers a packet through a specific set of nodes deduced from the value of the destination address, with typical examples being Service Function Chaining [RFC7665] and Segment Routing Network Programming [RFC8986].

While we can see many examples of those evolving communication semantics, a crucial question is ‘What are the things that are identified by the identifiers?’ [RTGWGinterim]. Behind this question is the observation that ‘if you want to put multiple definitions into the same identifier space, then it requires an architecture discussion.’

This interjection is key in understanding the architectural dimension of evolving communication semantics since those evolved meanings are often based on differently identifying the ‘ends’ of the communication. Information-centric networking (ICN) [NDNref] is one such example, turning the meaning of an address from being a network location into one where the address represents a piece of information, with the network being tasked to build ephemeral relations between those network components asking for the information and those that may be able to provide it.

The FRRM (forward request return multicast) [I-D.trossen-bier-frrm] semantic for multicast relations is another approach (albeit related to ICN), where the commonality of the forward requests, e.g., in the form of a URL pointing to the same content chunk, identifies the communication relation akin to ICN, while path information (e.g., in the form of BIER forwarding information [RFC8279]) is used to actually forward the packets from its source to the possible receivers.
Architectures, such as those for ICN and IP, have long lived in parallel, e.g., with ICN deployed in limited domains [RFC7665] or interconnecting to the Internet through dedicated application-level gateways, while proposals such as [HICNref] utilize in-address embedding to deploy ICN alongside IP networks.

The overarching architectural question that arises from this is what the overarching architectural principles as well as its resulting frameworks and architectures should look like that would allow not only for rich communication semantics to be implemented but also to emerge over time and continued to be supported without resorting to gateway and in-lay techniques that all come with complexity and fragility issues?

6. Where to Go From Here?

This document outlined the original starting point of the Internet’s routing system, namely providing ‘mere’ reachability, and showed through its survey of existing solutions that have since been developed that Internet routing has, in fact, evolved into a system that serves many purposes beyond its original ‘mere’ reachability goal.

However, the issues we outlined in Section 4 pose the question on how to move forward in the (future) evolution of Internet routing. We assert that continuing with a ‘business as usual’ attitude will ultimately compound the identified issues, thereby hampering innovation in novel routing purposes and solutions, and therefore the Internet overall.

As a way forward, we ask the wider RTG WG community to recognize the following cornerstones for an evolution path for Internet routing:

1. Further evolution of the Internet’s routing system MUST take a wider architectural approach in order to break with the point solution approach that has led to the identified issues in Section 4.

2. With research and development on routing solutions continuing, as also illustrated in [I-D.king-irtf-semantic-routing-survey], these works MUST be brought into the process of IETF engagement and standardization to increase the understanding of what novel trends, works, and possible developments may be just around the corner but also to inform ongoing research and development on paths taken in the IETF.
3. The RTG WG SHOULD play a role in the engagement with research and development since the 'Future of Internet Routing' (FIR) is at the heart of its charter ("The Routing Area working group (RTGWG) is chartered to provide a venue to discuss, evaluate, support and develop proposals for new work in the Routing Area" [RTGWGref]), a role that goes beyond the "specific small topics that do not fit with an existing working group" [RTGWGref].

Following on the cornerstones outlined above, we specifically suggest to the RTG WG, aligned with its charter to consider the following actions:

1. Establish suitable efforts within the RTG WG (e.g., as a sub-group) OR

2. Support the establishment of suitable efforts as a standalone FIR WG (or special interest group) OR

3. Support the establishment of suitable efforts within the IRTF, where those efforts directly liaise with the RTG WG through regular updates in its meetings.

7. Security Considerations

Section 4.3 outlines a number of security issues that may occur outside the solution-specific security considerations, such as interactions between protocol behaviours that were previously untested as a combination. With that in mind, security considerations for a wider architectural approach to routing must have the security of the overall routing system as the main goal, not merely the security of a single solution.

8. Privacy Considerations

Protecting user privacy is very important. This extends beyond ensuring that user data cannot be examined in transit, and also requires that a process that inspects the network traffic should not be able to determine which applications or what types of application a user is running.

This makes it critically important to minimize or entirely avoid user and/or application information to be directly used for routing purposes. Instead, applications (or users) should express requirements for traffic delivery in a manner that does not reveal information about the user.
Encryption of user data, which is a common technique to protect user privacy, may obscure information that has previously been used to perform enhanced routing (such as by inspecting or hashing on payload fields), demonstrating that new requirements (here on privacy) may negatively impact previously accepted solutions.

9. IANA Considerations

This draft does not request any IANA action.
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