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Lawrence Lessig, 1999. Code and Other Laws of Cyberspace



Disclosure help us to make informed choices

Ingredients

Allergen labeling

Barcode

Sell-by date
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What if we bring labels to
digital products?



@%?ﬁ;‘#gns Share your work ‘ Use & remix ‘ What We do

Your choices on this panel will update the other e eCte 4 LICE I'Ise
panels on this page. Attribution-NoDerivatives 4.0
International

Allow adaptations of your work to be

T 06 |

O ® O
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share alike This is not a Free Culture License. *

Allow commercial uses of your work?

@

® Yes O No
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Help others
Have a web page?

attribute you!

This partis optional, but filling it out will add

machine-readable metadata to the suggested This work is licensed under a Creative
HTML! Commons Attribution-NoDerivatives 4.0 v




Motivation

e Informed consumer choices : End-users able to make informed choices based on
their own ethical preferences and ADM disclosure.

* Industrial scale monitoring : Discovery of best and worst practices within market
verticals, technology stacks, and product value offerings.

* Legally-agnostic guidelines : Suggestions for developers and product-owners,
formulated in factual language, which are legally-agnostic and could be easily
transformed into product requirements and safeguards.

* [terative improvement : Digital products, specifically, the ones powered by artificial
intelligence could receive a nearly real-time feedback on how their performance
and ethical posture could be improved to cover security, privacy, diversity, fairness,
power-balance, non-discrimination, and other requirements.

e Labeling and certification : Mapping to existing and future regulatory initiatives
and standards.



Extending The Open Ethics Label

Training Data

Machines learn from data. They find relationships, develop understanding, make decisions, and evaluate their confidence from the training data

+
f penethics.ai / @ O In @
‘ ©) Open Ethics
‘ Showcase your transparency

o Copy and paste the code below into the HTML of your solution’s webpage.

me Copy to clipboard

<iframe src="https://label.openethics.ai?surl=NAsdata=propri—

L] [
etary&source=open&decision=unrestricted" style="border:0px
rl IS - u I I n a O rI I I #fffEff none;" name="oe label” scrolling="no" frameborder="1"
] marginheight="0px" marginwidth="0px" height="50px"
width="300px" allowfullscreen></iframe>
=
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WHY NOW? WHAT'S NEXT? HOW IT WORKS? CONTACT

https://openethics.ai/label



https://openethics.ai/label

Open Ethics Transparency Protocol S

{

"schema": {
"name": "Open Ethics Transparency Protocol",
"version": "@.9.2 RFC"

}J

"data": {
"availability": "public",
"batch": 14032507,

D "sources™: [

]

1
> "algorithms™: [

15

> "decision-space": {

) Display “ethical” posture

"validation": {

"critical": true, In bOth human and

"methods™: [ )

C o machine-readable ways.
name": - "HITL",
"objective": -"To-confirm-the-diagnosis-by
human-doctors -before:presenting-to-the
patient”,
"type":-"council™

1



Open Ethics Transparency Protocol

transparency chaining lifecycle
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https://openethics.ai/oetp/


https://openethics.ai/oetp/

Implementation



Basic Disclosure Submission
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©) Open Ethics

Al swarm + Human

Account ID

Privacy Policy

<+ Personal Data Record  ~

v Humans confirm

[J Consent obtained directly

g Identifying record

permaneil v

Display transparency

This is the preview. After
submission of the form, you
will receive the code to
paste Open Ethics Label on
your website.
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Progressive Verification with multiple Auditors

Vendor 8 [Auditor 1] (Auditor N]
User Disclosure Identity Provider
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openethics.ai

©) Open Ethics

Integrity

4 .
Open Ethics has generated the following SHA3-512 hash for the snapshot of submitted data. Display transparency

993b41c91413496d71c839105f0c2c882d3d34ded7456103cdd84edadciaabac6ca3s141865cdenc9obb2adaal24ef 30 @ e @ e

6325dd8e555e2fe9c7t9d7f@b2752cc

Save and paste the Open
Ethics Label HTML code

Save the code below as a text file named oetp.json in the root of your product's website. It will into the HTML of your prod-

Open Ethics Transparency Protocol

allow integrity validation, as well as machine readable scenarios for Al transparency manage- uct's webpage.

ment.
Download oel.html

"schema"
"name"”: "Open Ethics Transparency Pro

"version”: "¢

"integrity” 3b41c91413496d71c839105F@cC2cC } d7456103cdd84edadcdaabacbca3sla

b2adaal24

"snapshot”
"product”
"url™: "ietftest.com"

"description”




Disclosure Chaining: Request-Response

(Request Component's Disclosure)

(Validate Disclosure) Alert "Vendor has not provided
: any Disclosure"
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Implications
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Safety Failure Transparency Judicial Transparency Responsibility
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Alternative 2

Non-subversion Compassion

Emotional Value
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Alternatives

Altemative 1 Altemative 2 Altemative 3
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Aligned choice
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Use-case

example



Provide

Citizen in the Se | . Scan QR code EEE _ Readthe —
public space ' " on the sticker e ~ disclosure — ~ feedback



1. Visual transparency labels for citizens
2. Machine-readable disclosure
3. Disclosure as Open Data [governance/market]




Market creation: Location-based services

Open Data
McKinsey reference: 5.2 bn EUR
ODI estimates: 1.2 bn EUR

LBS
In Europe alone estimates (2025): 10 bn EUR


https://theodi.org/article/the-value-of-open-data-for-the-private-sector/
https://www.cio.com/article/3626390/6-ways-to-harness-the-value-of-open-data.html

Sharing Is caring

Open Ethics Canvas



Talk #ethics, include your #tech team

The Open Ethics Canvas” Download and use it for free

Designed For Designed By Date Version
Scope Training Data Algarithms & Source Code Decision Space
+ What s this product designed for? - How was the training data collected? + Do you use open or proprietary sources? Why? Which? |+ What exactly does the product do?
 In which context it operates? + How do you ensure its representativeness? + Who in the team is setting the heuristics (rules) which - Canyou provide the st of all possible outputs? - -
+ Does your training dataset contain personal data? influence the output? + How incorrectly supplied inputs are spotted?
+ Who annotates the data and how quality is controlled? |+ How do you ensure the quality of used third-party + Is there anomaly detection in place? [ ]
+ What is the data labeling process that you employ? codebases?
+ Whatis your process of making the key architectural
Users choices? u u
+ What type of users does this product have? L] L
(customers/admins/ etc)
- What are their roles?
4 A A
Key Stakeholders Personal Data Processing Components & Subprocessing Failure Modes
- Who are the key stakeholders? - Which personal data s collected by the product? + Which third parties are engaged by the product? - How failures are detected and monitared?
- What influence do they have over the product? - What is the purpose of collecting personal data? + How do you evaluate the potential impacts of APl on + What are the possible failures of a product?
How do stakeholders interact with each other? + Howis this data processed? Used? Stored? Deleted? the quality of your product’s output? + What actions are performed if a product fails?
+ Howis the power distributed? + How do you check the reliability of your data
processing contractors?
Values & Interests
+ What values do stakeholders,users have?
+ Where these values can clash or create tensions?
+ What s known at the moment and how assumptions
are tested?
- How can you align your technology to the values you 4 4 A
‘want to support/people desire?
Explainability Human in the Loop (HITL) Model Performance Metrics
+ Howis interpretability defined for the system? + What is the role of a human agent in the Which metrics are used to evaluate the product
- What interpretability methods are used? walidation/verification of the outputs? performance?
+ What metrics are used in result interpretation? + What is the role of a human agent in refining themodel |+ Which measures are used o re-evaluate Accuracy,
+ Howi of the output are Recall, Precision, and F1- Score?
+ What is the decision-making power assigned to human
agents responsible for the quality of output?
Decision Feedback & Objection
 How does the product allow for structured feedback?
+ How can the user challenge the application output?
+ Which are the third parties involved in claims/objection
resolution?
Impact Assessment Regulatory Landscape Mitigation
+ What potential harms can your product cause? (loss of + What is the regulatory context in which the product + How do you test for bias and fairness? What faimess
opportunity.discrimination, economic loss, social operates? definitions do you employ and why?
stigma, detriment, emotional distress, etc)? - Is the model portable to other market verticals? -+ Does your team reflect a diversity of opinions,
+ What are the risks of the product’s failure? + What are the involved regulatory risks? backgrounds, and thoughts?
+ What impact product can cause if deployed at scale? + Do you have a process for redress if people are harmed
+ Howis the product influencing the existing markets? by the outputs?
 How fast can you shut down your product in
production if it behaves badly?
+ Who and how should be informed?
A A A
Changes in Behavior Group Interactions Comments
+ Dothe automated decisions have significant legal or - What are potential changes in group behavior?
similar effects on the users/stakeholders? + How is the product addressing group interests?
- How the users may change their behavior after use? - What new groups could be born due to the product
+ What are the potentials for power imbalance? deployment at scale?
V| A

‘The Open Ethics Canvas v1.0 ® 2021 by Open Ethics contributors
Designed by Nikita Lukianets, Alice Pavaloiu, Viad Nekrutenko

@®®@® openEthics
hitps://openethics.ai/canvas



https://openethics.ai/canvas/

©) Open Ethics

Nikita Lukianets
n.lukianets@openethics.ai
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