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H3 and BDD Reviews on Lisp-List 

AECC KDDI-Oracle-Nexar Public PoC 

LISP Application Routing Economics



H3 LCAF 

• Added H3 LCAF to draft in 
Client-Service Networking 
and IANA sections


• The specification shows 
how to encode an H3 ID to 
an EID + HID type 17


 Updated references from 
bis drafts to LISP RFCs



H3Geo + BDD Draft Reviews

• H3Geo Isaac Brodsky, Nick Rabinowitz  submitted review to list


• Verify use of the H3 grid hierarchies for detections and EIDs


• Major insight regarding H3-EID calculation from detection HID


• BDD Prf. Trevor Darrel and Prf. Fisher Yu submitted review to to list


• Verify assumptions on detection/localization by moving vehicles


• Major insight to enumerate speed-limit-signs detections separately

HID

✔EID



AECC LISP-NEXAGON POC
• RTM: Free Parking PoC


• KDDI SIMs + MEC RTR


• Oracle GPUs + Edge RTR


• Nexar AI-CarCam Stack


• Nexagon Geospatial Twins


• Interoperable Scale out


• EID based Geo-Privacy


• Next Phase:    🚧Blockages,   
🔌Power, 💨Emissions, 💵Costs

RFC9300



Additional Planned Extensions

• Realtime Mapping 


• Using Wifi p5g breakouts


• Green edge location 
distribution


• Cisco, Toyota



Mapping

Driving

Cruise

Very High Regional Upload Volume

Edge Unlimited Distributed Capacity ↔ Resource Fragmentation ↔ LISP  RFCs

Automotive 

In the Actual Field (vs closed tracks and factories): 

Drastically changing number of sources during the day 
Elastic allocation across edge compute locations  

Moving sources/destinations and access selection 
Sensors (vehicles) change twin (geo) association  

Geoprivacy 

And LISP Economics 



Geo Twin Condition

Geo Twin

Distributed “Join”
Vehicles x Conditions x Locations

Via RFC8378 EID Channels

Consolidate & Reduce Uploads
To Conditions/Situations/Base-Map Changes

Available as Standard Themed Channels

Algorithmically (EID) Addressable
Vehicle Clients & GeoTwins

w/o Resolutions / Incoherence

Centralized Enterprise  
Cloud

Elastic Allocation per Street Activity

Location 
A  

RFC  9300 
RTR

When street activity Rises
Geospatial Twins are Delegated

To more edge-compute locations

Geo Twin GeoTwin

Geo TwinGeo Twin GeoTwin

Geo Twin

Routed Geospatial Twins - Interoperable Flexibility - Cost & Capacity

Grid of EID Geospatial-Twins per km2

Enumerated State per m2

Location 
B  

RFC  9300 
RTR

Cloud Controlled 
Geospatial Twin Portability

RFC9300

((UPF/MEC))

RFC9300

((UPF/MEC))



10x $10/h p5G RU
100 floating UEs Each

RFC9300 UPF

￠35/kWh x 14kW +$10/h dep.
Or 16 x $1/h GPU

RFC9300 EdgePods/Zones RTR

EC2
S3

< $100k *MRE, 1k FPS per Automotive Metro Area Edge Cloud

Geospatial Twins <<
IETF-LISP-Nexagon RFC

<<   RFC9300 Channels  >>

<< control Mobility Service Provider
(Nexar)

>> Data & Evidence Backend

$1/Month
Per Themed Channel Feed 

RFC9300 Clients <<

LISP Ties Fragmentation: Low-Cost High-Capacity

100k FPS 1k FPS $100/h $15-16/h << x24 x30 >> 10 FPS

RFC9300
MAN

RFC9300
WAN

N1 66  x  16 
FPS    GPU

Centralized Enterprise  
Cloud

((
((

Standard Monthly Plans



LISP Mobility Edge Economics

• $4/GB Continues Spectrum Upload: 260k x 1GB x $4 = $1m per month


• $100/h 1kUE 5G Hotspots Upload: $100 x (24 x 30) = $72k per month


• $100/M frames Cloud GPU = 2.6b  frames / m x $100 = $260k per month


• $0.35kWh Edge GPU x 14kw + $10/h dep. x (24 x 30) = $10k per month

Each street detection frame objects + meta-data = 100KB 
Benchmarking 1k FPS 2.6b frames per month => 260TB  
60-66 FPS/GPU Edge 16 GPUs Vs $100/M Frames Cloud

LISP Application Routing Based Mobility/Elasticity => 15x cost reduction  
=> Viable vs Not Viable for Mass Consumer Scale Reality+

16 GPU DGX power and hourly depreciation



Thank You


