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Latency guarantee framework revised in version 02
❶Work Conserving Stateless Core Fair queuing (C-SCORE)

• FT,  Finish time F(p) = Service order of packet p. Smaller F gets earlier service.

• At entrance node 0: F0(p) = max{F0(p-1), A0(p)} + L(p)/r;

• At core node h: Fh(p) = Fh-1(p) + dh(p). 

• If dh(p) = Lmaxh-1/Rh-1 + L/r,

• Then the E2E latency of p’s flow is bounded [Kaur] by
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• where H is the last hop of the p’s flow.

• E.g., 1Gbps links, 1Kbits max pkt length & Burst, 10Mbps service rate, 10 hops      
 10*(1us+100us) = 1.01ms E2E latency bound

• B, L, r are flow specific, which can be controlled according to requirement

• Need a smaller bound? Then request a larger service rate, and reduce burst & pkt length.

• Implementation:

• Sorted queue e.g. Queue per Input-port, Push-in First Out manner

• Meta-data: Fh-1(p), Lmaxh-1/Rh-1, L/r. (Lmaxh-1/Rh-1 can be signaled in control plane.)

• Or Fh(p). (It can be pre-calculated at h-1.)
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Symbol Definition

Fh(p) ‘Finish time’ of packet p at node h

Ah(p) Arrival time of p at h

L(p) Length of p

L Max Packet Length of p’s flow

r Service rate of p’s flow

B Max Burst size of p’s flow

Lmaxh Max Packet Length at node h

Rh Link capacity of h

H Last node of p’s path

PGPS Packetized Generalized Processor 
Sharing

𝐿𝑚𝑎𝑥ℎ

𝑅ℎ
is the only 

term external & 
can be negligible.

This bound is same 
as the fair queuing 

with flow-state 
(PGPS, etc.)



Latency guarantee framework revised in version 02
❷Work Conserving Stateless Core Fair queuing (C-SCORE) 

with FIFO queues

• FT,  Finish time F(p) = Service order of packet p. Smaller F gets 
earlier service.

• At entrance node 0: F0(p) = max{F0(p-1), A0(p)} + L(p)/r;

• At core node h: Fh(p) = Fh-1(p) + dh(p). 

• dh(p) = Lmaxh-1/Rh-1 + L/r.

• Implementation:

• Assume there are finite number of flow types (e.g. similar L 
and r)

• Queue per a set of similar types of flows 

• First in First Out manner

• Simulation shows almost the same E2E bound with the 
previous one with PIFO queues.
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Simulation setup
• Three flow types

• 1Gbps links

• Flow service rate = arrival rate

• A source generates a flow for each destination, total six flows.

• A flow’s destination decides its type.

• Total 36 flows

• Max 7 hops. A flow’s path follows the blue arrows in the right figure.

• Utilization value is of bottleneck links
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Simulations for ❶
• 90% Utilization

• In a single simulation run, a source generates 1000 packets.

• Record the observed max E2E latency. One max value per run.

• 100 runs with random seeds Box plot those max values.

• C-SCORE is with dh(p) = Lmaxh-1/Rh-1 + L/r
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Red line: Theoretical E2E 
latency bounds of C-SCORE 

& VC; 0.3226ms.

Maximum observed 
E2E latency of VC & 
C-SCORE is 0.27ms

ATS is of IR+FIFO. 

DRR has queue per 
flow.

VC is of the network 
having Virtual Clock 
scheduler at every 

node.



Simulations for ❷
• 90% Utilization

• In a single simulation run, a source generates 1000 packets.

• Record the observed max E2E latency. One max value per run.

• 100 runs with random seeds box plot those max values.

• C-SCORE is with dh(p) = Lmaxh-1/Rh-1 + L/r with FIFO per flows of same type
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shows indistinguishable 

E2E max latency 
statistics.

ATS is of IR+FIFO. 

DRR has queue per 
flow.

VC is of the network 
having Virtual Clock 
scheduler at every 

node.



Discussion

• Consider an ideal slotted scheduler.
• Flow arrival rate = 10Mbps

• 100 identical flows

• Link capacity: R = 1Gbps

• All the packet’s lengths are fixed at L = 10Kbits; No burst (B=L).

• Then the slot (cycle) length would be 10K/1G = 10us; 

• & the hyper-cycle length = 100*slot length = 1ms, without dead-time or any lost time.

• Assume every packet arrives exactly at the slot to which it is assigned.

• With H hops the E2E latency bound is H*L/r. If H = 10 then 10ms.

• C-SCORE’s in this case is H ∗ (
𝐿𝑚𝑎𝑥

𝑅
+ 𝐿/𝑟). 

• It is only H*10us larger, thus 10.1ms; with all the robustness, scalability, & superior 
statistical performance.
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Summary

• C-SCORE with dh(p) = Lmaxh-1/Rh-1 + L/r
• Has a theoretical E2E latency bound, 

• which is the same with the Virtual Clock or PGPS networks

• Needs a sorted queue

• Needs a meta-data of Fh-1(p), L, r, Lmaxh-1/Rh-1. (Or Fh(p), pre-calculated at h-1.)

• Lmaxh-1/Rh-1 can be signaled in control plane.

• C-SCORE with dh(p) = Lmaxh-1/Rh-1 + L/r; with FIFO per flow type (of the same L and r)
• Shows similar performance & needs the same metadata

• Does not need a sorted queue

• C-SCORE with dh(p) = any similar value less than Lmaxh-1/Rh-1 + L/r; with FIFO
• Shows similar performance (Not shown in this presentation)

• Needs meta-data of only Fh-1(p), L, r

• They all perform as if the per-flow states are maintained in all the nodes.
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Thank you
• Please take a look at 

https://datatracker.ietf.org/doc/draft-joung-detnet-asynch-detnet-framework/ 

• Comments and Questions are welcome!
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