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Latency 

Many things contribute to “time to puke” — image lag is one of them. 

When headset users rotate their heads, updates need to be well under 10 ms.

As the headsets resolution in pixels / degree gets better, this update needs to be 
faster.

When you shift your head, time to update parallax can be much greater than 10 ms. 

“Interactive” feel for AR/VR is about the same as audio/video < 300ms

“Live” video is a superset of Interactive and has no lower time bound. 













Neural Radiance Fields (NeRF) are coming 
See: NeRF: Representing Scenes as Neural 
Radiance Fields for View Synthesis by Ben 
Mildenhall, Pratul P. Srinivasan, Matthew Tancik, 
Jonathan T. Barron, Ravi Ramamoorthi, Ren Ng 
in CVPR 2020



Media for object manipulation & hand gestures 

Encode the location of joints in your hand

Encode the location of objects in the virtual 
scene 

https://datatracker.ietf.org/doc/html/draft-jenni
ngs-dispatch-game-state-over-rtp



Key things for MOPs WG

Photorealistic AR/VR hologram and high-quality avatars are possible on today’s 
networks. 

We have specific information about latency and implications from Webex 
Hologram that partially apply to other future 3D collaboration systems.

We should be thinking about implications of 3D non-video media types.

Better definitions of Interactive and Live media.

The MoQ protocol looks like it may be better than RTP for this.


