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• The Network Management area needs innovative 
solutions 

• Expansion of Machine Learning 
• Challenge of creating an ML model that works in 

production (algorithms, GIGO) 
• Lack of the high quality datasets 
• Model quality rather than the dataset quality 
• High quality data is the cornerstone for evidence-based 

decision making 
• Assessing the quality of the network dataset is an 

overlooked area 

Motivation 



Dataset quality – what does it mean? 

• Validity 

• Accuracy 

• Consistency 

• Integrity 

• Precision 

• Correctness 

• Uniqueness 

• Reliability 

• Completeness 

• Representativeness 

• Timeliness 

• … 

 

• Errors (technical, human) 

• Invalid data 

• Types, formats 

• Missing values 

• Noisy labels 

• Class overlapping 

• Data homogeneity 

• Outliers 

• Duplicates 

• Feature correlation 

• Imbalanced datasets 

• Curse of dimensionality 

• … 

Approaches: entropy based methods, metamorphic testing, crowdsourcing, … 

A dataset is said to be of high quality if it 
meets the requirements for its intended use 



PerQoDA - Dataset Quality Assesment with Permutation Testing 
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PerQoDA - Methodology 

1. Train a pool of classifiers using the original dataset (X, Y) 

2. Evaluate each model using the selected performance metric 

3. Permute selected percentage of the labels Y to get new labels 
Yp and new dataset (X, Yp) 

4. Train the pool of classifiers on the dataset (X, Yp) 

5. Evaluate each model with the same performance metric 

6. For Yp and Y, compute the correlation coefficient 

7. Repeat the steps 3 through 6, P times, where P is the number 
of permutations 

8. Calculate p-value  

9. Repeat the steps 7 and 8 for each value of percentage (for 
example for 50%, 25%, 10%, 5%, 1% labels) 

 



PerQoDA 

• Let’s define a null hypothesis:  
XY = XYp 

 
• For each (M, multiple M*), p-values are calculated as follows 

 

p-value =
No.  of 𝑀∗ ≥𝑀  + 1

Total no. of 𝑀∗ + 1
 

 
where M refers to the performance metric value computed from the 
original dataset and M∗ stands for the performance after a certain 
number of permutations 

 
 

• If p-value ≤ α, there is evidence of statistical significance in M 
• If p-value > α, it means that null hypothesis cannot be rejected 

 
 



Experiments 
 
• Classifiers: KNN, SVM, Decision Tree, Random Forest, GNB, 

AdaBoost, DT, RF, MLP 
• Metrics: Recall, F1, Balanced Accuracy, … 
• Subsets of labels (percentages): 50%, 25%, 10%, 5%, 1% 
• 100 permutations 
• α=0.05 
 
Interpretation: 
• If all models perform bad (non-significance) => dataset is bad 
• If some models perform good (significance) => dataset is good 



Balanced and imbalanced toy datasets 
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Results for Balanced Accuracy (1/2) 
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Results for Balanced Accuracy (2/2) 



Results for Recall (1/2) 
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Results for Recall (2/2) 



Permutation slope 
For each classifier and each permutation percentage, we compute: 

• the mean of correlation coefficient r,  

• and the mean of performance score. 

Then, we compute the slope as the maximum abs(intercept) of all regression lines 
computed for each classifier (using regression line we minimize the sum of squared 
residuals). 

 

Example: 

A1, A2, A3 datasets (prev=0.25), Balanced Accuracy 



9 toy datasets – Slopes 
(max percentage: 50%) 



Limits of detection 

• Dataset examples: 
X = 1000 obs, 1% of labels = 10 labels 
X = 10000000 obs, 1% of labels = 100000 labels 
 
Since we want to detect all relationship problems in 
the dataset, intuitively, we should permute the 
smallest possible number of labels. 
 
For example: 100, 50, 25, 10, 5, 1  obs – regardless 
of dataset size 



Experiment 

• inSDN dataset - public dataset with 68,424 normal and 275,465 attack data (DoS, 
Probe, brute force attacks (BFA), password-guessing (R2L), web application attacks, 
and Botnet), 83 features 

 

• We considered Probe attacks 

• We created balanced datasets with 2000, 10,000 and 20,000 obs (prev = 0.5)  

• To the original datasets we introduced 5% and 10% mislabels 

 

• Permutation policy: 100, 50, 25, 10, 5, 2, 1 obs 

• Pool of classifiers: KNN, SVM, Decision Tree, Random Forest, AdaBoost, XGBoost, 
Multi-Layer Perceptron (default hyperparameters) 

• Stratified 2-fold CV with shuffling 

• Recall metric 

 



inSDN - Permutation charts 



inSDN 
p-value tables 



inSDN 
true scores - recall 



Permutation slopes 

Max percentage: 5%, 1%, 0.5% respectively 



Limitations 

PerQoDA does not detect all dataset problems 

Labeled datasets are required 

PerQoDA is affected by the quality and 
adaptation possibilities of classifiers 

Computational cost 



Conclusions 

We need high-quality datasets  

Suitable assessment of the dataset quality is 
critical for building reliable high-quality 
models that can be put into real autonomous 
networks 

PerQoDA can be useful method in the DQA 
process 

 

 

 

 

 

 



Thank you very much 


