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● What is IPFS?

● Design

● Evaluation

● Where to go from here?
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WHAT IS IPFS?



IPFS stands for the InterPlanetary
File System

The IPFS stack is a suite of specifications and tools 
that share two key characteristics

In Words
What is IPFS?

IPFS is not a blockchain.

1) Content Addressing using CIDs
2) Transport Agnosticity

[1] IPFS Specs https://specs.ipfs.tech/
[2] IPFS Docs https://docs.ipfs.tech/concepts/implementations/



In Numbers
What is IPFS?

Kubo Helia

Elastic IPFS Lotus

and more…

● 10+ implementations

● Operational since 2015

● ~300k nodes / week

● ~3M users / day

● ~120M requests / day

[1] ProbeLab https://probelab.io/
[2] IPFS Docs https://docs.ipfs.tech/concepts/ipfs-implementations/



DESIGN 



Simplistically: IPFS uses the hash of the content stored 
in the system as its content identifier (CID)

Content Addressing
Design



In practice: there is much more sophistication in the 
structure of a CID

Content Addressing
Design



Content Addressing
Advantages
● Decouples content from hosts

● Data integrity

● Deduplication

● Alleviate backbone addiction

Challenges
● Access Control

● Discoverability

Design



● IPFS uses a Kademlia-based DHT for the P2P network’s structure

● It enables the system to be open and permissionless

● Two types of records:

■ Provider-Records: CID → PeerID

■ Peer-Records: PeerID → Network Addresses

Peer to Peer Network Structure
Design



Content Lifecycle
Design 

IPFS DHT
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Content Lifecycle
Design 

Provider 
Record

Data

Provider 
Record

IPFS DHT



EVALUATION



● Crawls: Continuous crawling and monitoring

● Probes: Performance measurements through controlled nodes

● Logs: Infrastructure usage log analysis (not in this presentation)

Methodologies
Evaluation

Three complementary methodologies covering the 
operational spectrum:



Context
Evaluation

[1] Network Crawls with Nebula: https://github.com/dennis-tra/nebula

The network is a moving target



“The Cloud Strikes Back: Investigating the Decentralization of IPFS” – Balduf et al., IMC '23

Crawls
Evaluation

Continuous Network Monitoring
● Full network crawls

every 30m

● 9.5k crawls

● Monitors uptime

● ~ 464k IP-Addresses

● > 150 Countries

● > 2700 ASs

[1] Network Crawls with Nebula: https://github.com/dennis-tra/nebula



Peer Churn
Evaluation

Influences several network-wide DHT parameters like 
record replication or routing table refresh rate

[1] https://github.com/plprobelab/network-measurements/blob/master/reports/2023/calendar-week-43/ipfs/README.md#churn



Probes
Evaluation

Controlled Network Nodes
● DHT Servers publish new CIDs

● DHT Servers communicate the 

CIDs to the clients

● DHT Clients request the CIDs

● The request process is repeated 

from several geographic locations
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Probes
Evaluation

Repeat … 



Probes
Evaluation

● … more than 3k CIDs published
● … more than 14k CIDs retrieved

Repeat … 



DHT Lookup Latency
Evaluation

80% of requests from EU resolve in < 500ms



DHT Publication Latency
Evaluation

Orders of magnitude larger than the lookup latency



● IPFS Network Design Details

● Public Gateway Usage Log analysis

● Cloud Provider Dependence

● Geographical Distribution of network Participants

● Lookup performance compared to HTTPS – “Request Stretch”

Cliffhanger
Evaluation

More detailed analysis in our paper:



WHERE TO GO 
FROM HERE?



● Network Crawls

● Probe Performance Data

● Infrastructure Usage Logs

Datasets
Where to go from here?

Use our datasets!

bafybeigkawbwjxa325rhul5vodzxb5uof73neszqe6477nilzziw5k5oj4

bafybeid7ilj4k4rq27lg45nceq4akdpetav6bcujgiym6vch5ml24tk2t4

bafybeiftyvcar3vh7zua3xakxkb2h5ppo4giu5f3rkpsqgcfh7n7axxnsa



Reading Recommendations
Where to go from here?

Qmbu34GKt1Z5npMiBcsMPTo5VFNuSADNctxZU4QT2iZuGj QmVU2rxWtbHT3vUgFAjbwVyNJAb29gFwz6VP9QRHfVtDKz



ProbeLab
Where to go from here?

Visit
● ProbeLab: https://probelab.io

● Weekly Reports at 

https://stats.ipfs.network/

Future Work
● Content availability, severe 

network conditions, content 

routing latency, broaden focus

https://probelab.io



IETF 118 - IRTF Open Meeting, 2023-11-09
Dennis Trautwein

@dennis-tra on GitHub
@dtrautwein.eu on Bluesky

https://dtrautwein.eu on the Web
dennis@protocol.ai via Email

Thank you!



BACKUP SLIDES



DHT Lookup Latency
Evaluation

80% of requests from EU/NA resolve in < 500ms



DHT Lookup Latency
Evaluation

Constant 1s lookup delay



Context
Evaluation

[1] Network Crawls with Nebula: https://github.com/dennis-tra/nebula



Centralized Decentralized

Decentralized
Principle I



IPFS Ecosystem
A part of the..



Content Addressing
Design Fundamentals



Cloud 
Provider 
Dependency

Crawler Results

● Very small minority of nodes hosted on centralised cloud 
infrastructure!
○ At least on providers whose IP addresses are public.



Peer Addressing
Design Fundamentals



Agent Version 
Uptake

Metrics & Statistics


