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Network Incident YANG: Recap

 Joint presentation with incident terminology draft during
IETF 119

e Clarify how network incident work together with other related
work(e.g., alarm model service assurance model, L3NM, L2ZNM,

Fault and Problem etc) in IETF
Management e Clarify how Network incident terminology can be aligned with
TMF
draft-ietf-nmop-terminology * This draft was adopted in May 08 after IETF 119
Terminologies for Network fault * https://mailarchive.ietf.org/arch/msg/nmop/KMK-
and Problem Management 7PKfK7Rk6nhptTf8rRgGOPM/

e Thanks Dhruv and Qiufang Ma, Med for detailed review on this
draft, see issues tracking at:

draft-ietf-nmop-network- * https://github.com/ietf-wg-nmop/draft-ietf-nmop-network-
incident-yang/issues?q=is%3Aissue+is%3Aclosed

draft-ietf-nmop-network-

incident-yang-02 anomaly-architecture-00
* A coordination meeting on incident terminology was
Network Incident Network Anomaly called by Adrian in IETF 120
Management Detection Architecture * Incident related terminologies were reviewed.

* The outcome of the meeting is

* to produce the updated incident terminology draft to resolve
incident terminology misunderstanding
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Document Status

* The latest update is v-(02), changes compared to the previous
versions:
» Refer to the terminology draft for terminology alignment.
* Add JSON example in the appendix.
* Add failure handling process for rpc error.

* Update YANG data model based on issues raised in issue tracker of
the github.

e Update Tree Diagram to align with YANG module code change.

* Clarify the relationship between incident-no and incident-id.

* Align with TMF terminology and also differentiate from TMF work
* Clarify incident management vs fault management

e Other Editorial changes.




Network Incident Terminology Alignment

Previous version v-00 Latest version v-02
Section 2 Convention and Definition Section 2 Convention and Definition

The Ffollowing terms are defined in [RFCS632].,
[I-D. ietfnmop—terminology] and are not redefined here:

Network Incident: An unexpected interruption of a network service,
degradation of network service quality, or sub-health of a network

service [TMF724A].

< alarm
. . . == event

Problem: The cause of one or more incidents. The cause is not b brobiem

usually known when a problem record is created, and the problem +  incident

management process 1s responsible for further investigation The followins terms are defined in this document:

[TMFT24A]. i ciruption of & nertwork cervice. deorodarion of & notworh cerviee
aguality, or sub—health of a networlk serwvice [TMF7Z24A7]. A networloc
incident is a single unplamnned event that causes networlk service
interruption. A problem is one cause or potential cause of one or
more network incidents. The repeated network incidents can be

raised as the problem.

Incident manasement: Lifecycle management of network incidents,
including networlk incident identification, reportings,
acknowledgement, diagnosis, and resolution. Different from fTault
management, it take warious different data sources including
alarms, metrics. and other anomaly information and agsresate them
into one or a Tew amount of networlk incidents irrespective laver
through correlation analysis and the service impact analysis. One

fault on the network device can be raised by one network incident,

Section 1 Introduction one Tault on the network device can cause multiple networlk

incidents, e. . . multiple serwvice offerings that are dependent on
. . that device will go down and others may suffer increased latencwy
span across layer for multi-layer network troubleshooting. A network as redundant routes become more consested.

incident refers to an unexpected interruption of a network service, Section 1 Introduction
degradation of a network service quality, or sub-health of a network

: : : : A network incident refers to an undesired occurence such as an
service [IMF724A]. Different data sources including alarms, metrics

unexpected interruption of a network service, degradation of a network
service quality, or sub—health of a network service
The main changes: [I-D. ietfnmop—terminology] [TMF724A]. Different data sources

1. Reference Incident and Problem, event terminologies from Use [I-D.ietf-nmop-terminology] and Define Network incident
to emphasize it used at the network level.

2. Use [I-D.ietf-nmop-terminology] as normative reference and use TMF work as informative references
IETF121 NMOP Meeting, Dublin 4



Incident Management vs Fault Management

Section 2 Convention and Definition

The following terms are defined in this document:

* In the Network Incident Definition:
Network incident: An undesired occurrence such as an unexpected

interruption of a network service,degradatim} of a network service ¢ The rEIation between Network
quality, or sub—health of a network service [TMF724A]. A network incident and the problem iS Clariﬁed.

incident is a single unplanned event that causes network service
interruption. A problem is one cause or potential cause of one or

more network incidents. The repeated network incidents can be o In the |nC|dent management
raised as the problem. e e .
definition:
Incident management: Lifecycle management of network incidents,

including network incident identification, reporting, * The rEIation between faUIt and
acknowledgement, diagnosis, and resolution. Different from fault network incident iS Clariﬁed

management, it take various different data sources including

alarms, metrics, and other anomaly information and aggregate them ° ey .

into one or a few amount of network incidents irrespective layer In add|t|0n, the rEIat|On between faUIt
through correlation analysis and the service impact analysis. One management VS incident management
fault on the network device can be raised by one network incident, . . (-

one fault on the network device can cause multiple network IS Clarlfled-

incidents, e.g., multiple service offerings that are dependent on
that device will go down and others may suffer increased latency
as redundant routes become more congested
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RPC Error Handling

* During WG adoption call in NMOP, one suggestion from Qiufang is to add RPC
error Handling for incident-diagnose and incident-resolve

* Implemented changes in v-01:

The tree diagram [RFC8348] for structures are defined as follows: Valid errors that canm occur for each structure defined in this

doucment are described as follows:
structure incident-acknowledge-error-info:
+-- incident-acknowledge-error-info
+-- incident-no? incident-ref
+-- reason? identityref
+-- description? string incident-diagnose-error-info

incident-acknowledge-error-info

repeated-acknowledge

structure incident-diagnose-error-info:
root-cause-unlocated

permission-denied
+-- incident-no? incident-ref operation-timeout

+-- Teason? identityref resource-unavailable
+-- description? string
structure incident-resolve-error-info:

+-- incident-diagnose-error-info

incident-resolve-error-info

+-- incident-resolve-error-info root-cause-unresolved
+-- incident-no? incident-ref permission-denied
+-- reason? identityref operation-timeout
. ) . resource-unavailable
+-- description? string
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JSON Example

* During WG adoption call in NMOP WG, it was suggested by Dhruv to add
JSON example

* Implemented JSON example in the Appendix A

Network Incident management with specific network topology and the network service

"incident-no": 56433218, root-causes”: | "root-event": [

"incident-id": "line fault", { {

"service-instance”: ["optical-svc-A"], "name": "Feeder fiber great loss change", "event-id": "8921834",
"domain": "FAN", "detail-information": "The connector of the optical fiber "type": "alarm’
"priority": "eritical", is contaminated, Or the optical fiber is bent too much.”, }
"occur-time": "2026-03-10T04:01:127", "root-cause": { r
" ~ S e . . " "events": [
clear-time": "2026-83-10T06:81:12Z", "network-ref": "example:L2-topo”, {
"ack-time": "2026-83-10T@5:01:127" . , )
! "node-ref": "example:D1", " -id": "8921832"
"last-updated”: "2026-83-10T@5:31:122", ) ) P even-1as :
., o . resource”: | "type": "alarm”
status": "unacknowledged-and-uncleared”, )
"category": "Line", { '
"source”: [ "name": "7985e@la-5aad-1lea-b214-286ed488cf99" , {
' " el e 0 " "even-1id": "8921833",
{ cause-name": "ltp", 5
type": "alaxm
"node-ref": "example:D1", "detail": "Frame=08, Slot=A, Subslot=65535, Port=7, ) yP
"network-ref": "example:L2-topo", ODF= ODF@@L, LevellSplitter= splitter@g2s” {
"resource”: [ } "even-id": "8921834",
{ ] "type": "alarm"
"name": "7985e@la-5aad-llea-b214-286ed488cfa9" }
} 1

]
}
] r
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Next Step

* 10 issue tickets have been closed in the github, 2 new issue tickets are
waiting for resolving.

e https://github.com/ietf-wg-nmop/draft-ietf-nmop-network-incident-yang/issues

* Working on incorporate additional comments and suggestions:
e Adrian’s comments on terminology update
* https://mailarchive.ietf.org/arch/msg/nmop/anioloycwW4j5botgGC20s6zcjg/

 Thomas’s comments on terminology alignment
* https://mailarchive.ietf.org/arch/msg/nmop/ZwFTpPnET9JTVEdxsAwjuxodulg/

e Further Investigate how to better align Network Anomaly detection with
this incident management YANG.

e Continue to improve the draft based on input and comments!
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