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The takeaways of this talk

● Netflix is combining Adaptive Bitrate (ABR) and Congestion Control (CC) 
○ ABR & CC needs to work together
○ Less bursty traffic, better QoE

● YouTube is experimenting with similar ideas
○ They also found it beneficial

Combining ABR & CC is good for everyone.

You should try it out. 



How does ABR + CC work together today?
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They can interfere with each other;



Combining them can achieve great things!
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How do we make it better?

What goes wrong in this picture?
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Download as fast as possible.

TCP aims to fully utilize its fair share.



Video today is usually not throughput limited
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Top video bitrates grows slower

Avg. Netflix throughput 
is 13x higher than 
video bitrate



How ABR + CC works together today

Video rate 
selection

Downloads 
the video 
segment 

through TCP

Initial 
video 
rate

Is there space in the playback buffer? 

Measurement
(based on TCP throughput)

Player state

Download as fast as possible.

Throughput is often higher than 
video rate.

Bursty video traffic

Limited playback 
buffer.



Time

Time

Video traffic is bursty today, and it doesn’t need to be.
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The impact of bursty traffic is visible
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From: Scott Danahy

https://docs.google.com/file/d/1vTKCnfRmeZdbEA9blDQWK7RS3wJfW_Zq/preview


How can the two logics help each other?
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App-informed pacing



Just need enough throughput for ABR algorithm to pick highest bitrate

ABR should inform CC to pace based on the QoE needs
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Just need enough throughput for ABR algorithm to pick highest bitrate

ABR should inform CC to pace based on the QoE needs
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Min. throughput required by ABR algorithm
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Avg. Netflix throughput
(13x bitrate)



Large-scale experiments at Netflix

Metric Results
Instantaneous Throughput 62% lower
Retransmissions 50% lower
Round-trip times 19% lower
All with QoE improvements (see paper for details)

App-informed pacing reduces congestion-related metrics:

Promising results towards combining ABR & CC



What now?

● YouTube is experimenting with similar techniques
● Netflix is in the process of rolling out app-informed pacing

○ Productization considerations: 
■ Server CPU consumption
■ Mobile client power consumption

○ On track to fully productization soon
● Netflix and YouTube are working together to quantify some of the benefits

If you want to try it out,
Let’s chat!

Te-Yuan (TY) Huang / thuang@netflix.com


