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Talk Outline

 Aims and objectives
* Implementation and performance of TFRC

 Implications for real-time video
— Protocol issues
— System design issues
— Experimental results

e Open issues and implications for DCCP



Aims and Objectives

« Evaluate performance of interactive video confenag systems
running over congestion controlled transport

— Implemented video conferencing tool
 PAL/NTSC format video
* Motion-JPEG compression responsive, low compression delay
» Typical data rate ~10s Mbps
— User space implementation of TFRC, sending fedd@tin RTCP, data
In modified RTP packets
o draft-ietf-avt-tfrc-profile-05.txt
 DCCP implementations not available when work ethrt

« Expect many results applicable to DCCP implementailthough a kernel
implementation might have better timing charactess

— Experiments

* Over Internet: Arlington, VA- Glasgow~ Helsinki
» Using local test bed (FreeBSD dummynet)



Implementation

 TFRC implementation can be done at applicatioellgyart of
existing RTP stack

* Four basic functions in feedback loop:
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 Challenges:

— Accurate packet spacing at sender
— Timely feedback
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Implementation: TFRC sender

« High performance video requires small inter-packegtrval

 Difficult to accurately schedule packets
— Due to inaccurate wakeup after sleep, thread stihgdssues
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Implementation: TFRC receiver

o Similar issues with slow wakeup
— System slow to schedule thread on expiry of feddbawer
— 10ms wakeup latency not uncommon
— Significantly delays feedback

« Timing inaccuracy in sender and receiver posagraficant
challenge to stable TFRC implementation



Experimental Performance: TFRC
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Experimental Performance: TFRC

3.5ms - 8000 Kbit/s
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* Issues: e

— Bursty sending behaviour
» Packets sent in bursts spaced around wakeup atgerv
« Degenerates into something similar to a windoweldaspproach
« May be simpler just to use a window based profocol

— Slow feedback

« With 10ms wakeup latency and 3.5ms RTT, possilniddedback to be
delayed >2RTT due to inaccuracies

» Will force sender to halve sending rate

« Have found stability difficult to achieve with RT910-20ms



Network Round Trip Times

From Glasgow, the RTT to much of
the UK is within problematic region

UK <15ms

Europe 20-50ms

/ms
United States 100-150ms

Far East ~300ms @ 3.5ms

east.isi.edu

« Straight forward to add smoothing to protocol
— Reduces responsiveness and fairness to TCP
— Kernel implementation of TFRC likely more accuriteing = smoother



Implementation: Video Transmission

e y « Capture and transmission operate on
m-»‘cam; o || Ghae ~ e ] different time scales
avice Lo T____aPLUIQ Bi_n_g_' .
- v — Slow bursts of arrivals from codec
Color
/ — Fast, smoothly paced, transmission
s :  Mismatched adaptation rates
Codecs]q—p{ Encoder } _ :
Seé"""gmer — TFRC= O(round-trip time)
— Codec= O(inter-frame time)

v — Relies on buffering to align rates,
*‘—J varies codec rate

« Capture and encoding process causes timing prgblem
— Capture DMA operation can disrupt other bus a@sess
— Encoding uses significant amounts of processa tim
 M-JPEG currently, other codecs likely much worse

» Linux general purpose scheduler barely adequagetipredictable thread scheduling in
this environment; real-time scheduler difficultttme/debug

« Sender dynamics difficult to tune and debug




Experimental Performance: Video
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PSNR

Experimental Performance: Video
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« Poor man’s video quality metric:
— Peak Signal to Noise Ratio (PSNR)
— Significant variation in quality over
session lifetime
« Changes in input source requires a
variable output rate
» Constrained to be smooth by TFRC
= quality varies instead

Also see packet losses due to rate
limit at sending buffer
— Could be solved by faster codec
adaptation

— But: requires codec that can change
compression ratiaithin a frame

» Effect on quality unclear;
implementation challenge



Issues: Slow Start

o Slow start requires an application to send atnaitatial rate,
Increasing exponentially each round-trip time whavdoss is
reported

— Duration of slow start period depends on netwarkdttions; unpredictable

* Video codec must be capable of such a rapid isere@asending
rate whilst maintaining reasonable picture quality

— Requires a highly scalable codec, capable of ngrgompression ratio on
the order of network RTT
 i.e. while coding a frame, since RTT likely doaggmatch frame rate
* Not clear this is feasible
— Current implementation generates dummy data instead
» Seems wasteful, but can cover call setup delay



Issues: Steady State

« Application required to send at a roughly constaig, based on
average loss rate observed

— Transmission rate narrowly bounded

» Large bursts above the prescribed rate must bieeyalue to insufficient
capacity; less aggressive senders will be “beav@mtiby TCP traffic as
consequence of the TFRC algorithm

* Imposes constraints on when a codec can changsats

» Given sufficient buffering, and use of dummy daggyossible to meet rate
constraints; not clear feasible for interactiveteyss

— Difficult to accurately match transmission rate

» Requires codec that can change rate on O(RTT) tiakes

— High frame rate; or codec that can vary compresaithin a frame
* Requires accurate feedback timing
* Problems with short RTT



Conclusions

 Initial experiments raise more questions than dneswer

— Likely possible to run video over TFRC, with maephisticated codecs
» Impact on perceptual quality of implied qualityrizdion unclear
« Likely easier as video quality, frame-rate andvwgk bandwidth increase

— Slow start very problematic
« Codecs don’t adapt in an appropriate way

— Given difficulty in matching rate, and resultingrty behaviour, not clear
that window based congestion control wouldn’t be erappropriate

« To what extent is sending dummy data appropriate?

« DCCP a good base for experimentation

— Not clear we understand problem sufficiently teegoroduction quality
advice on implementation of congestion controllgeractive video on
TFRC



