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seeking for a one-size-fits-all solution
= to enable multi-homing and failover
" to eliminate renumbering



Solution Analysis

) technical -
benefits maturity deployability
proxying no renumbering
network- (LISP, Ivip) multi-homing
based
o)llsle)gy  translation clear
(Six/One Router) incentives
ID/address well
host- (H:-PIIIELP) understood
based
solutions address well
indirection
(Shimé, Six/One) understood

= all solutions with strengths and weaknesses
= solutions can complement each other



eliminate renumbering
in network
=

multi-homing
in hosts
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host-based + network-based solutions
" independent of each other
= complementary in benefits



transparency .y : limited benefits
- extra indirection .-
to application for applications

extra resolution
extra security
extra infrastructure
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more complex implementation

more administration
less performance » deployment hurdle
more dependencies

= application transparency implies deployment hurdle
= API evolution proves desire for transparency unfounded
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Hostname-Oriented Stack

leaacy stack stack with hostname-
gacy stable address oriented stack
application M
stable
address

hostname-oriented API

backwards compatibility — not transparency
= simpler stack architecture
= easier application programmability (indirection in stack)



application

stack

hosthame-
oriented stack

P
= connect to hostname using service

= accept by hostname using service
\.

(a session name allocation
= hostname resolution + verification hostname-oriented API
= connectivity check

" address selection + update

P
= regular IP packets

= host/service name extensions initially

\_

= explicit service names supersede well-known port numbers
= session hames = port numbers without service semantics
= regular IP packets on wire



address a.b.c.d address V.X.Y.2 [

application stack stack h application

accept from any
to peer.right.net
using HTTP
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host.left.net has

peer.right.net has

addl’eSS anbn©n@] address vﬂxnynz rrrrrr
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application stack stack / application
connect accept from any
from host.left.net |source a.b.c.d destination v.x.y.z to @W?[rﬂgl]zl&_.i_[r_nr@;t
to peer.right.net | session source 101 < using
using HTTP » | from host.left.net to peer.right.net
using HTTP >
[resolve peer.right.net verify peer.right.net ]

[allocate session name l

| allocate session name]




host.left.net has peer.right.net has
address a.b.c.d address VXY.Z -

application stack stack " application

connect accept from any
from host.leftnet |source a.b.c.d destination v.x.y.z to @Wfﬂgﬂﬂlﬁ'}@r@g
to peer.right.net | session source 101 < using
using HTTP » | from host.left.net to peer.right.net
using HTTP >
[r(?solve @gh&, source V.X.y.z destination a.b.c.d I verify peer.right.ne ]

[allocate session namel session source 20 destination 101 < - _

from peer.right.net to host.left.net | | allocate session name]
using HTTP

<

source a.b.c.d destination V.X.y.z
session source 20 destination 101

>




host.left.net has peer.right.net has
address a.b.c.d address V.X.Y.2 [

application stack stack / application

connect accept from any
from host.leftnet |source a.b.c.d destination v.x.y.z to @Wfﬂgﬂﬂlﬁ'}@r@g
to peer.right.net | session source 101 < using

using HTTP » | from host.left.net to peer.right.net
using HTTP

>
[r(?solve @gh&, source V.X.y.z destination a.b.c.d mﬂ:ﬂghﬁu@@ ]

: session source 20 destination 101 < I
[allocate Session na@ from peer.right.net to host.left.net @cate session name]

using HTTP

connected < accepted

from host.left.net | Source a.b.c.d destination v.x.y.z from host.left.net
to peer.right.net | S€Ssion source 20 destination 101 to peer.right.net
< using HTTP | ising HTTP .




connection-less protocols
bootstrapping protocols
anonymous protocols
mobility support
middlebox support
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human-readable hosthames
multi-homing support
mobility support
no renumbering of hosts
no new layer of indirection
no new infrastructure
addressing functions in stack

better middlebox support

for users

yes

yes

yes

yes

yes

for host
admini-
strators

yes

yes

yes

for
application
developers

yes

yes

yes

yes

for
or OS
network
endors
operators
yes
yes
yes
yes
yes



= could simply be unilateral IPv6 prefix translation
reachability via 1-to-1 mappings
robust via statelessness
transparent to applications via hostname-oriented stack

= 3s easily deployable as NATs
no external dependencies
local affects only
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= dual approach most reasonable
exploit strengths of either approach
align costs with benefits

= possible dual approach
multi-homing + more via hosthame-oriented stack
no renumbering in networks via prefix translation
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