Abstract

Point-to-MultiPoint (P2MP) Multiprotocol Label Switching (MPLS) and Generalized MPLS (GMPLS) Traffic Engineering Label Switched Paths (TE LSPs) are established using signaling procedures defined in [RFC4875]. However, [RFC4875] does not address several issues that arise when a P2MP-TE LSP is signaled in inter-domain networks. One such issue is the computation of a loosely routed inter-domain P2MP-TE LSP paths that are re-merge free. Another issue is the reoptimization of the inter-domain P2MP-TE LSP tree vs. an individual destination(s), since the loosely routing domain ingress border node is not aware of the reoptimization scope. This document defines the required protocol extensions needed for establishing and reoptimizing P2MP MPLS and GMPLS TE LSPs in inter-domain networks.
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1. Introduction

[RFC4875] describes procedures to set up Point-to-Multipoint (P2MP) Traffic Engineering Label Switched Paths (TE LSPs) for use in MultiProtocol Label Switching (MPLS) and Generalized MPLS (GMPLS) networks.

As with Point-to-Point (P2P) TE LSPs, P2MP TE LSP state is managed using RSVP messages. While the use of RSVP messages is mostly similar to their P2P counterpart, P2MP LSP state differs from P2P LSP in a number of ways. In particular, the P2MP LSP must also handle the "re-merge" problem described in [RFC4875] section 18.

The term "re-merge" refers to the situation when two source-to-leaf (S2L) sub-LSPs branch at some point in the P2MP tree, and then intersect again at another node further downstream the tree. This may occur due to discrepancies in the routing algorithms used by different nodes, errors in path calculation or manual configuration, or network topology changes during the establishment of the P2MP LSP. Such re-merges are inefficient due to the unnecessary duplication of data and also consume additional network resources. Consequently one of the requirements for signaling P2MP LSPs is to choose a P2MP path that is re-merge free. In some deployments, it may also be required to signal P2MP-TE LSPs that are both re-merge and crossover free [RFC4875].

For the purposes of this document, a domain is considered to be any collection of network elements within a common sphere of address management or path computational responsibility. Examples of such domains include Interior Gateway Protocol (IGP) areas and Autonomous Systems (ASes). A border node is a node between different routing domains.

The re-merge free requirement becomes more acute to address when P2MP LSP spans multiple domains. This is because in an inter-domain environment, the ingress node may not have topological visibility into other domains to be able to compute and signal a re-merge free P2MP LSP. In that case, the border node for a new domain will be given loose next hops for one or more destinations in a P2MP LSP. A border node computes paths in its domain by individually expanding the loose next hops for the destinations when signaled to it. A border node can ensure that it computes the re-merge free paths while performing loose hop ERO expansions by individually grafting destinations. Note that the computed P2MP tree by a border node in this case may not be optimal. When processing a Path message, the border node may not have knowledge of all the destinations of the P2MP LSP; for example, in the case when not all S2L sub-LSPs pass through this border node. In that case, existing protocol mechanisms
do not provide sufficient information for it to be able to expand the loose hop(s) such that the overall P2MP LSP tree is guaranteed to be re-merge free.

[RFC4875] specifies two approaches to handle re-merge conditions. The first method is based on control plane handling the re-merge. In this case the node detecting the re-merge condition, i.e. the re-merge node initiates the removal of the re-merge sub-LSP(s) by sending a PathErr message(s) towards the ingress node. However, this can lead to a deadlock in setting up the P2MP LSP in certain cases; for example, when the first S2L setup causes the re-merge with all subsequent S2Ls in the tree. The second method is based on the data plane handling the re-merge condition. In this case, the re-merge node allows the re-merge condition to persist, but data from all but one incoming interface is dropped at the re-merge node. This ensures that duplicate data is not sent on any outgoing interface. However, network resources (such as bandwidth capacity) are wasted as long as re-merge condition persists which is inefficient.

[RFC4736] defines procedures and signaling extensions for reoptimizing an inter-domain P2P LSP. Specifically, an ingress node sends a "path re-evaluation request" to a border node by setting a flag (0x20) in SESSION_ATTRIBUTES object in a Path message. A border node sends a PathErr code 25 (notify error defined in [RFC3209]) with sub-code 6 to indicate "preferable path exists" to the ingress node. The ingress node upon receiving this PathErr may initiate reoptimization of the LSP. [RFC4736] however does not define a procedure to reoptimize the entire P2MP LSP as a whole tree.

As per [RFC4875] Section 14, for a P2MP LSP, an ingress node may reoptimize the entire P2MP LSP by resignaling all destinations (Section 14.1, "Make-before-Break") or may reoptimize individual the destinations (Section 14.2 "Sub-Group-Based Re-Optimization"). Generally speaking make-before-break is considered available for "whole" P2MP LSP reoptimization, but it can also be used for reoptimizing physical routes for specific sub-LSP(s). The Sub-Group-Based reoptimization is not always applicable because it can lead to data duplication inside the backbone.

1.1. Summary of Solutions

This document defines RSVP-TE signaling procedures for P2MP LSP to handle the re-merge condition when using either the control plane or data plane approach. The procedures are applicable to both MPLS TE and GMPLS networks.

The control plane solution for the re-merge problem makes use of the crankback signaling mechanism of the RSVP protocol. [RFC5151]
describes such mechanisms for applying crankback to inter-domain P2P LSPs, but does not cover P2MP LSPs. Also, crankback mechanisms for P2MP LSPs are not addressed by [RFC4875]. This document describes how crankback signaling extensions for MPLS and GMPLS RSVP-TE defined in [RFC4920] can be used for setting up P2MP TE LSPs to resolve re-merges.

The data plane solution for the re-merge problem described in [RFC4875] is extended by using a new flag in the LSP_ATTRIBUTES TLV (in a Path message) and a new flag in RRO Attributes Sub-object (in a Resv message) in RSVP. The LSP_ATTRIBUTES TLV (in a Path message) and RRO Attributes Sub-object (in a Resv message) have been defined in [RFC5420]. This document describes how these new flags can be used to handle P2MP re-merge conditions efficiently.

For P2MP LSP, a border node may have loosely routed entire or part of the P2MP LSP by expanding EROs in Path messages of the destinations. Border node does not know with the signaling procedure defined in [RFC4736] if an ingress node is requesting a reoptimization for an individual destination(s) or reoptimization of the entire P2MP tree. Signaling extension and procedure are defined in this document to handle reoptimization of an individual destination(s) and the reoptimization of the entire P2MP tree. Basically, a new query message is defined in LSP_ATTRIBUTES TLV to request for a "P2MP-TE Tree Re-evaluation" and a new sub-code is defined for PathErr message to indicate "Preferable P2MP-TE Tree Exists".

1.2. Path Computation Techniques

This document focuses on the case where the ingress node does not have full visibility of the topology of all domains and is therefore not able to compute the complete P2MP tree. Rather, it includes loose hops to traverse the domains for which it does not have full visibility and ingress border nodes(s) of each transit domain is responsible for expanding those loose hops.

The solution presented in this document do not guarantee optimization of the overall P2MP tree across all domains. Path Computation Element (PCE) can be used, instead, to address global optimization of the overall P2MP tree.

1.3. Use cases

Service providers having a network with multiple routing domains are interested to use the network for P2MP-TE LSPs. This allows the service providers to use the network to carry multicast and broadcast traffic (such as video). Service providers can deploy the VPLS and MVPN services in the network using inter-domain P2MP TE LSPs. The use
case is for P2MP TE LSPs across multiple routing domains that belong
to a single administrative area. Use case for the Multiple
administrative domains (e.g. autonomous systems) is outside the scope
of this document.

2. Conventions used in this document

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
"SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [RFC2119].

3. Control Plane Solution For Re-merge Handling

It is RECOMMENDED that boundary re-routing is requested for P2MP LSPs
traversing multiple domains. This is because border nodes that are
expanding loose hops are typically best placed to correct any re-
merge errors that occur within their domain, not the ingress node.

3.1. Single Border Node For All S2Ls

It is RECOMMENDED that the ingress node of a P2MP LSP selects the
same ingress border node in the loose hop ERO for all sibling S2L
sub-LSPs that transit through a given domain. The reason is that it
will increase the possibility of re-merge downstream if two or more
border nodes have roles simultaneously to expand loose EROs. An
ingress border node that performs the loose ERO expansion for
individual sub-LSP(s) has the necessary state information for the
destinations transiting through its domain to ensure computed P2MP
tree is re-merge free.

3.2. Crankback and PathErr Signaling Procedure

As mentioned in [RFC4875], in order to avoid duplicate traffic, the
re-merge node MAY initiate the removal of the re-merge S2L sub-LSPs
by sending a PathErr message to the ingress node of the S2L sub-LSP.

Crankback procedures for rerouting around failures for P2P RSVP-TE
LSPs are defined in [RFC4920]. These techniques can also be applied
to P2MP LSPs to handle re-merge conditions, as described in this
section.

If an ingress border node on the path of the P2MP LSP is unable to
find a route that can supply the required resources or that is re-
merge free, it MUST generate a PathErr message for the subset of the
S2L sub-LSPs which it is not able to route. For this purpose the
ingress border node SHOULD try to find a minimum subset of S2L sub-
LSPs for which the PathErr needs to be generated towards the ingress
node. These are the S2L sub-LSPs on an incoming interface that has less number of S2L sub-LSPs compared to the second incoming interface that is causing the re-merge condition.

The RSVP-TE Notify messages do not include S2L_SUB_LSP objects and cannot be used to send errors for a subset of the S2L sub-LSPs in a Path message. For that reason, the error generating node SHOULD use a PathErr message rather than a Notify message to communicate the error. In the case of a re-merge error, the node SHOULD use the error code "Routing Problem" and the error value "ERO resulted in re-merge" as specified in [RFC4875].

A border node receiving a PathErr message for a set of S2L sub-LSPs MAY hold the message and attempt to signal an alternate path that can avoid re-merge through its domain for those S2L sub-LSPs that pass through it. However, in the case of a re-merge error for which some of the re-merging S2L sub-LSPs do not pass through the border node, it SHOULD propagate the PathErr upstream towards the ingress node. If the subsequent attempt by the border node is successful, the border node discards the held PathErr and follows the crankback roles of [RFC4920] and [RFC5151]. If repeated subsequent attempts by the border node are unsuccessful, the border node MUST send the held PathErr upstream towards the ingress node.

If the ingress node receives a PathErr message with error code "Routing Problem" and error value "ERO resulted in re-merge", then it SHOULD attempt to signal an alternate path through a different domain or through a different border node for the affected S2L sub-LSPs. The ingress node MAY use the error node information from the PathErr for this purpose.

However, it may be that the ingress node or an ingress border node does not have sufficient topology information to compute an Explicit Route that is guaranteed to avoid the re-merge link or node. In this case, Route Exclusions [RFC4874] may be particularly helpful. To achieve this, [RFC4874] allows the re-merge information to be presented as route exclusions to force avoidance of the re-merge link or node.

As discussed in [RFC4920] section 3.3, border node MAY keep the history of PathErrs. In case of P2MP LSPs, ingress node and border nodes may keep re-merge PathErrs in history table until S2L sub-LSPs have been successfully established or until local timer expires.
4. Data Plane Solution For Re-merge Handling

As mentioned in [RFC4875], a node may accept the re-merging S2Ls but only send the data from one of these interfaces to its outgoing interfaces. That is, the node MUST drop data from all but one incoming interface causing the re-merge. This ensures that duplicate data is not sent on any outgoing interface. Note that data plane may be either programmed to drop the incoming traffic for the S2L sub-LSP or not programmed at all.

It is desirable to avoid the persistent re-merge condition associated with data plane based solution in the network in order to optimize bandwidth resources in the network.

The following sections define the RSVP-TE signaling extensions for "P2MP- TE Re-merge Recording Request" and "P2MP-TE Re-merge Present" messages.

4.1. P2MP-TE Re-merge Recording Request Flag

In order to indicate to traversed nodes that P2MP-TE re-merge recording is desired, a new flag in the Attribute Flags TLV of the LSP_ATTRIBUTES object defined in [RFC5420] is defined as follows:

Bit Number (to be assigned by IANA): P2MP-TE Re-merge Recording Request flag

The "P2MP-TE Re-merge Recording Request" flag is meaningful in a Path message and is inserted by the ingress node or a border node in the LSP_ATTRIBUTES object.

If the "P2MP-TE Re-merge Recording Request" Flag is set, it implies that the "P2MP-TE Re-merge Present" flag defined in the next section MUST be used to indicate to the ingress and ingress border nodes of the transit domains that a re-merge condition is present for this S2L sub-LSP but accepted, and that incoming traffic is being dropped for this S2L sub-LSP.

The rules of the processing of the Attribute Flags TLV of the LSP_ATTRIBUTES object follow [RFC5420].

4.2. P2MP-TE Re-merge Present Flag

The "P2MP-TE Re-merge Present" Flag is the counter part of the "P2MP-TE Re-merge Recording Request" flag defined above. Specifically, RSVP signaling extension is defined to indicate to the
upstream node of the re-merge condition and that incoming traffic is being dropped for the given S2L.

When a node accepts a re-merge condition by dropping traffic from an incoming interface for an S2L due to the re-merge condition, and if it understands the "P2MP-TE Re-merge Recording Request" in the Attribute Flags TLV of the LSP_ATTRIBUTES object of the Path message, the node MUST set the newly defined "P2MP-TE Re-merge Present" flag in the RRO Attributes sub-object defined in [RFC5420] in RRO.

The following new flag for RRO Attributes Sub-object is defined as follows:

Bit Number (same as bit number assigned for "P2MP-TE Re-merge Recording Request" flag): P2MP-TE Re-merge Present flag

The "P2MP-TE Re-merge Present" flag indicates that the S2L is causing a re-merge. The re-merge has been accepted but the incoming traffic on this S2L is dropped by the reporting node.

The rules of the processing of the RRO Attribute Sub-object in the Resv message follow [RFC5420].

4.3. Signaling Procedure

When a node that does not support data plane based re-merge handling receives an S2L sub-LSP Path message with LSP Attributes sub-object that has "P2MP-TE Re-merge Recording Request" Flag set, and if the S2L is causing a re-merge condition, the node MUST reject the S2L sub-LSP Path message and send the PathErr with the error code "Routing Problem" and the error value "ERO resulted in re-merge" as specified in [RFC4875]. If a node is capable of data plane based re-merge handling but operator may have disabled it via a configuration, the node MUST also reject the re-merge and send this PathErr.

When a Path message is received at a transit node for an S2L sub-LSP and "P2MP-TE Re-merge Recording Request" Flag is set in the LSP Attributes sub-object, the node MAY decide to accept the re-merge S2L sub-LSP based on the local policy and node capability. In this case, before the Resv message is sent to the upstream node for this S2L sub-LSP, the node MUST add the RRO Attributes sub-object in the Resv RRO if not already present and set the "P2MP-TE Re-merge Present" Flag if traffic from the incoming interface of this S2L sub-LSP will be dropped. This same incoming interface can still be used for a different S2L sub-LSP in the P2MP LSP to forward traffic and "P2MP-TE Re-merge Present" flag will not be set for that S2L sub-LSP. Note
that rules for adding or modifying the other RRO sub-objects do not change due to this flag.

When a transit node receives a Resv message for an S2L that is causing a re-merge condition, the node MUST set the "P2MP-TE Re-merge Present" flag in the RRO Attributes sub-object in the Resv message if it decides to drop the incoming traffic of this S2L. The "P2MP-TE Re-merge Present" flag in RRO Attribute sub-object is not set for the S2L(s) whose incoming interface is selected to receive and forward the traffic.

An ingress node MAY immediately start sending traffic on all S2Ls in up state even when re-merge conditions are present on some S2Ls of the P2MP LSP.

The proposed signaling extensions allow an ingress node and an ingress border node to have a complete view of the re-merge conditions on the entire S2L path and on all S2Ls of the P2MP tree. The ingress or ingress border node in this case can take appropriate actions to resolve the re-merge conditions and optimize network bandwidth resources usage. This can be achieved by computing and selecting alternate path(s) for the S2L(s) bypassing the re-merge node(s).

The proposed signaling extensions are equally applicable to single domain scenarios.

A node where re-merge is present, may decide to select a different incoming interface to forward traffic from in the future. In that case, a Resv change message with updated "P2MP-TE Re-merge Present" flag in the RRO is sent upstream for all effected S2Ls. For the new set of S2L sub-LSPs whose traffic from the incoming interface is dropped, "P2MP-TE Re-merge Present" flag will be set.

A border node due to local policy MAY remove the record route object from the Resv message of the S2L sub-LSP and propagate Resv message towards the ingress node. When such a policy is provisioned, the border node may attempt to correct the re-merge condition in its domain. If the border node is not able to resolve the re-merge condition, the border node SHOULD send the PathErr with the error code "Routing Problem" and the error value "ERO resulted in re-merge" as specified in [RFC4875].

5. Intra-domain P2MP-TE LSP Re-merge Handling

Re-merges between S2Ls in a single domain can occur due to provisioning errors or path computation errors in the environment.
where IGP-TE or PCE is used. Re-merges can also happen in the
environment where static routing or static path selection policy is
applied at ingress (e.g., CSPF calculation is disabled due to some
operational reasons), regardless of using loose or static hops. In
either case, procedures described in this document are equally
applicable to the intra-domain (i.e. single domain) P2MP-TE LSPs.

6. Reoptimization Handling

6.1. P2MP-TE Tree Re-evaluation Request Flag

In order to query border nodes to check if a preferable P2MP tree
exists, a new flag is defined in Attributes Flags TLV of the
LSP_ATTRIBUTES object [RFC5420] as follows:

Bit Number (to be assigned by IANA): P2MP-TE Tree Re-evaluation
Request flag

The "P2MP-TE Tree Re-evaluation Request" flag is meaningful in a Path
message of an S2L sub-LSP and is inserted by the ingress node.

6.2. Preferable P2MP-TE Tree Exists Flag

In order to indicate to an ingress node that a preferable P2MP-TE
tree is available, following new sub-code for PathErr code 25 (notify
error) is defined:

Sub-code (to be assigned by IANA): Preferable P2MP-TE Tree Exists
flag

When a preferable P2MP-TE tree is found, the border node MUST send
"Preferable P2MP-TE Tree Exists" to the ingress node in order to
reoptimize the entire P2MP LSP.

6.3. Signaling Procedure

Using signaling procedure defined in [RFC4736], an ingress node MUST
initiate "path re-evaluation request" query to reoptimize a
destination in a P2MP LSP. Note that this message MUST be used to
reoptimize a single or a sub-set of the destinations in a P2MP LSP.
Ingress node MUST send this query in a Path message for each
destination it is reoptimizing.

When a Path message for a destination in a P2MP LSP with "path
re-evaluation request" flag [RFC4736] is received at the border node,
it MUST re-compute the loose-hop ERO to see if a preferable path exists for that destination. A border node MUST send PathErr code 25 (notify error defined in [RFC3209]) with "preferable path exists" sub-code to indicate that a preferable path exists for the requested destination AND border node is capable of per destination reoptimization. A border node MUST terminate the path query. Alternatively, a border node not capable of per destination reoptimization MAY respond with "Preferable P2MP-TE Tree Exists" PathErr by checking for a preferable P2MP tree instead of a preferable single destination.

It is often desired to reoptimize the entire P2MP LSP. In order to query border nodes to check if a preferable P2MP tree exists, an ingress node MUST send a Path message with "P2MP-TE Tree Re-evaluation Request" defined in this document. An ingress node MAY send this message for all destinations in a P2MP LSP or a sub-set of the destinations.

A border node receiving the "P2MP-TE Tree Re-evaluation Request" MUST check for a preferable P2MP LSP for the destinations it is loosely routing by loose-hop ERO expansions. The border node if a preferable P2MP-TE tree is found, MUST reply with "Preferable P2MP-TE Tree Exists" sub-code defined in this document with PathErr 25 (notify error defined in [RFC3209]) and terminate the path query.

Note that a border node MAY send "Preferable P2MP-TE Tree Exists" with PathErr code 25 to indicate the ingress node in order to reoptimize the entire P2MP LSP message unsolicited or in a response to "path re-evaluation query" for a destination or in a response to "P2MP-TE Tree Re-evaluation Request" message.

If an ingress node initiated a "path re-evaluation request" query for a single destination for per S2L sub-LSP reoptimization and receives "Preferable P2MP-TE Tree Exists" PathErr, the ingress node MAY cancel the per S2L reoptimization and initiate P2MP-TE tree reoptimization. This may happen in case when a border node is not capable of per destination reoptimization.

Note that even if per destination reoptimization, not whole P2MP LSP Tree reoptimization, is sufficient, ingress node often needs to re-signal whole P2MP LSP tree to complete route optimization for that destination. In this case, make-before-break reoptimization scheme is used (see [RFC4875] Section 14.1), and all S2L sub-LSPs are re-signal with a different LSP-ID. That is, the procedure of signaling a re-optimization by an ingress node is separate from the matter if PathErr reply was "Preferable Path Exists" or "Preferable P2MP-TE Tree Exists".
7. Compatibility

The LSP_ATTRIBUTES TLV and RRO Attributes sub-object have been defined [RFC5420] with class numbers in the form 11bbbbbb, which ensures compatibility with non-supporting nodes. Per [RFC2205], nodes not supporting this extension will ignore the TLV, sub-object and the new flags defined in this document but forward it, unexamined and unmodified, in all messages resulting from this message.

8. Security Considerations

This document does not introduce any additional security issues above those identified in [RFC3209], [RFC4875], [RFC5151], [RFC4920] and [RFC5920].

9. IANA Considerations

The following new flag is defined for the Attributes Flags TLV in the LSP_ATTRIBUTES object [RFC5420]. The numeric values are to be assigned by IANA.

- **P2MP-TE Re-merge Recording Request Flag:**
  - Bit Number: To be assigned by IANA.
  - Attribute flag carried in Path message: Yes
  - Attribute flag carried in Resv message: No

The following new flag is defined for the RRO Attributes sub-object in the RECORD_ROUTE object [RFC5420]. The numeric values are to be assigned by IANA.

- **P2MP-TE Re-merge Present Flag:**
  - Bit Number: To be assigned by IANA.
  - Attribute flag carried in Path message: No
  - Attribute flag carried in RRO Attributes sub-object in RRO of the Resv message: Yes
The following new flag is defined for the Attributes Flags TLV in the LSP_ATTRIBUTES object [RFC5420]. The numeric values are to be assigned by IANA.

- **P2MP-TE Tree Re-evaluation Request Flag:**
  - Bit Number: To be assigned by IANA.
  - Attribute flag carried in Path message: Yes
  - Attribute flag carried in Resv message: No

As defined in [RFC3209], the Error Code 25 in the ERROR SPEC object corresponds to a Notify Error PathErr. This document adds a new sub-code as follows for this PathErr:

- **Preferable P2MP-TE Tree Exists sub-code:**
  - Sub-code for Notify PathErr code 25. To be assigned by IANA.
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Abstract

This document describes methods to leverage Y.1731 [2] Protocol Data Units (PDU) and procedures (state machines) to provide a set of Operation, Administration, and Maintenance (OAM) mechanisms that meets the MPLS Transport Profile (MPLS-TP) OAM requirements as defined in [8].

In particular, this document describes the MPLS-TP technology specific encapsulation mechanisms to carry these OAM PDUs within MPLS-TP packets to provide MPLS-TP OAM capabilities in MPLS-TP networks.
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1. Introduction

This document describes the method for leveraging Y.1731 [2] Protocol Data Units (PDUs) and procedures to provide a set of Operation, Administration, and Maintenance (OAM) mechanisms that meet the MPLS Transport Profile (MPLS-TP) OAM requirements as defined in [8].

This version of the draft does not introduce any technical change to the -06 version of this draft.

ITU-T Recommendation Y.1731 [2] specifies:

- OAM PDUs and procedures that meet the transport networks requirements for OAM
- Encapsulation mechanisms to carry these OAM PDUs within Ethernet frames to provide Ethernet OAM capabilities in Ethernet networks

Although Y.1731 is focused on Ethernet OAM, the definition of OAM PDUs and procedures are technology independent and can also be used in other packet technologies (e.g., MPLS-TP) provided that the technology specific encapsulation is defined.

The OAM toolset defined in Y.1731 [2] serves as a benchmark for a high performance, comprehensive suite of packet transport OAM capabilities. It can be provided by lightweight protocol design and supports operational simplicity by providing commonality with the established operation models utilized in other transport network technologies (e.g., SDH/SONET and OTN).

This document describes mechanisms for MPLS-TP OAM that reuse the same OAM PDUs and procedures defined in Y.1731 [2], together with the necessary MPLS-TP technology specific encapsulation mechanisms.

The advantages offered by this toolset are summarized below:

- Simplify the operations for the network operators and service providers that have to test and maintain a single general OAM protocol set when operating LSP, PW and VPLS networks.
- Accelerate the market adoption of MPLS-TP since Y.1731 is already mature, supported, and deployed.
- Reduce the complexity and increase the reuse of code for implementation in packet transport devices that may support both...
Ethernet and MPLS-TP capabilities, e.g. VPLS and H-VPLS applications.

It is worth noting that multi-vendor interoperable implementations of the OAM mechanisms described in this document already exist to meet the essential OAM requirements for MPLS-TP deployments in PTN applications as described in [9].

Ethernet OAM is also defined by IEEE 802.1ag [14]. IEEE 802.1ag and ITU-T Y.1731 have been developed in cooperation by IEEE and ITU. They support a common subset of OAM functions. ITU-T Y.1731 further extends this common subset with additional OAM mechanisms that are important for the transport network (e.g. AIS, DM, LM).

This document does not deprecate existing MPLS and PW OAM mechanisms nor preclude definition of other MPLS-TP OAM tools.

The mechanisms described in this document, when used to provide MPLS-TP PW OAM functions, are open to support the OAM message mapping procedures defined in [10]. In order to support those procedures, the PEs MUST map the states of the procedures defined in Y.1731 to the PW defect states defined in [10].

The mapping procedures are outside the scope of this document.

In the rest of this document the term "OAM PDU" is used to indicate an OAM PDU whose format and associated procedures are defined in Y.1731 [2] and that this document proposes to be used to provide MPLS-TP OAM functions.

1.1. Contributing Authors

Italo Busi, Huub van Helvoort, Jia He, Christian Addeo, Alessandro D'Alessandro, Simon Delord, John Hoffmans, Ruiquan Jing, Kam Lam, Wang Lei, Han Li, Vishwas Manral, Masahiko Mizutani, Manuel Paul, Josef Roese, Vincenzo Sestito, Yuji Tochio, Munefumi Tsurusawa, Maarten Vissers, Rolf Winter

2. Conventions used in this document

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC-2119 [1].
2.1. Terminology

ACH        Associated Channel Header
G-ACh      Generic Associated Channel
GAL        G-ACh Label
ME         Maintenance Entity
MEL        MEG Level
MEG        Maintenance Entity Group
MEP        Maintenance End Point
MIP        Maintenance Intermediate Point
PTN        Packet Transport Network
TLV        Type Length Value

3. Encapsulation of OAM PDU in MPLS-TP

Although Y.1731 is focused on Ethernet OAM, the definition of OAM PDUs and procedures are technology independent.

When used to provide Ethernet OAM capabilities, these PDUs are encapsulated into an Ethernet frame where an Ethernet header is prepended to the OAM PDUs.

The MAC DA is used to identify the MEPs and MIPs where the OAM PDU needs to be processed. The EtherType is used to distinguish OAM frames from user data frames.

Within MPLS-TP OAM Framework [6], OAM packets are distinguished from user data packets using the GAL and ACH [5] construct and they are addressed to MEPS or MIPs using existing MPLS forwarding mechanisms (i.e. label stacking and TTL expiration). It is therefore possible to reuse the OAM PDUs defined in [2] within MPLS-TP and encapsulate them within ACH.

A single ACH Channel Type (0xxxxx) is required to identify the presence of Y.1731 OAM PDU. Within the OAM PDU, the OpCode field, defined in [2], allows identifying the specific OAM PDU.
OAM PDUs are encapsulated using the ACH, according to [5], as described in Figure 1 below.

Moreover, MPLS-TP relies upon a different mechanism for supporting tandem connection monitoring (i.e. label stacking) than the fixed MEL (Maintenance Entity Group Level) field used in Ethernet.

Therefore in MPLS-TP the MEL field is allowed not to be used for supporting tandem connection monitoring.

When OAM PDUs are used in MPLS-TP, the MEL field MUST be set on transmission and checked at reception for compliance with Y.1731 [2].

The MEL value to set and check MUST be configurable. The DEFAULT value MUST be "111". With co-routed bidirectional transport paths, the configured MEL MUST be the same in both directions.

The OpCode field identifies the type of the OAM PDU.

The setting of the Version, Flags and TLV Offset is OpCode specific and described in Y.1731 [2].

4. MPLS-TP OAM Packet Formats

This section describes the OAM functions that can be supported reusing the OAM PDUs and procedures defined in Y.1731 [2] to meet MPLS-TP OAM Requirements, as defined in [8].
This document is proposing not to use the Y.1731 MCC OAM PDU in MPLS-TP. The solution proposed in [7], where MCC PDU is directly encapsulated within an ACH with a PID, SHOULD be used instead.

The LTM/LTR OAM PDUs, as currently defined Y.1731 [2], are tracing the path for a specific MAC address: this tool is therefore addressing a different requirement than the "Route Tracing" functional requirement described in section 2.2.4 of RFC 5860 [8]. Their purpose is to test the MAC Address Forwarding tables. Due to the fact that MPLS-TP forwarding is not based on the MAC Address Forwarding tables, these tools are not applicable to MPLS-TP as currently defined.

Procedures for supporting the route tracing MPLS-TP OAM functional requirement (section 2.2.4 of RFC 5860 [8]) are outside the scope of this document.

4.1. Continuity Check Message (CCM)

The CCM PDU is defined in Y.1731 [2]. When encapsulated within MPLS-TP as described in section 3, it can be used to support the following MPLS-TP OAM functional requirements:

- Pro-active continuity check (section 2.2.2 of RFC 5860 [8]);
- Pro-active connectivity verification (section 2.2.3 of RFC 5860 [8]);
- Pro-active remote defect indication (section 2.2.9 of RFC 5860 [8]);
- Pro-active packet loss measurement (section 2.2.11 of RFC 5860 [8]).

Procedures for transmitting and receiving CCM PDUs are defined in Y.1731 [2] and described in section 5.1.

It is worth noting that the use of CCM does not require any additional status information other than the configuration parameters and defect states.

The transmission period of the CCM MUST always be the configured period and MUST not change unless the operator reconfigures it. This is a fundamental requirement to allow deterministic and predictable
protocol behavior: in transport networks the operator configures and fully controls the repetition rate of pro-active CC-V.

In order to perform pro-active Connectivity Verification, the CCM packet contains a globally unique identifier of the source MEP, as described in [6].

The source MEP for LSPs, PWs and Sections is identified by combining a globally unique MEG ID (see section 4.1.1) with a MEP ID that is unique within the scope of the Maintenance Entity Group.

4.1.1. MEG ID Formats

The generic format for MEG ID is defined in Figure A-1 of Y.1731 [2]. Different formats of MEG ID are allowed: the MEG ID format type is identified by the MEG ID Format field.

The format of the ICC-based MEG ID is defined in Annex A of Y.1731 [2]. This format is applicable to MPLS-TP Sections, LSPs and PWs.

MPLS-TP supports also IP-based format for MEG ID. These formats are still under definition in [12] and therefore outside the scope of this document.

4.2. OAM Loopback (LBM/LBR)

The LBM/LBR PDUs, defined in Y.1731 [2]. When encapsulated within MPLS-TP, as described in section 3, they can be used to support the following MPLS-TP OAM functional requirements:

- On-demand bidirectional connectivity verification (section 2.2.3 of RFC 5860 [8]);
- Bidirectional in-service or out-of-service diagnostic test (section 2.2.5 of RFC 5860 [8]).

Procedures for transmitting and receiving LBM/LBR PDUs are defined in Y.1731 [2] and described in section 5.2.

It is worth noticing that these OAM PDUs cover different functions than those defined in [11].

When the LBM/LBR is used for out-of-service diagnostic test, it is REQUIRED that the transport path is locked on both MEPs before the diagnostic test is performed. In transport networks, the transport
path is locked on both sides by network management operations. However, single-ended procedures as defined in [11] MAY be used.

In order to allow proper identification of the target MEP/MIP the LBM is addressed to, the LBM PDU MUST include the Target MEP/MIP ID TLV: this TLV MUST be present in an LBM PDU and MUST be located at the top of the TLVs (i.e., it MUST start at the offset indicated by the TLV Offset field).

A LBM packet with the Target MIP/MEP ID equal to the ID of receiving MIP or MEP is considered to be a valid LBM packet. Every field in the LBM packet is copied to the LBR packet, only the OpCode field is changed from LBM to LBR.

To allow proper identification of the actual MEP/MIP that has replied to an LBM PDU, the LBR PDU MUST include the Replying MEP/MIP ID TLV: this TLV MUST be present in an LBR PDU and it MUST be located at the top of the TLVs (i.e., it MUST start at the offset indicated by the TLV Offset field).

In order to simplify hardware based implementations, these TLVs have been defined to have a fixed position (as indicated by the TLV Offset field) and a fixed length (see clause 4.2.1).

It is worth noting that the MEP/MIP identifiers used in the Target MEP/MIP ID and in the Replying MEP/MIP ID TLVs SHOULD be unique within the scope of the MEG. When LBM/LBR OAM is used for connectivity verification purposes, there are some misconnectivity cases that could not be easily located by simply relying upon these TLVs. In order to locate these misconnectivity configurations, the LBM PDU SHOULD carry a Requesting MEP ID TLV that provides a globally unique identification of the MEP that has originated the LBM PDU.

When the Requesting MEP ID TLV is present in the LBM PDU, the replying MIP/MEP MUST check that the received requesting MEP identifier matches with the expected requesting MEP identifier before replying. In this case, the LBR PDU MUST carry the Requesting MEP ID TLV confirming to the MEP the LBR PDU is sent to that the Requesting MEP ID TLV in the LBM PDU has been checked before replying.

When LBM/LBR OAM is used for bidirectional diagnostic tests, the Requesting MEP ID TLVs MUST NOT be included.

The format of the LBM and LBR PDUs are shown in Figure 2 and in Figure 3.
The OpCode MUST be set to 0x03 (LBM). The TLV Offset MUST be set to 0x04. The formats of the Target MEP/MIP ID TLV and of the Requesting MEP ID TLV are defined in 4.2.1.

The Target MEP/MIP ID MUST be always present as the first TLV within the LBM PDU. When present, the Requesting MEP ID TLV MUST immediately follow the Target MEP/MIP ID TLV.

When the LBM packet is sent to a target MIP, the source MEP MUST know the hop count to the target MIP and set the TTL field accordingly, as described in [6].

This solution allows supporting per-node and per-interface MIP implementations as described in section 3.4 of [6]:

- In the case of a per-node MIP implementation, the LBM packet is processed in the per-node MIP if the Target MEP/MIP ID matches the per-node MIP identifier; otherwise, the LBM packet is dropped;
In the case of a per-interface MIP implementation, the LBM packet is processed in the ingress MIP if the Target MEP/MIP ID matches the ingress MIP identifier; otherwise, the LBM packet is forwarded to the egress port(s) together (i.e., fate sharing) with the user data packets. The LBM packet is processed in the egress MIP if the Target MEP/MIP ID matches the egress MIP identifier; otherwise, the LBM packet is dropped.

![Figure 3 LBR Packet Format](image)

The Replying MEP/MIP ID TLV MUST be present as the first TLV within the LBR PDU. When present, the Requesting MEP ID TLV MUST follow the Replying MEP/MIP ID TLV within the LBR PDU.

**4.2.1. Format of MEP and MIP ID TLVs**

The format of the Target and Replying MIP/MEP ID TLVs are shown in Figure 4 and Figure 5.
Different formats of MEP/MIP identifiers MAY be used: the format type is described by the MEP/MIP ID Sub-Type field.

The "Discovery ingress/node MEP/MIP" and the "Discovery egress MEP/MIP" identifiers MAY only be used within the LBM PDU (and MUST NOT appear in an LBR PDU) for discovering the identifiers of the MEPs or of the MIPs located at a given TTL distance from the MEP originating the LBM PDU.

The format of the Target MEP/MIP ID TLV carrying a "Discovery ingress/node MEP/MIP" is shown in Figure 6.
The format of the Target MEP/MIP ID TLV carrying a "Discovery egress MEP/MIP" is shown in Figure 7.

The format of the Target or Replying MEP/MIP ID TLV carrying an "ICC-based MEP ID" is shown in Figure 8.
The MEP ID is a 16-bit integer value identifying the transmitting MEP within the MEG.

The format of the Target or Replying MEP/MIP ID TLV carrying an "ICC-based MIP ID" is shown in Figure 9.

```
+----------------------------------+
|          Type          |         Length (25)         |
+----------------------------------+
| ITU-T Carrier Code (ICC)         |
| Node-ID                         |
+----------------------------------+
| Node-ID                         | IF-Num                      |
+----------------------------------+
| IF-Num                          |
+----------------------------------+
| MUST be ZERO                    |
+----------------------------------+

Figure 9 Target or Replying MEP/MIP ID TLV format (ICC-based MIP ID)
```

The ITU-T Carrier Code (ICC) is a code assigned to a network operator/service provider and maintained by the ITU-T Telecommunication Standardization Bureau (TSB) as per [13].

The Node-ID is a numeric identifier of the node where the MIP is located. Its assignment is a matter for the organization to which the ICC has been assigned, provided that uniqueness within that organization is guaranteed.

The IF-Num is a numeric identifier of the Access Point (AP) toward the server layer trail, which can be either an MPLS-TP or a non MPLS-TP server layer, where a per-interface MIP is located. Its assignment is a matter for the node the MIP is located, provided that uniqueness within that node is guaranteed. Note that the value 0 for IF-Num is reserved to identify per-node MIPs.

MPLS-TP supports also IP-based format for MIP and MEP identifiers. These formats are still under definition in [12] and therefore outside the scope of this document.
The format of the Requesting MEP ID TLVs is shown in Figure 10.

```
0                   1                   2                   3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|  Type (0x23)  |          Length (53)          | Loopback Ind. |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|             MEP ID            |                               |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+                               |
|                                                               |
|                             MEG ID                            |
|                                                               |
|                                                               |
|                               +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+  |
|                               |       Reserved (0x0000)       |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

Figure 10 Requesting MEP ID TLV format

The MEP ID and MEG ID carry the globally unique MEP ID as defined in section 4.1.1.

The Reserved bits MUST be set to all-ZEROes in transmission and ignored in reception.

The Loopback Indication MUST be set to 0x0000 when this TLV is inserted in an LBM PDU and SHOULD be set to 0x0001 in the LBR PDU. This is used to indicate that the value of this TLV has been checked by the node that generated the LBR PDU.

4.3. Alarm Indication Signal (AIS)

The AIS PDU is defined in Y.1731 [2]. When encapsulated within MPLS-TP, as described in section 3, it can be used to support the alarm reporting MPLS-TP OAM functional requirement (section 2.2.8 of RFC 5860 [8]).

Procedures for transmitting and receiving AIS PDUs are defined in Y.1731 [2] and described in section 5.3.

4.4. Lock Reporting (LCK)

The LCK PDU is defined in Y.1731 [2]. When encapsulated within MPLS-TP, as described in section 3, it can be used to support the lock reporting MPLS-TP OAM functional requirement (section 2.2.7 of RFC 5860 [8]).
Procedures for transmitting and receiving LCK PDUs are defined in Y.1731 [2] and described in section 5.4.

4.5. Test (TST)

The TST PDU is defined in Y.1731 [2]. When encapsulated within MPLS-TP, as described in section 3, it can be used to support the uni-directional in-service or out-of-service diagnostic tests MPLS-TP OAM functional requirement (section 2.2.8 of RFC 5860 [8]).

Procedures for transmitting and receiving TST PDUs are defined in Y.1731 [2] and described in section 5.5.

4.6. Loss Measurement (LMM/LMR)

The LMM/LMR PDUs are defined in Y.1731 [2]. When encapsulated within MPLS-TP, as described in section 3, they can be used to support on-demand packet loss measurement MPLS-TP OAM functional requirement (section 2.2.11 of RFC 5860 [8]).

Procedures for transmitting and receiving LMM/LMR PDUs are defined in Y.1731 [2] and described in section 5.6.

4.7. One-way delay measurement (1DM)

The 1DM PDU is defined in Y.1731 [2]. When encapsulated within MPLS-TP, as described in section 3, it can be used to support the on-demand one-way packet delay measurement MPLS-TP OAM functional requirement (section 2.2.12 of RFC 5860 [8]).

It can also be used to support proactive one-way delay measurement MPLS-TP OAM functional requirement (section 2.2.12 of RFC 5860 [8]).

Procedures for transmitting and receiving 1DM PDUs are defined in Y.1731 [2] and described in section 5.7.

4.8. Two-way delay Measurement Message/Reply (DM)

The DMM/DMR PDUs are defined in Y.1731 [2]. When encapsulated within MPLS-TP, as described in section 3, they can be used to support on-demand two-ways packet delay measurement MPLS-TP OAM functional requirement (section 2.2.12 of RFC 5860 [8]).
They can also be used to support proactive two-ways packet delay measurement MPLS-TP OAM functional requirement (section 2.2.12 of RFC 5860 [8]).

Procedures for transmitting and receiving DMM/DMR PDUs are defined in Y.1731 [2] and described in section 5.8.

4.9. Client Signal Fail (CSF)

The CSF PDU is defined in Y.1731 Amendment 1 [3]. When encapsulated within MPLS-TP, as described in section 3, it can be used to support the client failure indication MPLS-TP OAM functional requirement (section 2.2.10 of RFC 5860 [8]).

Procedures for transmitting and receiving CSF PDUs are defined in Y.1731 Amendment 1 [3] and described in section 5.9.

5. MPLS-TP OAM Procedures

The high level procedures for processing Y.1731 OAM PDUs are described in [2] and [3]. The technology independent procedures are also applicable to MPLS-TP OAM.

More detailed and formal procedures for processing Y.1731 OAM PDUs are defined in G.8021 [4]. Although the description in [4] is Ethernet-specific, the technology independent procedures are also applicable to MPLS-TP OAM.

This section describes the MPLS-TP OAM procedures based on the technology independent ones defined in [2], [3] and [4].

5.1. Continuity Check Message (MT-CCM) procedures

The MT-CCM PDU format is defined in section 4.1.

When CCM generation is enabled, the MEP MUST generate CCM OAM packets with the periodicity and the PHB configured by the operator:

- MEL field MUST be set to the configured value (see section 3);
- Version field MUST be set to 0 (see section 3);
- OpCode field MUST be set to 0x01 (see section 4.1);
o RDI flag MUST be set, if the MEP asserts signal file. Otherwise, it MUST be cleared;

o Reserved flags MUST be set to 0 (see section 4.1);

o Period field MUST be set according to the configured periodicity (see Table 9-3 of [2]);

o TLV Offset field MUST be set to 70 (see section 4.1);

o Sequence Number MUST be set to 0 (see section 4.1);

o MEP ID and MEG ID fields MUST carry the configured values;

o The TxFCf field MUST carry the current value of the counter for in-profile data packets transmitted towards the peer MEP, when pro-active loss measurement is enabled. Otherwise it MUST be set to 0.

o The RxFCb field MUST carry the current value of the counter for in-profile data packets received from the peer MEP, if pro-active loss measurement is enabled. Otherwise it MUST be set to 0.

o The TxFCb field MUST carry the value of TxFCf of the last received CCM PDU from the peer MEP, if pro-active loss measurement is enabled. Otherwise it MUST be set to 0.

o Reserved field MUST be set to 0 (see section 4.1);

o End TLV MUST be inserted after the Reserved field (see section 4.1).

The transmission period of the CCM is always the configured period and does not change unless the operator reconfigures it.

When a MEP receives a CCM OAM packet, it checks the various fields (see Figure 8-19 of [4]). The following defects are detected as described in clause 6.1 of [4]: dLOC, dUNL, dMMG, dUNM, dUNP, dUNPr and dRDI.

If the Version, MEL, MEG and MEP fields are valid and pro-active loss measurement is enabled, the values of the packet counters are processed as described in clause 8.1.7.4 of [4].
5.2. OAM Loopback (MT-LBM/LBR) procedures

The MT-LBM/LBR PDU formats are defined in section 4.2.

When an out-of-service OAM loopback function is performed, client data traffic is disrupted in the diagnosed ME. The MEP configured for the out-of-service test MUST transmit MT-LCK packets in the immediate client (sub-)layer, as described in section 5.4.

When an in-service OAM loopback function is performed, client data traffic is not disrupted and the packets with MT-LBM/LBR information are transmitted in such a manner that a limited part of the service bandwidth is utilized. The periodicity for packets with MT-LBM/LBR information is pre-determined.

When on-demand OAM loopback is enabled at a MEP, the (requesting) MEP MUST generate and send to one of the MIPs or the peer MEP MT-LBM OAM packets with the periodicity and the PHB configured by the operator:

- MEL field MUST be set to the configured value (see section 3);
- Version field MUST be set to 0 (see section 3);
- OpCode field MUST be set to 0x03 (see section 4.2);
- Flags field MUST be set to all-ZEROes (see section 4.2);
- TLV Offset field MUST be set to 4 (see section 4.2);
- Transaction field is a 4-octet field that contains the transaction ID/sequence number for the loop-back measurement;
- Target MEP/MIP-ID and Originator MEP-ID fields are set to carry the configured values;
- Optional TLV field whose length and contents are configurable at the requesting MEP. The contents can be a test pattern and an optional checksum. Examples of test patterns include pseudo-random bit sequence (PRBS) \(2^{31}-1\) as specified in sub-clause 5.8/0.150, all '0' pattern, etc. For bidirectional diagnostic test application, configuration is required for a test signal generator and a test signal detector associated with the MEP;
- End TLV field is set to all-ZEROes (see section 4.2).
Whenever a valid MT-LBM packet is received by a (receiving) MIP or a
(receiving) MEP, an MT-LBR packet is generated and transmitted by the
receiving MIP/MEP to the requesting MEP:

- MEL field MUST be copied from the received MT-LBM PDU;
- Version field MUST be copied from the received MT-LBM PDU;
- OpCode field MUST be set to 2 (see section 4.2);
- Flags field MUST be copied from the received MT-LBM PDU;
- TLV Offset field MUST be copied from the received MT-LBM PDU;
- Transaction field MUST be copied from the received MT-LBM PDU;
- The Target MEP/MIP-ID and Originator MEP-ID fields are set to
  the value which is copied from the last received MT-LBM PDU;
- The Optional TLV field MUST be copied from the received MT-LBM
  PDU;
- End TLV field MUST be inserted after the last TLV field and it
  MUST be copied from the last received MT-LBM PDU.

5.3. Alarm Indication Signal (MT-AIS) procedures

The MT-AIS PDU format is described in section 4.3.

When the server layer trail termination sink asserts signal fail, it
notifies the server/MT_A_Sk function that raises the aAIS consequent
action. The aAIS is cleared when the server layer trail termination
clears the signal fail condition and notifies the server/MT_A_Sk.

When the aAIS consequent action is raised, the server/MT_A_Sk MUST
continuously generate MPLS-TP OAM packets carrying the AIS PDU until
the aAIS consequent action is cleared:

- MEL field MUST be set to the configured value (see section 3):
- Version field MUST be set to 0 (see section 3):
- OpCode MUST be set to 0x21 (see section 4.3):
- Reserved flags MUST be set to 0 (see section 4.3):
o Period field MUST be set according to the configure periodicity
   (see Table 9-4 of [2]);

o TLV Offset MUST be set to 0 (see section 4.3):

o End TLV MUST be inserted after the TLV Offset field (see section
   4.3).

The DEFAULT periodicity for MT-AIS is once per second.

The generated AIS packets MUST be inserted in the incoming stream,
 i.e., the output stream contains the incoming packets and the
 generated AIS packets.

When a MEP receives an AIS packet with the correct MEL value, it MUST
 detect the dAIS defect as described in clause 6.1 of [4].

5.4. Lock Reporting (LCK)

The MT-LCK PDU format is described in section 4.4.

When the access to the server layer trail is administratively locked
 by the operator, the server/MT_A_So and server/MT_A_Sk functions
 raise the aLCK consequent action. The aLCK is cleared when the access
 to the server layer trail is administratively unlocked.

When the aLCK consequent action is raised, the server/MT_A_So and
 server/MT_A_Sk MUST continuously generate, on both directions,
 MPLS-TP OAM packets carrying the LCK PDU until the aLCK consequent
 action is cleared:

o MEL field MUST be set to the configured value (see section 3):

o Version field MUST be set to 0 (see section 3):

o OpCode MUST be set to 0x23 (see section 4.4):

o Reserved flags MUST be set to 0 (see section 4.4):

o Period field MUST be set according to the configure periodicity
   (see Table 9-4 of [2]);

o TLV Offset MUST be set to 0 (see section 4.4):
End TLV MUST be inserted after the TLV Offset field (see section 4.4).

The DEFAULT periodicity for MT-LCK is once per second.

When a MEP receives an LCK packet with the correct MEL value, it detects the dLCK defect as described in clause 6.1 of [4].

5.5. Test (TST)

5.6. Loss Measurement (LMM/LMR)

5.7. One-way delay measurement (1DM)

5.8. Two-way delay Measurement Message/Reply (DM)

5.9. Client Signal Fail (CSF)

6. Security Considerations

Spurious OAM messages, such as those defined in this document, potentially could form a vector for a denial of service attack. However, since these messages are carried in a control channel, one would have to gain access to a node providing the service in order to launch such an attack. Since transport networks are usually operated as a walled garden, such threats are less likely.

7. IANA Considerations

IANA is requested to allocate a Channel Type value 0xXXXX to identify an associated channel carrying all the OAM PDUs that are defined in section 4

[Editor’s note – The value 0x8902 has been proposed to keep the channel type identical to the EtherType value used in Ethernet OAM]
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Abstract

Record Route is a useful administrative tool that has been used extensively by the service providers. However, when TE links are bundled, identification of label resource in Record Route object (RRO) is not sufficient to determine the component link within a TE link that is being used by a given LSP. In other words, when link bundling is used, resource recording requires mechanisms to specify the component link identifier, along with the TE link identifier and Label. As it is not possible to record component link in the RRO, this document defines the extensions to RSVP-TE [RFC3209] and [RFC3473] to specify component link identifiers for resource recording purposes.

This document also defines the Explicit Route object (ERO) counterpart of the RRO extension. The ERO extensions are needed to perform explicit label/resource control over bundled TE link. Hence, this document defines the extensions to RSVP-TE [RFC3209] and [RFC3473] to specify component link identifiers for explicit
1. Introduction

In GMPLS networks [RFC3945] where unbundled (being either Packet-Switching Capable, Layer2-Switching Capable, Time Division Multiplexing or Lambda-Switching Capable) Traffic Engineering (TE) Links are used, one of the types of resources that an LSP originator could control and record are the component links used by non-neighboring nodes on the LSP path. The resource control and recording is done by the use of the EXPLICIT_ROUTE object (ERO) and RECORD_ROUTE object (RRO), respectively.

Link Bundling, introduced in [RFC4201], is used to improve routing scalability by reducing the amount of TE related information that need to be flooded and handled by IGP in a TE network. This is accomplished by aggregating and abstracting the TE Link components.
In some cases the component link selection/recording within a TE link is left as a local decision (ERO and RRO contains only TE links). However there are cases when it is desirable for a non-local (e.g., LSP head-end) node to make this selection. The use of such information has found since so far three main applications (while not excluding others unknown at the time of writing): diagnostic, association of component specific attributes for which the bundled information is too coarse (e.g., Shared Risk Link Groups) and thus blocking SRLG-disjoint LSP establishment, allocation of labels at network edges, and notification in case of failures. The latter is useful when a single TE link interconnects two parts of the network. In case one of its components fails notifying a complete TE link failure leaves the network disconnected. In either case, it is required to know which component link within a bundled TE link has been used for a given LSP. For these cases, the TE Link and the Label currently specified in the ERO/RRO are not enough and the component link needs to be specified along with the label. In the case of bi-directional Label Switched Paths (LSP) both upstream and downstream information may be specified. Therefore, explicit resource control and recording over a bundled TE link also requires ability to specify a component link within the TE link.

Another important assumption of this document is that the identifier space used for component link identification are unique for a given node (following [RFC4201]). The reason stems as follows: most experimental developments started with TE links composed by a single component link and then only bundling was added by grouping them. Component links where thus identified such that they could mimic the behavior of TE link processing. This also justifies the experimental status of this document.

This document defines extensions to and describes the use of RSVP-TE [RFC3209], [RFC3471], [RFC3473] to specify the component link identifier for resource recording and explicit resource control over TE link bundles. Specifically, in this document, component interface identifier RRO and ERO subobjects are defined to complement their Label RRO and ERO counterparts. Furthermore, procedures for processing component interface identifier RRO and ERO subobjects and how they can co-exist with the Label RRO and ERO subobjects are specified.

Conventions used in this document

In examples, "C:" and "S:" indicate lines sent by the client and server respectively.

The key words "MUST", "MUST Not", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119 [RFC2119]. In this document, these words will appear with that interpretation only when in ALL CAPS. Lower case uses of these words are not to be interpreted as carrying RFC 2119 significance.

In this document, the characters ">>" preceding an indented line(s)
indicates a compliance requirement statement using the key words listed above. This convention aids reviewers in quickly identifying or finding the explicit compliance requirements of this RFC.

2. Terminology

- **TE Link**: Unless specified otherwise, it refers to a bundled Traffic Engineering link as defined in [RFC4201]. Furthermore, the terms TE Link and bundled TE Link are used interchangeably in this document.

- **Component (interface) link**: refers (locally) to a link that is part of a bundled TE link as described in RFC4201.

- **Component Interface Identifier**: Refers to an ID used to uniquely identify a Component Interface. On a bundled link a combination of \(<\text{component link identifier}, \text{label}\>\) is sufficient to unambiguously identify the appropriate resources used by an LSP. The IDs used for component link identification are unique for a given node [RFC4201].

3. LSP Resource Recording

LSP Resource Recording refers to the ability to record the resources used by an LSP.

3.1. Component Interface Identifier RRO subobject

A new subobject of the Record Route object (RRO) is used to record component interface identifier of a (bundled) TE Link. This subobject has the following format:

```
0                   1                   2                   3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|L|    Type     |     Length    |U| Reserved  (must be zero)    |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                                               |
//   IPv4, IPv6 or unnumbered Component Interface Identifier   //
|                            . . .                              |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
L: 1 bit
This bit must be set to 0.

Type

- Type 10 (TBD): Component Interface identifier IPv4
- Type 11 (TBD): Component Interface identifier IPv6
- Type 12 (TBD): Component Interface identifier Unnumbered
Length
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The Length contains the total length of the subobject in bytes, including the Type and Length fields. The Length is 8 bytes for the Component Interface identifier IPv4 and Component Interface identifier Unnumbered types. For Component Interface identifier IPv6 type of sub-object, the length field is 20 bytes.

U: 1 bit

This bit indicates the direction of the component interface. It is set to 0 for the downstream interface. It is set to 1 for the upstream interface and is only used for bi-directional LSPs.

3.2. Processing of Component Interface identifier RRO Subobject

If a node desires component link recording, the "Component Link Recording desired" flag (value TBD) should be set in the LSP_ATTRIBUTES object, object that is defined in [RFC5420].

Setting of "Component Link Recording desired" flag is independent of the Label Recording flag in SESSION_ATTRIBUTE object as specified in [RFC3209]. Nevertheless, the following combinations are valid:

1) If both Label and Component Link flags are clear, then neither Labels nor Component Links are recorded.

2) If Label Recording flag is set and Component Link flag is clear, then only Label Recording is performed as defined in [RFC3209].

3) If Label Recording flag is clear and Component Link flag is set, then Component Link Recording is performed as defined in this document.

4) If both Label Recording and Component Link flags are set, then Label Recording is performed as defined in [RFC3209] and also Component Link recording is performed as defined in this document.

In most cases, a node initiates recording for a given LSP by adding the RRO to the Path message. If the node desires Component Link recording and if the outgoing TE link is bundled, then the initial RRO contains the Component Link identifier (numbered or unnumbered) as selected by the sender. As well, the Component Link Recording desired flag is set in the LSP_ATTRIBUTE object. If the node also desires label recording, it sets the Label_Recording flag in the SESSION_ATTRIBUTE object.

When a Path message with the "Component Link Recording desired" flag set is received by an intermediate node, if a new Path message is to be sent for a downstream bundled TE link, the node adds a new Component Link subobject to the RECORD_ROUTE object (RRO) and
appends the resulting RRO to the Path message before transmission. Note also that, unlike Labels, Component Link identifiers are always known on receipt of the Path message.

When the destination node of an RSVP session receives a Path message with an RRO and the "Component Link Recording desired" flag set, this indicates that the sender node needs TE route as well as component link recording. The destination node initiates the RRO process by adding an RRO to Resv messages. The processing mirrors that of the Path messages. The Component Interface Record subobject is pushed onto the RECORD_ROUTE object (RRO) prior to pushing on the node's IP address. A node MUST NOT push on a Component Interface Record subobject without also pushing on the IP address or unnumbered Interface Id subobject that identifies the TE Link.

When component interfaces are recorded for unidirectional LSPs, the downstream interface is the one identified by the Component Interface subobject. For bi-directional LSPs, component interface RRO subobjects for both downstream and upstream interfaces MUST be included.

4. Signaling Component Interface Identifier in ERO

4.1. Component Interface Identifier ERO subobject

A new OPTIONAL subobject of the EXPLICIT_ROUTE object (ERO) is used to specify component interface identifier of a bundled TE Link. This Component Interface Identifier subobject has the following format:

```
0                   1                   2                   3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|L|    Type     |     Length    |U|   Reserved (MUST be zero)   |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                                               |
//  IPv4, IPv6 or unnumbered Component Interface Identifier    |
|                            . . .                              |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

<table>
<thead>
<tr>
<th>L: 1 bit</th>
</tr>
</thead>
</table>

This bit must be set to 0.

Type

Type 10 (TBD): Component Interface identifier IPv4
Type 11 (TBD): Component Interface identifier IPv6
Type 12 (TBD): Component Interface identifier Unnumbered

Length

The Length contains the total length of the subobject in bytes, including the Type and Length fields. The Length is 8 bytes for the Component Interface identifier types: IPv4
and Component Interface identifier Unnumbered. For Component Interface identifier IPv6 type of sub-object, the length field is 20 bytes.

U: 1 bit

This bit indicates the direction of the component interface. It is 0 for the downstream interface. It is set to 1 for the upstream interface and is only used for bi-directional LSPs.

4.2. Processing of Component Interface Identifier ERO Subobject

The Component Interface Identifier ERO subobject follows a subobject containing the IP address, or the link identifier [RFC3477], associated with the TE link on which it is to be used. It is used to identify the component of a bundled TE Link.

The following SHOULD result in "Bad EXPLICIT_ROUTE object" error being sent upstream by a node processing an ERO that contains the Component Interface ID sub-object:

- The first component interface identifier subobject is not preceded by a sub-object containing an IPv4 or IPv6 address, or an interface identifier [RFC3477], associated with a TE link.
- The Component Interface Identifier ERO subobject follows a subobject that has the L-bit set.
- On unidirectional LSP setup, there is a Component Interface Identifier ERO subobject with the U-bit set.
- Two Component Interface Identifier ERO subobjects with the same U-bit values exist.

If a node implements the component interface identifier subobject, it MUST check if it represents a component interface in the bundled TE Link specified in the preceding subobject that contains the IPv4/IPv6 address or interface identifier of the TE Link. If the content of the component interface identifier subobject does not match a component interface in the TE link, a "Bad EXPLICIT_ROUTE object" error SHOULD be reported as "Routing Problem" (error code 24).

If U-bit of the subobject being examined is cleared (0) and the upstream interface specified in this subobject is acceptable, then the value of the upstream component interface is translated locally in the TLV of the IF_ID RSVP_HOP object [RFC3471]. The local decision normally used to select the upstream component link is bypassed except for local translation into the outgoing interface identifier from the received incoming remote interface identifier.

If this interface is not acceptable, a "Bad EXPLICIT_ROUTE object"
error SHOULD be reported as "Routing Problem" (error code 24).

If the U-bit of the subobject being examined is set (1), then the value represents the component interface to be used for upstream traffic associated with the bidirectional LSP. Again, if this interface is not acceptable or if the request is not one for a bidirectional LSP, then a "Bad EXPLICIT_ROUTE object" error SHOULD be reported as "Routing Problem" (error code 24). Otherwise, the component interface IP address/identifier is copied into a TLV sub-object as part of the IF_ID RSVP_HOP object. The local decision normally used to select the upstream component link is bypassed except for local translation into the outgoing interface identifier from the received incoming remote interface identifier.

The IF_ID RSVP_HOP object constructed as above MUST be included in the corresponding outgoing Path message.

Note that, associated with a TE Link sub-object in the ERO, either the (remote) upstream component interface or the (remote) downstream component interface or both may be specified. As specified in [RFC4201] there is no relationship between the TE Link type (numbered or unnumbered) and the Link type of any one of its components.

The Component Interface Identifier ERO subobject is optional. Similarly, presence of the Label ERO sub-objects is not mandatory [RFC3471], [RFC3473]. Furthermore, component interface identifier ERO subobject and Label ERO subobject may be included in the ERO independently of each other. One of the following alternatives applies:

- When both sub-objects are absent, a node may select any appropriate component link within the TE link and any label on the selected component link.

- When the Label subobject is only present for a bundled link, then the selection of the component link within the bundle is a local decision and the node may select any appropriate component link, which can assume the label specified in the Label ERO.

- When only the component interface identifier ERO subobject is present, a node MUST select the component interface specified in the ERO and may select any appropriate label value at the specified component link.

- When both component interface identifier ERO subobject and Label ERO subobject are present, the node MUST select the locally corresponding component link and the specified label value on that component link. When present, both subobjects may appear in any relative order to each other but they MUST appear after the TE Link subobject that they refer to.

After processing, the component interface identifier subobjects are removed from the ERO.

Inferred from above, the interface subobject should never be the
first subobject in a newly received message. If the component interface subobject is the first subobject in a received ERO, then it SHOULD be treated as a "Bad strict node" error.

Note: Information to construct the Component Interface ERO subobject MAY come from the same mean used to populate the label ERO subobject. Procedures by which an LSR at the head-end of an LSP obtains the information needed to construct the Component Interface subobject are outside the scope of this document.

5. Backward Compatibility

The extensions specified in this document do not affect the processing of the RRO, ERO at nodes that do not support them. A node that does not support the Component Interface RRO subobject but that does support Label subobject SHOULD only insert the Label subobject in the RRO as per [RFC3471] and [RFC3473].

A node that receives an ERO that contains a Component Link ID subobject SHOULD send "Bad EXPLICIT_ROUTE object" if it does not implement this subobject.

Per [RFC3209], Section 4.4.5, a non-compliant node that receives an RRO that contains Component Interface Identifier sub-objects should ignore and pass them on. This limits the full applicability of if nodes traversed by the LSP are compliant with the proposed extensions.

6. Security Considerations

An implementation of the extensions described in this document does exposes the component interface identifiers to other nodes in the network. If this is considered confidential information the mechanisms described in [RFC5920] should be considered.

7. IANA Considerations

This document introduces the following RSVP protocol elements:
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o) Component Interface Identifier RRO subobject of the RECORD_ROUTE object (RRO):

. IANA registry: RSVP PARAMETERS
. Registry Name: Class Names, Class Numbers, and Class Types
. Reference: [RFC3936]
. Following subobjects have been added to the existing entry for:

 21 RECORD_ROUTE
  . Type 10 (TBD): Component Interface identifier IPv4
  . Type 11 (TBD): Component Interface identifier IPv6
  . Type 12 (TBD): Component Interface identifier Unnumbered

o) Component Interface Identifier subobject of the EXPLICIT_ROUTE object (ERO):

. IANA registry: RSVP PARAMETERS
Registry Name: Class Names, Class Numbers, and Class Types
Reference: [RFC3936]
Following subobjects have been added to the existing entry for:

20  EXPLICIT_ROUTE
  Type 10 (TBD): Component Interface identifier IPv4
  Type 11 (TBD): Component Interface identifier IPv6
  Type 12 (TBD): Component Interface identifier Unnumbered

o) A new "Component Link Recording desired" flag (value TBD) of the LSP_ATTRIBUTES object [RFC5420]:
  - Bit Flag: 0x80
  - Name: Local Component Link Recording desired

8. References
8.1. Normative References
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Abstract

This document describes procedures for distributing upstream-assigned labels for Label Distribution Protocol (LDP). It also describes how these procedures can be used for avoiding branch Label Switching Router (LSR) traffic replication on a LAN for LDP point-to-multipoint (P2MP) Label Switched Paths (LSPs).
1. Specification of requirements

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

2. Introduction

This document describes procedures for distributing upstream-assigned labels [RFC5331] for Label Distribution Protocol (LDP) [RFC5036]. These procedures follow the architecture for MPLS Upstream Label Assignment described in [RFC5331].

This document describes extensions to LDP that a Label Switching Router (LSR) can use to advertise to its neighboring LSRs whether the LSR supports upstream label assignment.

This document also describes extensions to LDP to distribute
upstream-assigned labels.

The usage of MPLS upstream label assignment using LDP for avoiding branch LSR traffic replication on a LAN for LDP point-to-multipoint (P2MP) Label Switched Paths (LSPs) [MLDP] is also described.

3. LDP Upstream Label Assignment Capability

According to [RFC5331], upstream-assigned label bindings MUST NOT be used unless it is known that a downstream LSR supports them. This implies that there MUST be a mechanism to enable an LSR to advertise to its LDP neighbor LSR(s) its support of upstream-assigned labels.

A new Capability Parameter, the LDP Upstream Label Assignment Capability, is introduced to allow an LDP peer to exchange with its peers, its support of upstream label assignment. This parameter follows the format and procedures for exchanging Capability Parameters defined in [RFC5561].

Following is the format of the LDP Upstream Label Assignment Capability Parameter:

```
0  1  2  3
+------------------+
|1|0| Upstream Lbl Ass Cap (IANA) | Length (=1) |
+------------------+
|1| Reserved |
+------------------+
```

If an LSR includes the Upstream Label Assignment Capability in LDP Initialization Messages it implies that the LSR is capable of both distributing upstream-assigned label bindings and receiving upstream-assigned label bindings. The reserved bits MUST be set to zero on transmission and ignored on receipt. The Upstream Label Assignment Capability Parameter MUST be carried only in LDP initialization messages and MUST be ignored if received in LDP Capability messages.
4. Distributing Upstream-Assigned Labels in LDP

An optional LDP TLV, Upstream-Assigned Label Request TLV, is introduced. To request an upstream-assigned label an LDP peer MUST include this TLV in a Label Request message.

```
  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|0|0| Upstream Ass Lbl Req (TBD) |      Length                   |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                       Reserved                                |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

An optional LDP TLV, Upstream-Assigned Label TLV is introduced to signal an upstream-assigned label. Upstream-Assigned Label TLVs are carried by the messages used to advertise, release and withdraw upstream assigned label mappings.

```
  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|0|0| Upstream Ass Label (TBD)  |      Length                   |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                         Reserved                              |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                   Label                                       |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

The Label field is a 20-bit label value as specified in [RFC3032] represented as a 20-bit number in a 4 octet field as specified in section 3.4.2.1 of RFC5036 [RFC5036].

4.1. Procedures

Procedures for Label Mapping, Label Request, Label Abort, Label Withdraw and Label Release follow [RFC5036] other than the modifications pointed out in this section.

A LDP LSR MUST NOT distribute the Upstream Assigned Label TLV to a neighboring LSR if the neighboring LSR had not previously advertised the Upstream Label Assignment Capability in its LDP Initialization messages. A LDP LSR MUST NOT send the Upstream Assigned Label Request TLV to a neighboring LSR if the neighboring LSR had not previously advertised the Upstream Label Assignment Capability in its LDP Initialization messages.
As described in [RFC5331] the distribution of upstream-assigned labels is similar to either ordered LSP control or independent LSP control of the downstream assigned labels.

When the label distributed in a Label Mapping message is an upstream-assigned label, the Upstream Assigned Label TLV MUST be included in the Label Mapping message. When an LSR receives a Label Mapping message with an Upstream Assigned Label TLV and it does not recognize the TLV, it MUST generate a Notification message with a status code of "Unknown TLV" [RFC5036]. If it does recognize the TLV but is unable to process the upstream label, it MUST generate a Notification message with a status code of "No Label Resources". If the Label Mapping message was generated in response to a Label Request message, the Label Request message MUST contain an Upstream Assigned Label Request TLV. A LSR that generates an upstream assigned label request to a neighbor LSR, for a given FEC, MUST NOT send a downstream label mapping to the neighbor LSR for that FEC unless it withdraws the upstream-assigned label binding. Similarly if an LSR generates a downstream assigned label request to a neighbor LSR, for a given FEC, it MUST NOT send an upstream label mapping to that LSR for that FEC, unless it aborts the downstream assigned label request.

The Upstream Assigned Label TLV may be optionally included in Label Withdraw and Label Release messages that withdraw/release a particular upstream assigned label binding.

5. LDP Tunnel Identifier Exchange

As described in [RFC5331] an upstream LSR Ru MAY transmit an MPLS packet, the top label of which (L) is upstream-assigned, to a downstream LSR Rd, by encapsulating it in an IP or MPLS tunnel. In this case the fact that L is upstream-assigned is determined by Rd by the tunnel on which the packet is received. There must be a mechanism for Ru to inform Rd that a particular tunnel from Ru to Rd will be used by Ru for transmitting MPLS packets with upstream-assigned MPLS labels.

When LDP is used for upstream label assignment, the Interface ID TLV [RFC3472] is used for signaling the Tunnel Identifier. If Ru uses an IP or MPLS tunnel to transmit MPLS packets with upstream assigned labels to Rd, Ru MUST include the Interface ID TLV in the Label Mapping messages along with the Upstream Assigned Label TLV. The IPv4/v6 Next/Previous Hop Address and the Logical Interface ID fields in the Interface ID TLV SHOULD be set to 0 by the sender and ignored by the receiver. The Length field indicates the total length of the TLV, i.e., \( 4 + \text{the length of the value field in octets} \). A value field whose length is not a multiple of four MUST be zero-padded so
that the TLV is four-octet aligned.

Hence the IPv4 Interface ID TLV has the following format:

```
  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
  |0|0|     Type (0x082d)         |             Length            |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
  |                 IPv4 Next/Previous Hop Address (0)            |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
  |                     Logical Interface ID (0)                  |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
  |                           Sub-TLVs                           |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

The IPv6 Interface ID TLV has the following format:

```
  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
  |0|0|     Type (0x082e)         |             Length            |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
  |                 IPv6 Next/Previous Hop Address (0)            |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
  |                     Logical Interface ID (0)                  |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
  |                           Sub-TLVs                           |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

As shown in the above figures the Interface ID TLV carries sub-TLVs. Four new Interface ID sub-TLVs are introduced to support RSVP-TE P2MP LSPs, LDP P2MP LSPs, IP Multicast Tunnels and context labels. The sub-TLV value in the sub-TLV acts as the tunnel identifier.

Following are the sub-TLVs that are introduced:

1. RSVP-TE P2MP LSP TLV. Type = 28 (To be assigned by IANA). Value of the TLV is the RSVP-TE P2MP LSP SESSION Object [RFC4875].

Below is the RSVP-TE P2MP LSP TLV format when carried in the IPv4 Interface ID TLV:
Below is the RSVP-TE P2MP LSP TLV format when carried in the IPv6 Interface ID TLV:

This TLV identifies the RSVP-TE P2MP LSP. It allows Ru to tunnel an "inner" LDP P2MP LSP, the label for which is upstream assigned, over an "outer" RSVP-TE P2MP LSP that has leaves <Rd1...Rdn>. The RSVP-TE P2MP LSP IF_ID TLV allows Ru to signal to <Rd1...Rdn> the binding of the inner LDP P2MP LSP to the outer RSVP-TE P2MP LSP. The control plane signaling between Ru and <Rd1...Rdn> for the inner P2MP LSP uses targeted LDP signaling messages.

2. LDP P2MP LSP TLV. Type = 29 (To be assigned by IANA). Value of the TLV is the LDP P2MP FEC as defined in [MLDP] and has to be set as per the procedures in [MLDP]. Here is the format of the LDP P2MP FEC as defined in [MLDP]:

```
  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Type (0x1c) | 28 |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| P2MP ID     |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| MUST be zero | Tunnel ID |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Extended Tunnel ID |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```
<table>
<thead>
<tr>
<th>P2MP Type</th>
<th>Address Family</th>
<th>Address Length</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The Address Family MUST be set to IPv4, the Address Length MUST be set to 4 and the Root Node Address MUST be set to an IPv4 address when the LDP P2MP LSP TLV is carried in the IPv4 Interface ID TLV. The Address Family MUST be set to IPv6, the Address Length MUST be set to 16 and the Root Node Address MUST be set to an IPv6 address when the LDP P2MP LSP TLV is carried in the IPv6 Interface ID TLV.

The TLV value identifies the LDP P2MP LSP. It allows Ru to tunnel an "inner" LDP P2MP LSP, the label for which is upstream assigned, over an "outer" LDP P2MP LSP that has leaves <Rd1...Rdn>. The LDP P2MP LSP IF_ID TLV allows Ru to signal to <Rd1...Rdn> the binding of the inner LDP P2MP LSP to the outer LDP P2MP LSP. The control plane signaling between Ru and <Rd1...Rdn> for the inner P2MP LSP uses targeted LDP signaling messages.

3. IP Multicast Tunnel TLV. Type = 30 (To be assigned by IANA) In this case the TLV value is a <Source Address, Multicast Group Address> tuple. Source Address is the IP address of the root of the tunnel i.e. Ru, and Multicast Group Address is the Multicast Group Address used by the tunnel. The addresses MUST be IPv4 addresses when the IP Multicast Tunnel TLV is included in the IPv4 Interface ID TLV. The addresses MUST be IPv6 addresses when the IP Multicast Tunnel TLV is included in the IPv6 Interface ID TLV.

4. MPLS Context Label TLV. Type = 31 (To be assigned by IANA). In this case the TLV value is a <Source Address, MPLS Context Label> tuple. The Source Address belongs to Ru and the MPLS Context Label is an upstream assigned label, assigned by Ru. The Source Address MUST be set to an IPv4 address when the MPLS Context Label TLV is carried in the IPv4 Interface ID TLV. The Source Address MUST be set to an IPv6 address when the MPLS Context Label TLV is carried in the IPv6 Interface ID TLV. This allows Ru to tunnel an "inner" LDP P2MP LSP, the label of which is upstream assigned, over an "outer" one-hop MPLS LSP, where the outer one-hop LSP has the following property:
The label pushed by Ru for the outer MPLS LSP is an upstream assigned context label, assigned by Ru. When <Rd1...Rdn> perform an MPLS label lookup on this label a combination of this label and the incoming interface MUST be sufficient for <Rd1...Rdn> to uniquely determine Ru’s context specific label space to lookup the next label on the stack in. <Rd1...Rdn> MUST receive the data sent by Ru with the context specific label assigned by Ru being the top label on the label stack.

Currently the usage of the context label TLV is limited only to LDP P2MP LSPs on a LAN as specified in the next section. The context label TLV MUST NOT be used for any other purposes.

Note that when the outer P2MP LSP is signaled with RSVP-TE or MLDP the above procedures assume that Ru has a priori knowledge of all the <Rd1, ... Rdn>. In the scenario where the outer P2MP LSP is signaled using RSVP-TE, Ru can obtain this information from RSVP-TE. However, in the scenario where the outer P2MP LSP is signaled using MLDP, MLDP does not provide this information to Ru. In this scenario the procedures by which Ru could acquire this information are outside the scope of this document.

6. LDP Point-to-Multipoint LSPs on a LAN

This section describes one application of upstream label assignment using LDP. Further applications are to be described in separate documents.

[MLDP] describes how to setup P2MP LSPs using LDP. On a LAN the solution relies on "ingress replication". A LSR on a LAN, that is a branch LSR for a P2MP LSP, (say Ru) sends a separate copy of a packet that it receives on the P2MP LSP to each of the downstream LSRs on the LAN (say <Rd1...Rdn> that are adjacent to it in the P2MP LSP.

It is desirable for Ru to send a single copy of the packet for the LDP P2MP LSP on the LAN, when there are multiple downstream routers on the LAN that are adjacent to Ru in that LDP P2MP LSP. This requires that each of <Rd1...Rdn> must be able to associate the label L, used by Ru to transmit packets for the P2MP LSP on the LAN, with that P2MP LSP. It is possible to achieve this using LDP upstream-assigned labels with the following procedures.

Consider an LSR Rd that receives the LDP P2MP FEC [MLDP] from its downstream LDP peer. Further the upstream interface to reach LSR Ru which is the next-hop to the P2MP LSP root address, Pr, in the LDP P2MP FEC, is a LAN interface, Li. Further Rd and Ru support upstream-assigned labels. In this case Rd instead of sending a Label Mapping
message as described in [MLDP] sends a Label Request message to Ru. This Label Request message MUST contain an Upstream Assigned Label Request TLV.

On receiving this message, Ru sends back a Label Mapping message to Rd with an upstream-assigned label. This message also contains an Interface ID TLV with a MPLS Context Label sub-TLV, as described in the previous section, with the value of the MPLS label set to a value assigned by Ru on interface Li as specified in [RFC5331]. Processing of the Label Request and Label Mapping messages for LDP upstream-assigned labels is as described in section 4.1. If Ru receives a Label Request for an upstream assigned label for the same P2MP FEC from multiple downstream LSRs on the LAN, <Rd1...Rdn>, it MUST send the same upstream-assigned label to each of <Rd1...Rdn>.

Ru transmits the MPLS packet using the procedures defined in [RFC5331] and [RFC5332]. The MPLS packet transmitted by Ru contains as the top label the context label assigned by Ru on the LAN interface, Li. The bottom label is the upstream label assigned by Ru to the LDP P2MP LSP. The top label is looked up in the context of the LAN interface, Li, [RFC5331] by a downstream LSR on the LAN. This lookup enables the downstream LSR to determine the context specific label space to lookup the inner label in.

Note that <Rd1...Rdn> may have more than one equal cost next-hop on the LAN to reach Pr. It MAY be desirable for all of them to send the label request to the same upstream LSR and they MAY select one upstream LSR using the following procedure:

1. The candidate upstream LSRs are numbered from lower to higher IP address

2. The following hash is performed: H = (Sum Opaque value) modulo N, where N is the number of candidate upstream LSRs. Opaque value is defined in [MLDP] and comprises the P2MP LSP identifier.

3. The selected upstream LSR U is the LSR that has the number H.

This allows for load balancing of a set of LSPs among a set of candidate upstream LSRs, while ensuring that on a LAN interface a single upstream LSR is selected. It is also to be noted that the procedures in this section can still be used by Rd and Ru if other LSRs on the LAN do not support upstream label assignment. Ingress replication and downstream label assignment will continue to be used for LSRs that do not support upstream label assignment.
7. IANA Considerations

7.1. LDP TLVs

IANA maintains a registry of LDP TLVs at the registry "Label Distribution Protocol" in the sub-registry called "TLV Type Name Space".

This document defines a new LDP Upstream Label Assignment Capability TLV (Section 3). IANA is requested to assign the value 0x0507 to this TLV.

This document defines a new LDP Upstream-Assigned Label TLV (Section 4). IANA is requested to assign the type value of 0x204 to this TLV.

This document defines a new LDP Upstream-Assigned Label Request TLV (Section 4). IANA is requested to assign the type value of 0x205 to this TLV.

7.2. Interface Type Identifiers

[RFC3472] defines the LDP Interface ID IPv4 and IPv6 TLV. These top-level TLVs can carry sub-TLVs dependent on the interface type. These sub-TLVs are assigned "Interface ID Types". IANA maintains a registry of Interface ID Types for use in GMPLS in the registry "Generalized Multi-Protocol Label Switching (GMPLS) Signaling Parameters" and sub-registry "Interface_ID Types". IANA is requested to make corresponding allocations from this registry as follows:

- RSVP-TE P2MP LSP TLV (requested value 28)
- LDP P2MP LSP TLV (requested value 29)
- IP Multicast Tunnel TLV (requested value 30)
- MPLS Context Label TLV (requested value 31)

8. Security Considerations

The security considerations discussed in RFC 5036, RFC 5331 and RFC 5332 apply to this document.

More detailed discussion of security issues that are relevant in the context of MPLS and GMPLS, including security threats, related defensive techniques, and the mechanisms for detection and reporting, are discussed in "Security Framework for MPLS and GMPLS Networks"
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Abstract
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1. Introduction

When Resource ReserVation Protocol Traffic Engineered (RSVP-TE) is used for applications like Multicast Virtual Private Network (MVPN) [MVPN] and Virtual Private LAN Service (VPLS) [RFC4761], an Egress Label Switching Router (LSR) receives the binding of the RSVP-TE Label Switched Path (LSP) to an application, and payload identification, using an "out-of-band" (OOB) mechanism (e.g., using Border Gateway Protocol (BGP)). In such cases, the Egress LSR cannot make correct forwarding decision until such OOB mapping information is received. Furthermore, in order to apply the binding information, the Egress LSR needs to identify the incoming LSP on which traffic is coming. Therefore, non Penultimate Hop Popping (non-PHP) behavior is required to apply OOB mapping. Non-PHP behavior requires the egress LSRs to assign a non-NULL label for the LSP being signaled.

There are other applications that require non-PHP behavior. When RSVP-TE point-to-multipoint (P2MP) LSPs are used to carry IP multicast traffic non-PHP behavior enables a leaf LSR to identify the P2MP TE LSP, on which traffic is received. Hence the egress LSR can determine whether traffic is received on the expected P2MP LSP and discard traffic that is not received on the expected P2MP LSP. Non-PHP behavior is also required to determine the context of upstream assigned labels when the context is a MPLS LSP. Non-PHP behavior may also be required for MPLS-TP LSPs [RFC5921].

This document defines two new flags in the Attributes Flags TLV of the LSP_ATTRIBUTES object defined in [RFC5420]: one flag for communication of non-PHP behavior, and one flag to indicate that the binding of the LSP to an application and payload identifier (payload-Id) needs to be learned via an out-of-band mapping mechanism. As there is one-to-one correspondence between bits in the Attribute Flags TLV and the RRO Attributes subobject, corresponding flags to be carried in RRO Attributes subobject are also defined.

The procedures described in this document are equally applicable for P2P and P2MP LSPs. Specification of the OOB communication mechanism(s) is beyond the scope of this document.
2. RSVP-TE signaling extensions

This section describes the signaling extensions required to address the above-mentioned requirements.

2.1. Signaling non-PHP behavior

In order to request non-PHP behavior for an RSVP-TE LSP, this document defines a new flag in the Attributes Flags TLV of the LSP_ATTRIBUTES object defined in [RFC5420]:

Bit Number (to be assigned by IANA): non-PHP behavior requested flag.

In order to indicate to the Ingress LSR that the Egress LSR recognizes the "non-PHP behavior requested flag", the following new bit is defined in the Flags field of the Record Route object (RRO) Attributes subobject:

Bit Number (same as bit number assigned for non-PHP behavior requested flag): Non-PHP behavior acknowledgement flag.

An Ingress LSR sets the "non-PHP behavior requested flag" to signal the egress LSRs SHOULD assign non-NULL label for the LSP being signaled. This flag MUST NOT be modified by any other LSRs in the network. LSRs other than the Egress LSRs SHOULD ignore this flag.

If an egress LSR receiving the Path message, supports the LSP_ATTRIBUTES object and the Attributes Flags TLV, and also recognizes the "non-PHP behavior requested flag", it MUST allocate a non-NULL local label. The egress LSR MUST also set the "Non-PHP behavior acknowledgement flag" in the Flags field of the RRO Attribute subobject.

If the egress LSR

- supports the LSP_ATTRIBUTES object but does not recognize the Attributes Flags TLV; or

- supports the LSP_ATTRIBUTES object and recognize the Attributes Flags TLV, but does not recognize the "non-PHP behavior requested flag";
then it silently ignores this request according to the processing rules of [RFC5420].

An ingress LSR requesting non-PHP behavior SHOULD examine "Non-PHP behavior acknowledgement flag" in the Flags field of the RRO Attribute subobject and MAY send a Path Tear to the Egress which has not set the "Non-PHP behavior acknowledgement flag". An ingress LSR requesting non-PHP behavior MAY also examine the label value corresponding to the Egress LSR(s) in the RRO, and MAY send a Path Tear to the Egress which assigns a Null label value.

When signaling a P2MP LSP, a source node may wish to solicit individual response to the "non-PHP behavior requested flag" from the leaf nodes. Given the constraints on how the LSP_ATTRIBUTES may be carried in Path and Resv Messages according to RFC5420, in this situation the source node MUST use a separate Path message for each leaf in networks where [ATTRIBUTE-BNF] is not supported. In networks with [ATTRIBUTE-BNF] deployed either separate Path message for each leaf or multiple leafs per Path message MAY be used by the source node.

2.2. Signaling OOB Mapping Indication

This document defines a single flag to indicate that the normal binding mechanism of an RSVP session is overridden. The actual out-of-band mappings are beyond the scope of this document. The flag is carried in the Attributes Flags TLV of the LSP_ATTRIBUTES object defined in [RFC5420] and is defined as follows:

Bit Number (to be assigned by IANA): OOB mapping indication flag.

In order to indicate to the Ingress LSR that the Egress LSR recognizes the "OOB mapping indication flag", the following new bit is defined in the Flags field of the Record Route object (RRO) Attributes subobject:

Bit Number (same as bit number assigned for OOB mapping indication flag): OOB mapping acknowledgement flag.
An Ingress LSR sets the OOB mapping indication flag to signal the Egress LSR that binding of RSVP-TE LSP to an application and payload identification is being signaled out-of-band. This flag MUST NOT be modified by any other LSRs in the network. LSRs other than the Egress LSRs SHOULD ignore this flag.

When an Egress LSR which supports the "OOB mapping indication flag", receives a Path message with that flag set, the Egress LSR MUST set the "OOB mapping acknowledgement flag" in the Flags field of the RRO Attribute subobject. The rest of the RSVP signaling proceeds as normal. However, the LSR MUST have received the OOB mapping before accepting traffic on the LSP. This implies that the Egress LSR MUST NOT setup forwarding state for the LSP before it receives the OOB mapping.

Note that the payload information SHOULD be supplied by the OOB mapping. If the egress LSR receives the payload information from OOB mapping then the LSR MUST ignore L3PID in the Label Request Object [RFC3209].

If the egress LSR

- supports the LSP_ATTRIBUTES object but does not recognize the Attributes Flags TLV; or

- supports the LSP_ATTRIBUTES object and recognizes the Attributes Flags TLV, but does not recognize the "OOB mapping indication flag";

then it silently ignores this request according to the processing rules of [RFC5420].

An ingress LSR requesting OOB mapping SHOULD examine "OOB mapping acknowledgement flag" in the Flags field of the RRO Attribute subobject and MAY send a Path Tear to the Egress which has not set the "OOB mapping acknowledgement flag".

When signaling a P2MP LSP, a source node may wish to solicit individual response to the "OOB mapping indication flag" from the the leaf nodes. Given the constraints on how the LSP_ATTRIBUTES may be carried in Path and Resv Messages according to RFC5420, in this situation the source node MUST use a separate Path message for each leaf in networks where [ATTRIBUTE-BNF] is not supported. In
networks with [ATTRIBUTE-BNF] deployed either separate Path message for each leaf or multiple leaves per Path message MAY be used by the source node.

In deploying applications where Egress LSR receives the binding of the RSVP-TE LSP to an application, and payload identification, using OOB mechanism, it is important to recognize that the OOB mapping is sent asynchronously with respect to the signaling of RSVP-TE LSP. Egress LSR only installs forwarding state for the LSP after it receives the OOB mapping. In deploying applications using OOB mechanism, an Ingress LSR may need to know when the Egress is properly setup for forwarding (i.e., has received the OOB mapping). How the Ingress LSR determines that the LSR is properly setup for forwarding at the Egress LSR is beyond the scope of this document. Nonetheless, if the OOB mapping is not received by the Egress LSR within a reasonable time, the procedure defined in section 2.4 to tear down the LSP is followed.

2.3. Relationship between OOB and non-PHP flags

"Non-PHP behavior desired" and "OOB mapping indication" flags can appear and be processed independently of each other. However, as mentioned earlier, in the context of the applications discussed in this document, OOB mapping requires non-PHP behavior. An Ingress LSR requesting the OOB mapping MAY also set the "non-PHP behavior requested flag" in the LSP_ATTRIBUTES object in the Path message.

2.4. Egress Procedure for label binding

RSVP-TE signaling completion and the OOB mapping information reception happen asynchronously at the Egress. As mentioned in Section 2.2, Egress waits for the OOB mapping before accepting traffic on the LSP. Nonetheless, MPLS OAM mechanisms, e.g., LSP Ping and Trace route as defined in [RFC4379], [P2MP-OAM], are expected to work independent of OOB mapping learning process.

In order to avoid unnecessary use of the resources and possible black-holing of traffic, an Egress LSR MAY send a Path Error message if the OOB mapping information is not received within a reasonable time. This Path Error message SHOULD include the error code/sub-code "Notify Error/ no OOB mapping received" for all affected LSPs. If notify request was included when the LSP was initially setup, Notify message (as defined in [RFC3473]) MAY also be used for delivery of this information to the Ingress LSR. An Egress LSR MAY implement a cleanup timer for this purpose. The
time-out value is a local decision at the Egress, with a RECOMMENDED default value of 60 seconds.

3. Security Considerations

Addition of "non-PHP behavior" adds a variable of attacks on the label assigned by the Egress node. As change in the value of the egress label reported in the RRO can cause the LSP to be torn down, additional security considerations for protecting label assigned by the Egress node are required. Security mechanisms as identified in [RFC5920], [RFC2205], [RFC3209], [RFC3473], [RFC5420] and [RFC4875] can be used for this purpose. This document does not introduce any additional security issues above those identified in [RFC5920], [RFC2205], [RFC3209], [RFC3473], [RFC5420] and [RFC4875].

4. IANA Considerations

The following changes to the Resource Reservation Protocol-Traffic Engineering (RSVP-TE) Parameters registry are required.

4.1. Attribute Flags for LSP_ATTRIBUTES object

The following new flags are defined for the Attributes Flags TLV in the LSP_ATTRIBUTES object. The numeric values are to be assigned by IANA.

o Non-PHP behavior flag:
This flag is used in the Attributes Flags TLV in a Path message. The flags have corresponding new flag to be used in the RRO Attributes subobject. As per [RFC5420], the bit numbering in the Attribute Flags TLV and the RRO Attributes subobject is identical. That is, the same attribute is indicated by the same bit in both places. This flag is not allowed in the Attributes Flags TLV in a Resv message. Specifically, Attributes of this flag are as follows:

- Bit Number: To be assigned by IANA.
- Attribute flag carried in Path message: Yes
- Attribute flag carried in Resv message: No
- Attribute flag carried in RRO message: Yes
o OOB mapping flag:

This flags is used in the Attributes Flags TLV in a Path message. The flags have corresponding new flag to be used in the RRO Attributes subobject. As per [RFC5420], the bit numbering in the Attribute Flags TLV and the RRO Attributes subobject is identical. That is, the same attribute is indicated by the same bit in both places. This flag is not allowed in the Attributes Flags TLV in a Resv message. Specifically, Attributes of this flag are as follows:

- Bit Number: To be assigned by IANA.
- Attribute flag carried in Path message: Yes
- Attribute flag carried in Resv message: No
- Attribute flag carried in RRO message: Yes

4.2. New RSVP error sub-code

For Error Code = 25 "Notify Error" (see [RFC3209]) the following sub-code is defined.

<table>
<thead>
<tr>
<th>Sub-code</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No OOB mapping received</td>
<td>to be assigned by IANA.</td>
</tr>
</tbody>
</table>
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Abstract

Purpose of this ID is to illustrate interworking scenarios between network(s) supporting MPLS-TP and network(s) supporting IP/MPLS. Main interworking aspects, issues and open points are highlighted.
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1. Introduction

1.1. Scope of this document

This document illustrates the most likely interworking scenarios between MPLS-TP and IP/MPLS. For each of the examined scenarios interworking aspects, limitations, issues and open points, with particular focus on OAM capabilities, are provided.


2. Conventions used in this document

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

3. Acronyms

AC Attachment circuit
CE Customer Edge
CLI Client
CP Control Plane
DP Data Plane
ETH Ethernet MAC Layer
ETY Ethernet Physical Layer
IWF Interworking Function
LER Label Edge Router
LSP Label Switched Path
LSR Label Switch Router
4. Problem Statement

This document addresses interworking issues between MPLS-TP network and IP/MPLS network. The network decomposition can envisage network layering and/or network partitioning.

The presented scenarios are not intended to be comprehensive, for instance more complex scenarios can be created composing those described in this document.

5. Terminology

As far as this document is concerned, the following terminology is used:
IP/MPLS NE: a NE that supports IP/MPLS functions

IP/MPLS Network: a network in which IP/MPLS NEs are deployed

MPLS-TP NE: a NE that supports MPLS-TP functions

MPLS-TP Network: a network in which MPLS-TP NEs are deployed

Node: either MPLS-TP NE, IP/MPLS NE or CE

Ingress direction: from client to network

Egress direction: from network to client

For each of the scenarios described in this document, two paragraphs may appear, one related to possible issues already envisaged by the authors (Open Issues), the other related to aspects still left for further study and/or definition (Open Points).

This Section provides some terminology about network layering and partitioning. Primarily source of those definitions is [ITU-T G.805]. Readers already familiar with these concepts can skip this Section.

6. Elements used in the figures

A legenda of the symbols, which are most used in the following Sections, is provided, in order to facilitate comprehension of the scenarios.
7. Interconnectivity Options

The MPLS-TP project adds dataplane OAM functionality to the MPLS tool set that permits executive action to be delegated to the dataplane. This provides the option of running MPLS without a control plane while still providing carrier grade resiliency options for connection oriented operation. Connection oriented operation alone does not offer the scalability to offer contemporary multipoint service solutions, but the combination of MPLS-TP connection oriented backhaul and IP/MPLS service capabilities permits the deployment of networks that scale significantly beyond the boundaries of current control plane scaling.

This section describes the methods in which IP/MPLS and MPLS-TP domains can interconnect. The network decomposition can envisage network layering and/or network partitioning. The presented scenarios are not intended to be comprehensive, for instance more complex scenarios can be created composing those described in this document. The various elements introduced in this section will be referred to in later sections.

The following figure illustrates the Network Layering concept, as it is described in Section 7.1:
Layer n is carried over Layer n-1, via adaptation and termination functions. Some readers will also call this concept "Overlay model".

The following figure illustrates the Network Partitioning concept, as it is described in Section 7.3:
handle the technologies of both subnetworks.

The two subnetworks are at the same level. Some readers will also call this concept "Peer model".

7.1. Network Layering model

Two relationship are considered: the IP/MPLS network is carried over the MPLS-TP one, the MPLS-TP network is carried over the IP/MPLS one. This version of the draft focuses on the former relationship. In the MPLS-TP architecture, the pseudo wire is the primary unit of carriage of non-MPLS-TP payloads. This provides a clean demarcation between MPLS-TP operations and transported payloads.

7.1.1. OAM Implication of the Layering model

The overlay model has the virtue of uniform deployment of OAM capabilities and encapsulations at all MIPs and MEPs at a given layer in the label stack. The IP/MPLS architecture does include OAM transactions originated by MIPs so the layer interworking function for MPLS-TP servers is simplified.

7.1.2. Layering model control plane consideration

The interworking between an IP/MPLS domain and an MPLS-TP domain highly depends on the implemented model (i.e. layering or partitioning) and different scenarios can be implemented depending on a number of different aspects.

In the case of layering model, the first aspect consists on the provisioning of the LSP at the N-1 layer (MPLS-TP layer). Two possible scenarios are foreseen: pre-configuration of the MPLS-TP LSP or induced provisioning. The pre-configuration of the MPLS-TP LSP can be performed either manually via NMS or via the MPLS-TP control plane signaling and the MPLS-TP LSP can be exported to the IP/MPLS domain as a forwarding adjacency. On the other side the signaling messages at the IP/MPLS layer, upon reaching the border of the MPLS-TP domain, can induce the signaling of the MPLS-TP LSP via RSVP-TE. Other use cases depend on how the IP/MPLS is carried over the MPLS-TP domain and are analyzed scenario by scenario in the following sections.

7.2. Network Layering scenarios

7.2.1. Port based transparent transport of IP/MPLS

This scenario foresees an IP/MPLS network carried over an MPLS-TP network. The selection of the route over the MPLS-TP network is done
on a per port basis. The interworking is done via Link Layer (e.g. Ethernet) encapsulation in PW over MPLS-TP (as per PWE3 Protocol Stack Reference Model). MPLS-TP LSPs are pre-configured with respect to IP/MPLS LSPs and IP/MPLS LSRs may be seen one hop away.

The following figure illustrates the functional interworking among the networks:

![Functional Interworking Diagram]

The LSR 3 and 7 are one hop away from the IP/MPLS layer point of view, CP/MP of IP/MPLS is transparently transported by MPLS-TP network.

In case the Link Layer is Ethernet, the service provided by the MPLS-TP network could be an E-Line service realized via VPWS. The LER4 and 6 do not need to know that above the Ethernet layer there is an MPLS LSP.
7.2.1.1. OAM Considerations

The following figure illustrates the stacking relationship among the technology layers and OAM relationship among the networks:

```
Layers:

+--------+----------------------CLI----------------------+--------+
|--SRV--| |--------------------(PW)---------------------| |--SRV--|
|------+--------------LSP--------------+------|
|-SRV-| |------+------SRV------+------| |-SRV-|
|-PHY-| |-----PW-----| |-PHY-|
|--LSP--+-SRV-| |-SRV-|

OAM:
(5) >-----O-----------------------------O< LSP
(4) >---------------------------------< SECTION
(3) >-------------< PW
(2) >-----O----< LSP
(1) >--< >。<.< >--< >.<.< >--< >.<.< >--< PHYS

Nodes:
+++++ ++ 2 ++ + 3 ++ 4 ++ + 5 ++ 6 ++ 7 ++ 8 ++ 9 ++
+++++ ++ ++ ++ ++ ++ ++ ++ ++ ++ ++ ++ ++ ++
CE LER LSR LER LSR LER LSR LER CE

Port based transparent transport - Layers and OAM view

Figure 5

Several levels of OAM are shown in the previous figure, these are not comprehensive and any subset of them MAY be configured in a network. A brief description of the different levels is provided:

(5) Edge-to-Edge MPLS OAM on IP/MPLS network (at LSP level)

(4) Section OAM on IP/MPLS network

(3) Edge-to-Edge MPLS-TP OAM on MPLS-TP network (at PW level)

(2) Edge-to-Edge MPLS-TP OAM on MPLS-TP network (at LSP level)
(1) Physical level OAM (MAY be of several kinds)

In case of fault detected at the MPLS-TP LSP (2) level, the corresponding server MEP asserts a signal fail condition and notifies that to the co-located MPLS-TP client/server adaptation function which then generates OAM packets with AIS information in the downstream direction to allow the suppression of secondary alarms at the MPLS-TP MEP in the client (sub-) layer, which in this example correspond to PW layer (3).

Note that the OAM layers not directly related to MPLS-TP network have been reported just for completeness of the scenario; however their behavior and interworking are out of scope of this document. For MPLS-TP Alarm reporting detailed description, please refer to [draft-ietf-mpls-tp-oam-framework].

7.2.1.2. Control Plane considerations

In this case the interconnection between the IP/MPLS domain and the MPLS-TP domain consists of a link. This does not allow a transparent transport of the IP control messages (e.g. LDP) over the MPLS-TP LSPs due to the fact that the egress node of the MPLS-TP domain is not able to route IP packets on its interfaces. The IP control messages need to be carried over an Ethernet frame over a PWE3 before being injected into the MPLS-TP LSP. In other words they are forwarded with two labels, the PWE3 one (S=0) and the LSP one (S=1). The IP control message, upon reaching the egress LER of the MPLS-TP domain, can be correctly forwarded to the ingress node of the IP/MPLS domain.

7.2.1.3. Services view

There are two service models supported by the overlay model when combined with Ethernet PWs. The first is simple p2p encapsulation and transport of all traffic presented to the MPLS-TP on a given interface. This is of limited utility due to the number of ports required to achieve the desired level of network interconnect across the MPLS-TP core.

The second is that the MPLS-TP LER maps VLANs to distinct PWs such that multiple IP/MPLS adjacencies can be supported over each interface between the IP/MPLS LSR and the MPLS-TP LER. This potentially can require a large number of IP/MPLS adjacencies overlaying the core.

In both cases the service can be unprotected or protected.
7.2.1.4. Resiliency considerations

In the scenario where the service is unprotected, resiliency is fully delegated to the IP/MPLS network, which will depend on a combination of routing convergence and/or FRR to maintain service. This will be at the expense of routing stability.

A protected service can offer significant improvements in routing stability with the exception that the link between the IP/MPLS LSRs and the MPLS-TP LERs and the MPLS-TP LERs themselves are single points of failure. There is an advantage in that the single points of failures are adjacent to the MPLS LSRs such that there is a high probability of such failures manifesting themselves immediately in the form of a physical layer loss-of-signal failure and thus accelerating recovery. Multiple failure scenarios may also result in the IP/MPLS overlay having to take action to recover connectivity but this would be gated by whatever OAM detection mechanisms were employed by the IP/MPLS layer as there is no equivalent of MPLS-TP LDI across the interconnect interface.

7.2.2. VLAN based transparent transport of IP/MPLS

This scenario is analogous to the previous one. The interconnection between the IP/MPLS LSRs and the MPLS-TP PEs is done via .1Q Tagged Ethernet, and VLANs are used to select the routes over the p2p Ethernet connectivity services over MPLS-TP (VPWS). The interworking is done via Ethernet encapsulation in PW over MPLS-TP (as per PWE3 Protocol Stack Reference Model). This VLAN based interconnection may be used in order to reduce the number of physical interfaces between the two networks. The same considerations of previous scenarios apply.

7.2.3. Port based transport of IP/MPLS with Link Layer removal

This scenario foresees an IP/MPLS network carried over an MPLS-TP network. The selection of the route over the MPLS-TP network is done on a per port basis. The physical interface between the IP/MPLS and the MPLS-TP network may be of different kind (e.g. Ethernet, POS); the interworking is done via Link Layer removal and client packet (MPLS and IP) encapsulation in PW over MPLS-TP (as per PWE3 Protocol Stack Reference Model). MPLS-TP LSPs are pre-configured with respect to IP/MPLS LSPs and are seen as routing adjacencies by the IP/MPLS network.

The following figure illustrates the functional interworking among the networks:
The LSR 3 and 7 are one hop away from the IP/MPLS layer point of view.

The service provided by the MPLS-TP network is p2p; client traffic is separated on a per port basis, so that (for example) all traffic coming from LSR 3 on the interface to LER 4 is transparently transported via LER 6 to LSR 7 and vice versa. The client traffic to be encapsulated is both MPLS packets (DP) and IP packets (DP, CP and MP). The encapsulation may be performed via PWs, that is, one PW is needed for MPLS and one for IP between any given port pair or directly using the LSP label stacking. The encapsulation via PW is required such that the IP/MPLS section preserves PHY like properties and to operationally isolate TP and IP/MPLS operation (e.g. reserved label handling link GAL and Router Alert).
7.2.3.1. OAM considerations

The following figure illustrates the stacking relationship among the technology layers and OAM relationship among the networks:

Layers:

```
|--------+----------------------CLI----------------------+--------|
|--SRV--| |--------------------(PW)---------------------| |--SRV--|
|------+--------------LSP--------------+------|
|-SRV-| |-SRV-| |---PW--------| |-SRV-| |-SRV-|
|--LSP--|
|-SRV-| |-SRV-|
```

OAM:

(5) >------O-----------------------------O------< LSP
(4) >---------------------------< SECTION
(3) >---------------------------< PW
(2) >------O-------< LSP
(1) >---< >---< >---< >---< >...< >...< >---< >---< >---< >---< PHY

Nodes:

```
+++++  +++++   +++++   +++++   +++++   +++++   +++++   +++++  +++++
+ 1 +--+ 2 +...+ 3 ++++ 4 +...+ 5 ++++ 6 ++++ 7 +...+ 8 ++++ 9 +
+++++  +++++   +++++   +++++   +++++   +++++   +++++   +++++  +++++
CE     LER     LSR     LER     LSR     LER     LSR     LER     CE
```

Port based transport with Link Layer removal - Layers and OAM view

Figure 7

Several levels of OAM are possible, a subset of them is shown in the previous figure, however these are not comprehensive, any subset of them MAY be configured in a network. A brief description of the levels is provided:

(5) Edge-to-Edge MPLS OAM on IP/MPLS network (at LSP level)
(4) Section MPLS OAM
(3) Edge-to-Edge MPLS-TP OAM on MPLS-TP network (at PW level)
(2) Edge-to-Edge MPLS-TP OAM on MPLS-TP network (at LSP level)
(1) Physical level OAM (MAY be of several kinds)

7.2.3.2. Control Plane considerations

In the case of transparent transport of the IP/MPLS over the MPLS-TP domain there are no differences, from a control plane point of view, with respect to the case of Ethernet encapsulation over MPLS-TP. Same considerations carried out in section 5.1.3.1.1.2 apply to this section.

7.2.3.3. Services view

The service model for the transparent transport mode is simple p2p encapsulation and transport of all traffic presented to the MPLS-TP on a given interface. This is of limited utility due to the number of ports required to achieve the desired level of network interconnect across the MPLS-TP core. It would potentially also require a correspondingly high number of IP/MPLS adjacencies to overlay the core.

The service can be unprotected or protected.

7.2.3.4. Resiliency considerations

The resiliency considerations are the same as for the overlay model.

7.2.4. IP/MPLS / MPLS-TP hybrid edge node

In this scenario the physical interface between the IP/MPLS and the MPLS-TP network is generic and may be other than Ethernet (e.g. POS); the interworking is done via client LSP packet encapsulation as per MPLS labeled or IP traffic over MPLS-TP as per RFC 5921. MPLS-TP LSPs are pre-configured with respect to IP/MPLS LSPs and are seen as routing adjacencies between the hybrid edge nodes by the IP/MPLS network.

The service that is offered to the IP/MPLS network is that of a multi-point MPLS VPN.

The following figure illustrates the functional interworking among the networks.
The Node 4 and 6 in the above figure act as dual function:

- LSR of client IP/MPLS network
- LER of server MPLS-TP subnetwork

### 7.2.4.1. OAM considerations

The following figure illustrates the stacking relationship among the technology layers and OAM relationship among the networks:
Several levels of OAM are possible, a subset of them is shown in the previous figure, however these are not comprehensive, any subset of them MAY be configured in a network. A brief description of the levels is provided:

(3) Edge-to-Edge MPLS OAM on IP/MPLS network (at LSP level)

(2) Edge-to-Edge MPLS-TP OAM on MPLS-TP network (at LSP level)

(1) Physical level OAM (MAY be of several kinds)

7.2.4.2. Control Plane considerations

This case is different from the previous two because the interconnection between the IP/MPLS domain and the MPLS-TP domain consists of a node. This lead to the fact that IP control messages do not need to be carried over a PWE3 along the MPLS-TP domain but can be directly carried over an LSP. In other words they are forwarded with a single LSP label (S=1) and, upon reaching the hybrid node between the MPLS-TP domain and the next IP/MPLS domain, the signaling can be carried on.

7.2.4.3. Services view

The service model for the hybrid edge node model is that the MPLS-TP network appears to the IP/MPLS network as a complete IP/MPLS
subnetwork. This has the virtue of collapsing the number of IP/MPLS
adjacencies required to overlay the core.

The service can be unprotected or protected. And the protection can
be a combination of MPLS-TP resiliency and IP/MPLS recovery actions.

7.2.4.4. Resiliency considerations

The resiliency considerations are similar to that of the overlay
model. However the extension of the control plane to the hybrid node
means the lack of a dataplane LDI equivalent is mitigated, the IP/
MPLS domain having been extended to reach the MPLS-TP OAM domain such
that LDI indications from core failures can interwork directly the
the control plane and accelerate recovery actions.

7.2.5. MPLS-TP carried over IP/MPLS

TODO

7.3. Network Partitioning Model

In the rest of this Section the following assumptions apply:

- Customer network is carried partly over IP/MPLS subnetwork (e.g.
  via PW encapsulation) and partly over MPLS-TP subnetwork.

- An example of server layer of MPLS is Ethernet.

For the purposes of this Section, MPLS-TP subnetwork is deployed
between a CE and an IP/MPLS subnetwork. Other kinds of deployment
are possible (not shown in this document), for instance:

- More than two subnetworks are deployed between the CEs

- MPLS-TP can be deployed between two subnetworks

7.3.1. Connectivity constraints of the partitioning model

The partitioning model is constrained to interconnecting LSPs or PWs
with common behavioral characteristics. As MPLS-TP is constrained to
connection oriented behavior the portion of the LSP that transits an
IP/MPLS subnetwork will need to be effectively constrained to the
same profile, that is connection oriented, and no PHP or merging. No
ECMP or transit of LAG cannot be guaranteed which means OAM fate
sharing may not exist in IP/MPLS subnetworks and the end-to-end OAM
may only serve to coordinate dataplane resiliency actions between
MEPs with respect to faults in the MPLS-TP subnetworks.
7.3.2. OAM Implications of the partitioning model

The partitioning model requires the concatenations of path segments that do not necessarily have common OAM components and have a number of possible implementations. At the simplest level configuration of common OAM capabilities and encapsulation between the MEPs in the MEG is required. The set that is common to the MEPs in the MEG may not necessarily be supported by the MIPs, and knowledge of MIP capability will not figure into MEP negotiation, so the MEPs may select a common mode that is not common with that supported by the MIPs.

The primary consequence being that MPLS-TP MIP originated transactions, or messages targeted to MIPs using MPLS-TP encapsulations will not be guaranteed to provide a uniform quality of information as not all MIPs will support MPLS-TP OAM extensions, and as noted will not participate in MEP-MEP configuration or negotiation.

This means that GAL encapsulated OAM may only serve to coordinate dataplane resiliency actions between MEPs with respect to faults in the MPLS-TP subnetworks and faults in the IP/MPLS subnetwork are recovered by IP/MPLS mechanisms (e.g., FRR). Edge to edge monitoring of MPLS/MPLS-TP networks may be implemented using an edge to edge LSP OAM/PW OAM, in order not to need a gateway/translation function on the border node between the two domains.

7.4. Network Partitioning scenarios

The main features to be taken into account in deploying a partitioned network are the following:

- Border Node or Border Link
- MultiSegment Pseudowire or LSP Stitching
- Network Interworking
- End-to-End OAM support
- Interaction between DP of IP/MPLS and DP of MPLS-TP
- Interaction between CP of IP/MPLS and MP of MPLS-TP
- Interaction between CP of IP/MPLS and CP of MPLS-TP
- Interaction between MP of IP/MPLS and MP of MPLS-TP
7.4.1. Border Node - Multisegment Pseudowire

The following figure illustrates the functional interworking among the networks:

Networks:

```
+-----+ - - - - - - - - - - - - - - - - - +-----+
| _______________   _______________ |
|/  IP/MPLS Net. \ /  MPLS-TP Net. \\|
+-------------------------------+-------------+
PW emulation
```

PWs:
```
-------------MS-PW-------------
```

Nodes:
```
+++++                                         +++++
+ 1 +----+- - - - - - - - - - - - - - - -+----+ 7 +
+++++    |                               |    +++++
CE     +++++         +++++  +++++         +++++  CE
+ 2 +...+ 3 +---+ 4 +...+ 5 +...+ 6 +
+++++         +++++         +++++         +++++
LER  LSR    LER  LSR    LER  T-PE  S-PE  T-PE
```

Border Node - Multisegment Pseudowire - Networks and PWs view

Figure 10

7.4.1.1. OAM considerations

The following figure illustrates the stacking relationship among the technology layers and OAM relationship among the networks:

Several levels of OAM are possible, a subset of them is shown in the previous figure, however these are not comprehensive, any subset of them MAY be configured in a network. A brief description of the different levels is provided:

(3) Edge-to-Edge MPLS/MPLS-TP OAM on whole network (at PW level)

(2) Edge-to-Edge MPLS OAM and Edge-to-Edge MPLS-TP OAM on each network partition respectively (at LSP level)

(1) Physical level OAM (MAY be of several kind)

Open Points:

- Interworking between LSP OAM (2) and MS-PW OAM (3) is still to be cleared/defined
- Edge-to-Edge MS-PW OAM (3) must be configured on different subnetworks

7.4.1.2. Control Plane considerations

TODO
7.4.1.3. Services view

The generalized service model for all partitioning models is a p2p connection for the PW client.

7.4.1.4. Resiliency considerations

The PW can be configured to be protected or unprotected at the PW layer. If it is unprotected it is dependent on the underlying domains (MPLS-TP or IP/MPLS) resiliency mechanisms to offer subnetwork protection, but the S-PE is a single point of failure. A protected PW can be set up such that the working and protection PWs traverse physically diverse S-PEs.

Implementing E2E protection at the PW layer requires CC flows on the PW which for large numbers of PWs may have scaling implications.

When the PW is protected, the border node as an MS-PW stitching point permits the interworking of MPLS-TP fault indications with the PW signaling in the IP/MPLS domain such that fast E2E protection switching can be coordinated without requiring fast CC/CV OAM flows in the PW layer.

7.4.2. Border Node - LSP stitching

The following figure illustrates the functional interworking among the networks:
The following figure illustrates the stacking relationship among the technology layers and OAM relationship among the networks:
Layers:

```
|--------+--------------CLI--------------+--------|
|--SRV--| |--------------PW-------------| |--SRV--|
|------+-S-LSP<->S-LSP-+------|
|--SRV--| |---SRV--| |---SRV--| |---SRV--|
```

OAM:

(4) >---------------------------< PW
(3) >---------------------------< LSP
(2) >-----O-----< >-----O-----< TCM
(1) >--< >...< >--< >...< >...< >--< PHY

Nodes:

```
+++++  ++++  ++++  ++++  ++++  ++++  ++++
+ 1 +--+ 2 +...+ 3 +--+ 4 +...+ 5 +...+ 6 +--+ 7 +
+++++  ++++  ++++  ++++  ++++  ++++  ++++
CE     LER     LSR     LER     LSR     LER     CE
```

Border Node - LSP stitching - Layers and OAM view

Figure 13

Note: in this case a SS-PW extends over the subnetworks as the
stitched LSP does. TCM can be used to monitor the LSP segments.

Several levels of OAM are possible, a subset of them is shown in the
previous figure, however these are not comprehensive, any subset of
them MAY be configured in a network. A brief description of the
different levels is provided:

(4) Edge-to-Edge MPLS/MPLS-TP OAM on whole network (at PW level)

(3) Edge-to-Edge MPLS/MPLS-TP OAM on whole network (at LSP level)

(2) Edge-to-Edge MPLS OAM and Edge-to-Edge MPLS-TP OAM on each
network partition respectively (at TCM level)

(1) Physical level OAM (MAY be of several kind)

Open Points:

- Edge-to-Edge LSP OAM (3) must be configured on different
  subnetworks

- Edge-to-Edge PW OAM (4) must be configured on different
  subnetworks
Interworking between TCM OAM (2) and LSP OAM (3) is still to be cleared/defined

7.4.3. Border Link - Multisegment Pseudowire

The following figure illustrates the functional interworking among the networks:

Networks:

```
+---+ - - - - - - - - - - - - - - - - - -+---+
/ IP/MPLS N. \ / MPLS-TP N. \             
^ +-----------------+----------------+
PW emulation
```

PWs:

```
|------------MS-PW--------------|
|-----------|-----|-------------|
^    ^     ^
PW segments
```

Nodes:

```
+++++                                         +++++
+ 1 +----+- - - - - - - - - - - - - - - -+----+ 6 +
+++++    |                               |    +++++
CE       +++++  +++++  +++++  +++++  +++++  CE
+ 2 +.....+ 3 +-----+ 4 +......+ 5 +
+++++  +++++  +++++  +++++  +++++
LER    LER    LER    LER
T-PE    S-PE    S-PE    T-PE
```

Border Link - Multisegment Pseudowire - Networks view

Figure 14

7.4.3.1. OAM considerations

The following figure illustrates the stacking relationship among the technology layers and OAM relationship among the networks:
Several levels of OAM are possible, a subset of them is shown in the previous figure, however these are not comprehensive, any subset of them MAY be configured in a network. A brief description of the different levels is provided:

(3) Edge-to-Edge MPLS/MPLS-TP OAM on whole network (at PW level)

(2) Edge-to-Edge MPLS OAM, Border MPLS OAM and Edge-to-Edge MPLS-TP OAM on each network partition respectively (at LSP level)

(1) Physical level OAM (MAY be of several kinds)

Open Points:

- Interworking between LSP OAM (2) and MS-PW OAM (3) is still to be cleared/defined
- LSP between Node 3 and 4 could be avoided, however in this case PW over Ethernet should be specified.
- Edge-to-Edge MS-PW OAM (3) must be configured on different subnetworks
7.4.3.2. Control Plane considerations

TODO

7.4.3.3. Services view

The generalized service model for all partitioning models is a p2p connection for the PW client.

7.4.3.4. Resiliency considerations

The PW can be configured to be protected or unprotected at the PW layer. If it is unprotected it is dependent on the underlying domains (MPLS-TP or IP/MPLS) resiliency mechanisms to offer subnetwork protection, but the border S-PEs and border link are all single points of failure. A protected PW can be set up such that the working and protection PWs traverse physically diverse border links.

Implementing E2E protection at the PW layer requires CC flows on the PW which for largenumbers of PWs may have scaling implications.

7.4.4. Border Link - LSP stitching

The following figure illustrates the functional interworking among the networks:
7.4.4.1. OAM considerations

The following figure illustrates the stacking relationship among the technology layers and OAM relationship among the networks:
Layers:

```
|--------+-------------CLI---------------+--------|
|--SRV--| |-------------PW--------------| |--SRV--|
- S-LSP-<->S-LSP-<->S-LSP--- |
- SRV -| |--SRV--| |--SRV- -|
```

OAM:
(4) >---------------------------< SS-PW
(3) >--------O---------O---------< LSP
(2) >-----< >-----< >-------< TCM
(1) >--< >.....< >------< >....< >--< PHY

Nodes:

```
+++++  +++++     +++++     +++++       +++++  +++++  
+ 1 +--+ 2 +.....+ 3 +-----+ 4 +.......+ 5 +---+ 6 +
+++++  +++++     +++++     +++++       +++++  +++++  
CE   LER   LER   LER   LER   CE
```

Border Link - LSP stitching - Layers and OAM view

Figure 17

Note: in this case a SS-PW extends over the subnetworks as the stitched LSP does. TCM can be used to monitor the LSP segments.

Several levels of OAM are possible, a subset of them is shown in the previous figure, however these are not comprehensive, any subset of them MAY be configured in a network. A brief description of the different levels is provided:

(4) Edge-to-Edge MPLS/MPLS-TP OAM on whole network (at PW level)
(3) Edge-to-Edge MPLS/MPLS-TP OAM on whole network (at LSP level)
(2) Edge-to-Edge MPLS OAM, Border MPLS OAM and Edge-to-Edge MPLS-TP OAM on each network partition respectively (at TCM level)
(1) Physical level OAM (MAY be of several kinds)

7.4.4.2. Control Plane considerations

TODO

7.4.4.3. Services view

The generalized service model for all partitioning models is a p2p connection for the PW client.
7.4.4.4. Resiliency considerations

The LSP can be configured to be protected end to end, have subnetwork protection or be unprotected at the LSP layer. In the subnetwork protection scenario the border S-PEs and the borderlink are all single points of failure.

When GAL/GACh encapsulated OAM is deployed at (a minimum) of the LSP MEPs, it is possible to envision interworking of the MPLS-TP LSP and LSPs in the IP/MPLS domain set up with RSVP-TE and/or with LDP. In the latter case the MPLS-TP LSP maps to a FEC rather than a specific LSP but the MPLS_TP LSP would need to appear as a FEC in LDP with associated scaling impacts.

Open Points:

- Edge-to-Edge LSP OAM (3) must be configured on different subnetworks
- Edge-to-Edge PW OAM (4) must be configured on different subnetworks
- Interworking between TCM OAM (2) and LSP OAM (3) is still to be cleared/defined
- Interaction between IP/MPLS and MPLS-TP CPs is still to be cleared/defined
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1. Introduction

LDP Hello messages are exchanged as part of the LDP discovery mechanism [RFC5036]. There are two types of LDP discovery mechanism described in [RFC5036]—Basic Discovery and Extended Discovery.

To engage in LDP Basic Discovery on an interface, an LSR periodically sends LDP Link Hellos out the interface to the well-known LDP discovery port for the "all routers on this subnet" group multicast address. Receipt of an LDP Link Hello on an interface, identifies a hello adjacency with a potential LDP peer reachable at the link level on the interface. Thus an LSR may establish hello adjacency with multiple peers discovered over a single interface and must continue to transmit hellos at regular intervals even after hello adjacency is established to a peer.

Extended discovery is used to support LDP sessions between non-directly connected LSRs. An LDP Targeted Hello is sent to a specific address rather than to the "all routers" group multicast address for the ongoing interface. Receipt of a LDP Targeted Hello identifies a hello adjacency with a potential LDP peer at network level.

In Extended discovery there can be only one Targeted Hello Adjacency between two peers. Note that throughout this document "peer" means the LDP LSR designated by a unique LDP Identifier. Once the LDP session is operational between two targeted LDP peers, periodic session Keepalives are used to maintain the LDP session. There are certain deployment scenarios where after the session is operational the periodic Targeted Hellos between the LSRs become redundant, as session Keepalives in turn serves the intent of each LSR to maintain its adjacency to its peer. Moreover additional mechanisms such as centralized BFD [RFC5880] may be used to track liveliness of ldp sessions.

When an LSR maintains a large number of LDP sessions (thousands) to Targeted peers, it is an additional burden to send and receive Targeted Hellos for all peers at periodic intervals. In MPLS deployments at access or mobility backhaul or in Seamless MPLS [I-D.ietf-mpls-seamless-mpls], there can be very large volume of LDP sessions (e.g. 10,000) with targeted LDP adjacencies to each base station (or last mile in a MPLS domain).

Another problem with targeted hello adjacency arises is Denial Of Service (DoS) attacks. It is possible that existing hello adjacencies can get lost due to DoS attack on LDP Hello receiver by spurious hello packets. Unlike TCP sessions it is not always possible to provide per peer protection for UDP based hellos. Implementations can use methods to protect existing adjacencies while
throttling spurious adjacencies but such methods may not be available in low cost MPLS devices deployed in access. So it is important to avoid dependency on Targeted LDP hellos on t-LDP adjacency maintenance as far as possible. Reduction of Hellos provide probabilistically better resilience on maintenance of hello adjacencies during sporadic hello attacks.

This document proposes an OPTIONAL mechanism to turn off Targeted LDP Hellos after a LDP session is established to a targeted peer, without changes in the procedures defined in [RFC5036]. The solutions described in this document may not be applicable in scenarios where Session Keepalives or BFD may not act as substitute for Targeted LDP Hellos. Refer to section 6 for operational considerations while deploying the solution described in this document.

2. Terminology

This document uses the terminology defined in [RFC3031] and [RFC5036].

3. Targeted LDP Hello Reduction Procedure

The Targeted LDP Hello Reduction procedure uses the existing Common Hello Parameters TLV defined in [RFC5036]. Figure 1. shows the encoding of the TLV from [RFC5036] for reference.

By definition in [RFC5036], a value of 0 means use the default, which is 45 seconds for Targeted Hellos. A value of 0xffffffff means infinite.

The procedure to be followed for Targeted LDP Hello Reduction between a pair of LSRs is as follows:

1. An LSR starts transmitting periodic targeted hellos to its peer in order to establish the targeted hello adjacency. Each LSR proposes its configured hello hold time in the Common Hello Parameters TLV in its hello message to the peer. The hold time used...
between a pair of LSRs is the minimum of the hold times proposed in their Hellos.

2. If the Hello is acceptable by receiving LSR, it establishes targeted hello adjacency with the source LSR. Establishment of Hello adjacency establishes the LDP session between peering LSRs.

3. After the LDP session is ESTABLISHED [RFC5036], each LSR MAY start proposing "relaxed" hold time (higher than configured) in Common Hello Parameters TLV in the subsequent Hello Messages.

Each LSR increases the advertised hold time by some factor after sending a set of Hellos (let’s say 5) advertising consistent hold time. As the process of relaxing the advertised hold time continues, after a certain period of time an LSR reaches the maximum holdtime value of 0xffffffff. Thus after the session is ESTABLISHED, the hello hold time between the LSRs gets negotiated to infinite. Note that the Targeted Hello Adjacency continue to exist and only the adjacency hold times are now infinite.

4. If there are any changes in any parameters associated with a t-LDP Hello adjacency (e.g Configuration Sequence Number etc) then an updated Hello MUST be sent immediately without any changes to the "current" hold time (e.g infinite) that was advertised in the last Hello Message. Since hellos are not reliable, after any parameter change an implementation may send a set of hellos (let’s say 5) at configured intervals (or faster) to reflect the change. But those hellos would continue to advertise infinite hold time and would fall back to reduced transmission rate after those 5 packets are sent.

5. If the LDP session between two LSRs fails leading to tearing down of adjacency, then each LSR reverts to advertising their configured hello hold time and repeats procedure 1 to 3. This also applies when LDP session restarts gracefully [RFC3478] when peering LSRs are graceful restart capable. Thus the reduction procedures allow an operator to configure very aggressive Targeted LDP Hello Holdtime to expedite bringing up a large number of LDP sessions in the event of failure but reduces the overhead of hello adjacency maintenance by manifold when sessions are ESTABLISHED. It is desirable to configure aggressive hold times in order to tear down spurious hello adjacencies sooner.

6. When a t-LDP adjacency with a remote LSRs has negotiated to infinite hold time and then remote LSR decides to tear down the adjacency without impacting the established LDP Session then local LSR would not be able to detect that remote node is no longer accepting hellos. It is RECOMMENDED that when a LSR that implements the Hello Reduction procedures send one or a set of contiguous hellos
(let’s say 3) advertising hold time of 1 second while bringing down t-LDP Hello adjacency. This graceful closure procedure would cause the hello holdtimes at receiving LSR to be renegotiated to 1 second, which would eventually lead to tear down of the adjacency (due to timeout) by receiving LSR.

It is RECOMMENDED that each peering LSR implements the Targeted LDP Hello Reduction procedure; otherwise negotiated hello hold time between the LSRs does not fall back to the infinite hold time in step 3.

Note that it is not mandatory to advertise infinite hold time after session is established but can be any value that is significantly larger than configured hello hold time. However, it is RECOMMENDED to reach Infinite holdtime after session setup to derive maximum advantage from the procedure described above.

The Hello Reduction procedures does not apply to Basic Discovery (Link LDP Hellos) as Link LDP Hellos need to be sent over an interval continually in order to discover and set up sessions with new peers, especially over a multi-access interface.

4. IANA Considerations

This document makes no request of IANA.

Note to RFC Editor: this section may be removed on publication as an RFC.

5. Security Considerations

- Control plane aspects
- LDP security (authentication) methods as described in [RFC5036] is applicable here.
- Data plane aspects
- This specification does not have any impact on the MPLS forwarding plane setup by LDP.

6. Operational Considerations

The method proposed in the document reduces significant burden on an LDP LSR that maintains Targeted LDP sessions to a large number in

thousands) of peers. Further, if BFD [RFC5880] [RFC5883] is used for tracking connectivity to peers it is desirable to turn off Targeted LDP hellos after the LDP session is setup. However there are scenarios where turning off Targeted LDP Hellos may not be desirable. Such scenarios are as follows:

1. When transport address of the LDP session is different from the IP addresses used to exchange t-LDP Hellos then Session Keepalives are not substitute for reachability or liveliness of adjacency. It is possible to use BFD to track the reachability of IP addresses used for t-LDP Hellos in which case t-LDP Hellos may be redundant. However if an implementation/deployment uses t-LDP hellos for purposes other than liveliness tracking then it is not recommended to turn on t-LDP hello reduction procedures.

2. While t-LDP Hello Reduction Procedures are deployed, it may be possible that t-LDP Hellos are disabled at remote LSR without bringing down the LDP session. If the remote LSR does not implement the procedure for graceful teardown of hello adjacency as described in step 6 in section 3 then it is possible that local LSR may not be able detect that remote LSR is no longer accepting Hellos and thus Hello adjacency would continue to exist in local LSR. It is also possible that the hello(s) sent during graceful closure of adjacency may get lost (since LDP Hellos are not reliable) and thus local LSR may not detect the loss of adjacency with remote LSR.
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