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Abst r act
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specifications of the Internet Protocol version 4, and of a number of
mechani sms and policies in use by popular 1Pv4 inplenmentations. It
is based on the results of a project carried out by the UK's Centre
for the Protection of National Infrastructure (CPN).

Status of this Meno
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Task Force (IETF). Note that other groups may also distribute
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Copyright Notice
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docunent authors. Al rights reserved.
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1. Preface
1.1. I nt roducti on

The TCP/I P protocols were conceived in an environnent that was quite
different fromthe hostile environnment in which they currently
operate. However, the effectiveness of the protocols led to their
early adoption in production environments, to the point that, to some
extent, the current world s econony depends on them

Whi | e nany textbooks and articles have created the nyth that the
Internet protocols were designed for warfare environnents, the top

| evel goal for the DARPA Internet Programwas the sharing of |arge
service machi nes on the ARPANET [Cl ark1988]. As a result, many

prot ocol specifications focus only on the operational aspects of the
protocol s they specify, and overlook their security inplications.

Wil e the Internet technol ogy evol ved since its inception, the
Internet’s building blocks are basically the sane core protocols
adopted by the ARPANET nore than two decades ago. During the |ast
twenty years, many vulnerabilities have been identified in the TCP/IP
stacks of a nunber of systens. Sonme of themwere based on flaws in
some protocol inplenentations, affecting only a reduced nunber of
systems, while others were based on flaws in the protocols

thenmsel ves, affecting virtually every existing inplenmentation

[Bell ovinl1989]. Even in the last couple of years, researchers were
still working on security problens in the core protocols [RFC5927]

[ WAt son2004] [ NI SCC2004] [ NI SCC2005] .

The di scovery of vulnerabilities in the TCP/IP protocols led to
reports being published by a nunber of CSIRTs (Conputer Security

I nci dent Response Teans) and vendors, which hel ped to rai se awareness
about the threats and the best mitigations known at the tine the
reports were published. Unfortunately, this also led to the
docunentati on of the discovered protocol vulnerabilities being spread
among a | arge nunber of docunments, which are sometimes difficult to
identify.

For some reason, nmuch of the effort of the security comunity on the
Internet protocols did not result in official docunents (RFCs) being
i ssued by the | ETF (Internet Engineering Task Force). This basically
led to a situation in which "known" security problenms have not al ways
been addressed by all vendors. |In addition, in many cases vendors
have i npl enented quick "fixes" to protocol flaws wi thout a carefu
anal ysis of their effectiveness and their inpact on interoperability
[ Sil bersack2005].

The | ack of adoption of these fixes by the |IETF neans that any system
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built in the future according to the official TCP/IP specifications
will reincarnate security flaws that have already hit our
communi cati on systens in the past.

Produci ng a secure TCP/IP inplenentation nowadays is a very difficult
task, in part because of the |ack of a single docunent that serves as
a security roadmap for the protocols. Inplementers are faced with
the hard task of identifying relevant docunentation and differentiate
bet ween that which provides correct advisory, and that which provides
m sl eadi ng advi sory based on i naccurate or wong assunptions.

There is a clear need for a conpani on docunent to the | ETF
specifications that discusses the security aspects and inplications
of the protocols, identifies the possible threats, discusses the
possi bl e count ermeasures, and anal yzes their respective

ef fecti veness.

Thi s docunent is the result of an assessnent of the |ETF
specifications of the Internet Protocol version 4 (1Pv4), froma
security point of view Possible threats were identified and, where
possi bl e, counterneasures were proposed. Additionally, many

i npl ementation flaws that have led to security vulnerabilities have
been referenced in the hope that future inplenentations will not

i ncur the same problenms. Furthernore, this docunent does not linit
itself to performing a security assessnent of the relevant |ETF
speci fications, but also provides an assessnent of conmmon

i mpl ementation strategies found in the real world.

Many | P inpl enentati ons have al so been subject of the so-called
"packet - of -deat h" vul nerabilities, in which a single specially-
crafted packet causes the IP inplenentation to crash or otherw se

m sbehave. In nost cases, the attack packet is sinply malformed; in
ot her cases, the attack packet is well-formed, but exercises a little
used path through the IP stack. Wl I-designed IP inplenentations
shoul d protect agai nst these attacks, and therefore this docunent
descri bes a nunber of sanity checks that are expected to prevent nost
of the aforenentioned "packet-of-death" attack vectors. W note that
if an IP inplementation is is found vul nerable to one of these
attacks, admi nistrators nmust resort to mitigating them by packet
filtering.

Additionally, this docunent anal yzes the security inplications from
changes in the operational environnent since the Internet Protoco
was desgined. For exanmple, it analyzes how the Internet Protoco
could be exploited to evade Network Intrusion Detection Systens
(NIDS) or to circunvent firewalls.

Thi s docunent does not aimto be the final word on the security of
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the Internet Protocol (IP). On the contrary, it ainms to raise

awar eness about many security threats based on the I P protocol that
have been faced in the past, those that we are currently facing, and
those we may still have to deal with in the future. 1t provides
advice for the secure inplenentation of the Internet Protocol (IP)
but al so provides insights about the security aspects of the Internet
Protocol that may be of help to the Internet operations comunity.

Feedback fromthe comunity is nore than encouraged to help this

docunent be as accurate as possible and to keep it updated as new

threats are discovered

This docunent is heavily based on the "Security Assessnment of the

Internet Protocol"” [CPN 2008] rel eased by the UK Centre for the

Protection of National Infrastructure (CPN), available at:

htt p://ww. cpni . gov. uk/ Product s/t echni cal not es/ 3677. aspx .

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this

docunent are to be interpreted as described in RFC 2119 [ RFC2119].
1.2. Scope of this docunent

Wiile there are a nunber of protocols that affect the way in which IP

systens operate, this docunent focuses only on the specifications of

the Internet Protocol (IP). For exanple, routing and bootstrappi ng

protocol s are considered out of the scope of this project.

The following | ETF RFCs were selected as the prinmary sources for the
assessnent as part of this work

0o RFC 791, "Internet Protocol. DARPA Internet Program Protocol
Speci fication" (51 pages).

0 RFC 815, "IP datagramreassenbly al gorithnms" (9 pages).

0 RFC 919, "BROADCASTI NG | NTERNET DATAGRAMS" (8 pages).

0 RFC 950, "Internet Standard Subnetting Procedure"” (18 pages)
0o RFC 1112, "Host Extensions for |IP Milticasting" (17 pages)

0 RFC 1122, "Requirenents for Internet Hosts -- Conmunication
Layers" (116 pages).

0 RFC 1812, "Requirenents for I P Version 4 Routers" (175 pages).
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0 RFC 2474, "Definition of the Differentiated Services Field (DS
Field) in the I1Pv4 and | Pv6 Headers" (20 pages).

0 RFC 2475, "An Architecture for Differentiated Services" (36
pages) .

0 RFC 3168, "The Addition of Explicit Congestion Notification (ECN)
to I P" (63 pages).

0 RFC 4632, "d assless Inter-domain Routing (CIDR): The Internet
Addr ess Assi gnnent and Aggregation Plan" (27 pages).

Organi zation of this docunent
This docunment is basically organized in two parts: "Internet Protoco
header fields" and "Internet Protocol mechanisnms". The forner

contains an analysis of each of the fields of the Internet Protoco
header, identifies their security inplications, and di scusses
possi bl e counternmeasures for the identified threats. The latter
contains an analysis of the security inplications of the mechani sns
i npl emented by the Internet Protocol

The | nternet Protocol

The Internet Protocol (IP) provides a basic data transfer function
for passing data bl ocks called "datagrans” froma source host to a
destination host, across the possible intervening networks.
Additionally, it provides sone functions that are useful for the

i nterconnection of heterogeneous networks, such as fragnmentation and
reassenbly.

The "datagram has a nunber of characteristics that nmakes it
conveni ent for interconnecting systens [C ark1988]:

o It elimnates the need of connection state within the network
whi ch inproves the survivability characteristics of the network.

o It provides a basic service of data transport that can be used as
a building block for other transport services (reliable data
transport services, etc.).

o0 It represents the mnimum network service assunption, which
enables IP to be run over virtually any network technol ogy.
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3.

3.

I nternet Protocol Header Fields

The | ETF specifications of the Internet Protocol define the syntax of
the protocol header, along with the semantics of each of its fields.
Figure 1 shows the format of an | P datagram as specified in

[ RFCO791] .

0 1 2 3

01234567890123456789012345678901
T I I S i T i T S S e It L i T S A s

| Version| [IHL |Type of Service| Total Length [
i e e i e s e e e e  C e e e R
I dentification | Fl ags]| Fragment O f set |

!I-— B T s T S i S S S i (T S I S S S o S i
| Time to Live | Pr ot ocol [ Header Checksum [
B e i i e o e e S T S e e s i i TR S
| Sour ce Address |
B e o i T o S e i T e e e S i s ot o S R TR S
| Desti nati on Address |
B i S S T s i S T st i S S S S S S S S i
[ [ Options ] | [ Padding ] |
B e i i e o e e S T S e e s i i TR S

Figure 1: Internet Protocol header format

Even though the mininmum I P header size is 20 bytes, an I P nodul e

m ght be handed an (illegitinmate) "datagrant of |ess than 20 bytes.
Theref ore, before doing any processing of the | P header fields, the
foll owi ng check should be perforned by the I P nodul e on the packets
handed by the link Iayer:

Li nkLayer . Payl oadSi ze >= 20

wher e Li nkLayer. Payl oadSize is the length (in octets) of the datagram
passed fromthe link layer to the IP |ayer.

If the packet does not pass this check, it should be dropped, and
this event should be |ogged (e.g., a counter could be incremented
reflecting the packet drop).

The foll owi ng subsections contain further sanity checks that should
be performed on | P packets.

1. Version

This is a 4-bit field that indicates the version of the Internet
Protocol (IP), and thus the syntax of the packet. For IPv4, this
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3.

2

field nust be 4.

When a Link-Layer protocol de-multiplexes a packet to an internet
nmodul e, it does so based on a "Protocol Type" field in the data-link
packet header.

In theory, different versions of IP could coexist on a network by
usi ng the sane "Protocol Type" at the Link-layer, but a different
value in the Version field of the IP header. Thus, a single IP
nodul e coul d handl e all versions of the Internet Protocol
differentiating themby neans of this field.

However, in practice different versions of IP are identified by a
different "Protocol Type" (e.g., "EtherType" in the case of Ethernet)
nunber in the link-layer protocol header. For example, |Pv4
datagrans are encapsul ated in Ethernet frames using an Et her Type of
0x0800, while I Pv6 datagrans are encapsul ated in Ethernet franes
usi ng an Et her Type of 0x86DD [ | ANA20064a] .

Therefore, if an I Pv4 nodul e receives a packet, the Version field

must be checked to be 4. |If this check fails, the packet should be
silently dropped, and this event should be |ogged (e.g., a counter
could be increnented reflecting the packet drop). If an

i mpl ement ati on does not performs this check, an attacker could use a
different value for the Version field, possibly evadi ng Network
Intrusion Detection Systens (NI DS) that deci de which pattern-matching
rules to apply based on the Version field.

If the link-layer protocol enploys a specific "Protocol Type" val ue
for encapsul ating | Pv4 packets (as is the case of e.g. FEthernet), a
node shoul d check that | Pv4 packets are de-nultiplexed to the |Pv4d
modul e when such val ue was used for the "Protocol Type" field of the
Iink-1ayer protocol. |If a packet does not pass this check, it should
be silently dropped.

An attacker could encapsul ate | Pv4 packets using other |ink-|ayer
"Protocol Type" values to try to subvert |ink-layer Access Contro
Lists (ACLs), and/or for tampering with Network Intrusion

Det ecti on Systens (N DS).

IHL (I nternet Header Length)

The THL (Internet Header Length) field indicates the Iength of the
internet header in 32-bit words (4 bytes). The follow ng paragraphs
decri be a nunber of sanity checks to be performed on the IHL field,
such that possible packet-of-death vulnerabilities are avoi ded.

As the mininum datagramsize is 20 bytes, the mininumlegal value for
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this field is 5. Therefore, the follow ng check shoul d be enforced:
IHL >= 5

If the packet does not pass this check, it should be dropped, and
this event should be |ogged (e.g., a counter could be increnented
reflecting the packet drop).

For obvi ous reasons, the Internet header cannot be |larger than the
whol e Internet datagramit is part of. Therefore, the follow ng
check shoul d be enforced:

IHL * 4 <= Total Length

This needs to refer to the size of the datagram as specified by
the sender in the Total Length field, since link |layers m ght have
added sone paddi ng (see Section 3.4).

If the packet does not pass this check, it should be dropped, and
this event should be |ogged (e.g., a counter could be increnmented
reflecting the packet drop).

The above check allows for Internet datagrans with no data bytes in
the payl oad that, while nonsensical for virtually every protocol that
runs over IP, are is still legal.

3.3. Type of Service
3.3.1. Oiginal Interpretation

Figure 2 shows the original syntax of the Type of Service field, as
defined by RFC 791 [ RFC0791], and updated by RFC 1349 [ RFC1349].

This definition has been superseded | ong ago (see Section 3.3.2.1 and
Section 3.3.2.2), but it is still assuned by sone depl oyed

i mpl enent ati ons.

0 1 2 3 4 5 6 7
RS RS RS RS RS RS RS RS +
| PRECEDENCE | D | T | R | C | 0 |
oo oo oo oo oo oo oo oo +

Figure 2: Type of Service Field (Original Interpretation)
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e TS +
| Bits 0-2 | Precedence |
Fom e - o m m e e e e e e e e e e e e e e e e e e e e me e aa oo +
| Bit 3 [ 0 = Normal Delay, 1 = Low Del ay [
. s +
| Bit 4 | O = Normal Throughput, 1 = Hi gh Throughput

N T TN +
| Bit 5 | O = Normal Reliability, 1 = High Reliability |
Fom e - o m m e e e e e e e e e e e e e e e e e e e e me e aa oo +
| Bit 6 | O = Normal Cost, 1 = Mninize Mnetary Cost |
. . +
| Bits 7 | Reserved for Future Use (rmust be zero) |
N T R SN +

e S +
| 111 | Network Control

e e +
| 110 | Internetwork |
H-- - - - e e e e e oo - +
| 101 | CRITIC/ECP |
S S +
| 100 | Flash Override

e e +
| 011 | Fl ash |
H-- - - - e e e e e oo - +
| 010 | | mredi at e [
S S +
| 001 | Priority [
e - +
| 000 | Rout i ne |
H-- - - - e e e e e oo - +

Tabl e 2: Precedence Field Val ues

The Type of Service field can be used to affect the way in which the
packet is treated by the systens of a network that process it.
Section 4.2.1 ("Precedence-ordered queue service") and Section 4.2.3
("Weak TGS") of this docunent describe the security inplications of
the Type of Service field in the forwardi ng of packets.

3.3.2. Standard Interpretation

3.3.2.1. Differentiated Services field

The Differentiated Services Architecture is intended to enabl e
scal abl e service discrimnation in the Internet w thout the need for
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per-flow state and signaling at every hop [ RFC2475]. RFC 2474

[ RFC2474] redefined the I P "Type of Service" octet, introducing a
Differentiated Services Field (DS Field). Figure 3 shows the format
of the field.

0 1 2 3 4 5 6 7
S S MRS
| DSCP | cu |
SRS

Figure 3: Revised Structure of the Type of Service Field (RFC 2474)

The DSCP ("Differentiated Services CodePoint") is used to select the
treatment the packet is to receive within the Differentiated Services
Domain. The CU ("Currently Unused") field was, at the tine the
specification was issued, reserved for future use. The DSCP field is
used to select a PHB (Per-Hop Behavior), by matching against the
entire 6-bit field.

Considering that the DSCP field determ nes how a packet is treated
within a Differentiated Services (DS) donain, an attacker could send
packets with a forged DSCP field to performa theft of service or
even a Denial -of-Service attack. |In particular, an attacker could
forge packets with a codepoint of the type '11x000° which, according
to Section 4.2.2.2 of RFC 2474 [RFC2474], woul d give the packets
preferential forwarding treatment when conpared with the PHB sel ected
by the codepoint '000000'. |If strict priority queuing were utilized,
a continuous stream of such packets could cause a Denial of Service
to other flows which have a DSCP of |ower relative order

As the DS field is inconpatible with the original Type of Service
field, both DS domai ns and networks using the original Type of
Service field should protect thensel ves by renarking the
correspondi ng field where appropriate, probably depl oying remarking
boundary nodes. Neverthel ess, care nust be taken so that packets
received with an unrecogni zed DSCP do not cause the handling system
to mal functi on.

3.3.2.2. Explicit Congestion Notification (ECN)

RFC 3168 [ RFC3168] specifies a nechanismfor routers to signa
congestion to hosts exchanging | P packets, by marking the offending
packets, rather than discarding them RFC 3168 defines the ECN
field, which utilizes the CUfield defined in RFC 2474 [ RFC2474].
Figure 4 shows the current syntax of the IP Type of Service field,
with the DSCP field used for Differentiated Services and the ECN
field.
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0 1 2 3 4 5 6 7
oo oo oo oo oo oo oo oo +
| DS FlI ELD, DSCP | ECN FI ELD
oo oo - oo - oo - oo - oo - oo oo - +

Figure 4: The Differentiated Services and ECN fields in IP

As such, the ECN field defines four codepoints:

[ S [ S +
| ECN field | Codepoint |
Fom e e oo - Fom e e oo - +
[ 00 | Not-ECT |
B B +
I 01 |  ECT(1) |
[ S [ S +
I 10 | ECT(0) |
Fom e e oo - Fom e e oo - +
I 11 I CE I
B B +

Tabl e 3: ECN codepoints

ECN is an end-to-end transport protocol nechani sm based on
notifications by routers through which a packet flow passes. To
allow this interaction to happen on the fast path of routers, the ECN
field is located at a fixed location in the |IP header. However, its
use nust be negotiated at the transport layer, and the accunul ated
congestion notifications nust be comruni cated back to the sending
node using transport protocol neans. Thus, ECN support nust be
specified per transport protocol

[ RFC6040] specifies how the explicit congestion notification (ECN)
field of the I P header should be constructed on entry to and exit
fromany IP-in-1P tunnel

The security inplications of ECN are discussed in detail in a nunber
of Sections of RFC 3168. O the possible threats discussed in the
ECN specification, we believe that one that can be easily exploited
is that of a host falsely indicating ECN Capability.

An attacker could set the ECT codepoint in the packets it sends, to
signal the network that the endpoints of the transport protocol are
ECN- capabl e. Consequently, when experienci ng noderate congestion
routers using active queue nmanagenent based on RED woul d mark the
packets (with the CE codepoint) rather than discard them In this
same scenario, packets of conpeting flows that do not have the ECT
codepoi nt set would be dropped. Therefore, an attacker woul d get
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better network service than the conpeting flows.

However, if this noderate congestion turned into heavy congestion
routers should switch to drop packets, regardl ess of whether the
packets have the ECT codepoint set or not.

A nunmber of other threats could arise if an attacker was a man in the
mddle (i.e., was in the mddle of the path the packets travel to get
to the destination host). For a detailed discussion of those cases,
we urge the reader to consult Section 16 of RFC 3168.

There also is ongoing work in the research comunity and the | ETF to
define alternate semantics for the CU/ ECN field of IP TOS octet
(see [ RFC5559], [RFC5670], and [RFC5696]). The application of these
met hods must be confined to tightly adm nistered domains, and on exit
from such dommins, all packets need to be (re-)marked with ECN
semanti cs.

3.4. Total Length

The Total Length field is the Iength of the datagram neasured in
bytes, including both the I P header and the I P payload. Being a 16-
bit field, it allow for datagrans of up to 65535 bytes. RFC 791

[ RFC0791] states that all hosts should be prepared to receive
datagranms of up to 576 bytes (whether they arrive as a whole, or in
fragments). However, nost nodern inplenentations can reassenble

dat agrans of at |east 9 Kbytes.

Usual ly, a host will not send to a renpte peer an | P datagram | arger
than 576 bytes, unless it is explicitly signaled that the renote peer
is able to receive such "large" datagrans (for exanple, by neans of
TCP's MSS option). However, systens should assunme that they may
recei ve datagrans |arger than 576 bytes, regardl ess of whether they
signal their renote peers to do so or not. 1In fact, it is comon for
NFS [ RFC3530] inplementations to send datagrans | arger than 576
bytes, even without explicit signaling that the destination system
can receive such "large" datagram

Additionally, see the discussion in Section 4.1 ("Fragnent
reassenbl y") regardi ng the possible packet sizes resulting from
fragment reassenbly.

| mpl ement ati ons should be aware that the I P nodul e coul d be handed a
packet |arger than the value actually contained in the Total Length
field. Such a difference usually has to do with legitimte padding
bytes at the link-layer protocol, but it could also be the result of
mal i cious activity by an attacker. Furthernore, even when the
maxi mum | ength of an | P datagramis 65535 bytes, if the Iink-Iayer
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technology in use allows for payloads |arger than 65535 bytes, an
attacker could forge such a large |ink-1ayer packet, neaning it for
the 1P nodule. |If the IP nodule of the receiving systemwere not
prepared to handl e such an oversized |ink-1ayer payload, an
unexpected failure might occur. Therefore, the nmenory buffer used by
the IP nodule to store the Iink-layer payload should be allocated
according to the payl oad size reported by the link-layer, rather than
according to the Total Length field of the |IP packet it contains.

The I P nodul e could al so be handed a packet that is snaller than the
actual | P packet size clainmed by the Total Length field. This could
be used, for exanple, to produce an infornation | eakage. Therefore,
the followi ng check should be perforned:

Li nkLayer . Payl oadSi ze >= Total Length

If this check fails, the | P packet should be dropped, and this event
shoul d be 1 ogged (e.g., a counter could be increnented reflecting the
packet drop). As the previous expression inplies, the nunber of
byt es passed by the link-layer to the I P nodule should contain at

| east as many bytes as clainmed by the Total Length field of the IP
header .

[ US- CERT2002] is an exanple of the exploitation of a forged IP
Total Length field to produce an information | eakage attack

3.5. ldentification (ID)

The ldentification field is set by the sending host to aid in the
reassenbly of fragmented datagrams. At any tine, it needs to be
uni que for each set of {Source Address, Destination Address,

Pr ot ocol }.

In many systens, the value used for this field is deternmned at the
I P layer, on a protocol-independent basis. Mny of those systens
also sinply increment the IP Identification field for each packet

t hey send.

This inplenentation strategy is inappropriate for a number of
reasons. Firstly, if the Identification field is set on a protocol -
i ndependent basis, it will wap nore often than necessary, and thus
the inplementation will be nore prone to the problens discussed in

[ Kent 1987] and [ RFC4963]. Secondly, this inplenentation strategy
opens the door to an information | eakage that can be exploited in a
nunber of ways.

[ Sanfilippol998a] examined to determ ne the packet rate at which a
given systemis transmitting information. Later, [Sanfilippol998b]
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descri bed how a systemw th such an inplenmentation can be used to
performa stealth port scan to a third (victim host.

[ Sanfilippol1999] expl ained how to exploit this inplenmentation
strategy to uncover the rules of a nunber of firewalls.

[ Bel | ovi n2002] explains how the IP Identification field can be
exploited to count the nunber of systens behind a NAT. [ Fyodor2004]
is an entire paper on nost (if not all) the ways to exploit the

i nformati on provided by the Identification field of the |IP header.

Section 4.1 contains a discussion of the security inplications of
the I P fragnent reassenbly nechanism which is the prinmary
"“consuner" of this field.

3.5.1. Some Workarounds | nplenented by the Industry

As the IP Identification field is only used for the reassenbly of

dat agrans, sone operating systens (such as Linux) decided to set this
field to 0 in all packets that have the DF bit set. This would, in
principle, avoid any type of information | eakage. However, it was
detected that some non- RFC-conpliant m ddl e-boxes fragnmented packets
even if they had the DF bit set. |In such a scenario, all datagrans
originally sent with the DF bit set would all result in fragnents
with an Identification field of 0, which would |ead to problens
("collision" of the Identification nunber) in the reassenbly process.

Li nux (and Sol aris) later set the IP Identification field on a per-
| P-address basis. This avoids sone of the security inplications of
the IP ldentification field, but not all. For exanple, systens
behind a | oad bal ancer can still be counted.

3.5.2. Possible security inprovenents
Contrary to common wi sdom the IP ldentification field does not need
to be systemwi de uni que for each packet, but has to be unique for
each {Source Address, Destination Address, Protocol} tuple.

For instance, the TCP specification defines a generic send()
function which takes the IP ID as one of its argunents.

We provide an anal ysis of the possible security inprovenents that

could be inplenented, based on whether the protocol using the

services of IP is connection-oriented or connection-|ess.
3.5.2.1. Connection-Oriented Transport Protocols

To avoid the security inplications of the information |eakage

descri bed above, a pseudo-random nunber generator (PRNG could be
used to set the IP Identification field on a {Source Address,
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Destination Address} basis (for each connection-oriented transport
pr ot ocol ).

[ RFC4086] provides advice on the generation of pseudo-random
nunmbers.

[ Kl ei n2007] is a security advisory that describes a weakness in
t he pseudo random number generator (PRNG in use for the
generation of the IP Identification by a nunber of operating
systens.

Wiile in theory a pseudo-random nunber generator could lead to
scenarios in which a given Identification nunber is used nore than
once in the sane tinme-span for datagrans that end up getting
fragmented (with the correspondi ng potential reassenbly problens), in
practice this is unlikely to cause trouble.

By default, nost inplenmentations of connection-oriented protocols,
such as TCP, inplenent sone nmechani smfor avoiding fragmentation
(such as the Pat h- MIU Di scovery mechani sm described in [RFCL1191]).
Thus, fragnmentation will only take place if a non-RFC conpliant

m ddl e-box that still fragnments packets even when the DF bit is set
is placed sonewhere along the path that the packets travel to get to
the destination host. Once the sending systemis signaled by the

ni ddl e-box (by neans of an |ICWP "fragnmentati on needed and DF bit set™
error nessage) that it should reduce the size of the packets it
sends, fragnmentation would be avoided. Al so, for reassenbly problens
to arise, the sane Identification value would need to be reused very
frequently, and either strong packet reordering or packet |oss would
need to take place.

Nevert hel ess, regardl ess of what policy is used for selecting the
Identification field, with the current |ink speeds fragnentation is
al ready bad enough (i.e., very likely to lead to fragnent reassenbly
errors) torely onit. A nmechanismfor avoiding fragnentation (such
as [ RFC1191] or [RFC4821] shoul d be inplenented, instead.

3.5.2.2. Connectionless Transport Protocols
Connectionl ess transport protocols often have these characteristics:
o lack of flowcontrol mechanisns,
o lack of packet sequencing mechani sns, and/or,

o lack of reliability nmechani sns (such as "tinmeout and retransmit").

This basically nmeans that the scenarios and/or applications for which
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connection-1less transport protocols are used assune that:

0 Applications will be used in environnments in which packet
reordering is very unlikely (such as Local Area Networks), as the
transport protocol itself does not provide data sequencing.

0 The data transfer rates will be | ow enough that flow control wll
be unnecessary.

0 Packet loss is can be tolerated and/or is unlikely.

Wth these assunptions in mnd, the Identification field could stil
be set according to a pseudo-random number generator (PRNG .

[ RFC4A086] provides advice on the generation of pseudo-random
nunbers.

In the event a given Identification nunber was reused while the first
i nstance of the same nunber is still on the network, the first IP
dat agram woul d be reassenbl ed before the fragments of the second IP
datagram get to their destination

In the event this was not the case, the reassenbly of fragnents woul d
result in a corrupt datagram \Wile sonme existing work

[ Si | bersack2005] assunes that this error woul d be caught by sone
upper-1layer error detection code, the error detection code in
question (such as UDP' s checksum) m ght not be able to reliably
detect data corruption arising fromthe replacenent of a conplete
data block (as is the case in corruption arising fromcollision of IP
I dentification nunbers).

In the case of UDP, unfortunately some systens have been known to
not enabl e the UDP checksum by default. For nost applications,
packets containing errors should be dropped by the transport |ayer
and not delivered to the application. A small nunber of
applications nmay benefit from di sabling the checksum for exanple,
stream ng nmedia where it is desired to avoid dropping a conplete
sample for a single-bit error, and UDP tunneling applications
where the payload (i.e. the inner packet) is protected by its own
transport checksum or other error detection nmechani sm

In general, if IP ldentification nunmber collisions become an issue
for the application using the connection-|ess protocol, the
appl i cation designers should consider using a different transport
prot ocol (which hopefully avoids fragnmentation).

It nmust be noted that an attacker could intentionally exploit
collisions of IP Identification nunbers to performa Deni al -of -
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Service attack, by sending forged fragnents that would cause the
reassenbly process to result in a corrupt datagramthat would either
be dropped by the transport protocol, or would incorrectly be handed
to the corresponding application. This issue is discussed in detai
in section 4.1 ("Fragnent Reassenbly").

3.6. Flags

The I P header contains 3 control bits, two of which are currently
used for the fragnentation and reassenbly function

As described by RFC 791, their meaning is:

o Bit 0: reserved, nust be zero (i.e., reserved for future
st andar di zat i on)

o Bit 1. (DF) O May Fragnent, 1 = Don’'t Fragnent

o Bit 22 (M) 0 = Last Fragnment, 1 = More Fragnents

The DF bit is usually set to inplenent the Path-MIU Di scovery (PMIuUD)
mechani sm described in [RFC1191]. However, it can also be exploited
by an attacker to evade Network Intrusion Detection Systens. An
attacker could send a packet with the DF bit set to a system
nmonitored by a Network Intrusion Detection System (NI DS), and
dependi ng on the Path-MIU to the intended recipient, the packet night
be dropped by some intervening router (because of being too big to be
forwarded without fragnmentation), wi thout the NIDS being aware of it.
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+-o- -+
| H | _
+---+ Victimhost
I
Router A | MTU=1500
I
+-o- -+ +-o- -+ +-o- -+
| R----- I | R
+---+ +---+ +---+
[ MIu=17914 Router B
+---+ |
| S|----- +
+---+ |
I
NI DS Sensor |
I
I I S Attacker
[\ \ oo+
/ | nt er net [--------- | H
\_ ! - -+
\__ . ___/ e e oo
\ ] 17914- byt e packet
DF bit set

Figure 5: NI DS evasion by neans of the Internet Protocol DF bit

In Figure 3, an attacker sends a 17914-byte datagram nmeant for the
victimhost in the sane figure. The attacker’s packet probably
contains an overlapping |P fragnment or an overl apping TCP segnent,
aimng at "confusing" the NIDS, as described in [Ptacek1998]. The
packet is screened by the NIDS sensor at the network perineter, which
probably reassenbles I P fragnents and TCP segnents for the purpose of
assessing the data transferred to and fromthe nonitored systens.
However, as the attacker’s packet should transit a link with an MIU
smal l er than 17914 bytes (1500 bytes in this exanple), the router
that encounters that this packet cannot be forwarded wi thout
fragmentation (Router B) discards the packet, and sends an | CMP
"fragmentati on needed and DF bit set" error message to the source
host. In this scenario, the NIDS may remai n unaware that the
screened packet never reached the intended destination, and thus get
an incorrect picture of the data being transferred to the nonitored
syst ens.

[ Shankar 2003] introduces a techni que naned "Active Mappi ng" that
prevents evasion of a NIDS by acquiring sufficient know edge about
the network being nonitored, to assess which packets will arrive
at the intended recipient, and how they will be interpreted by it.
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Sone firewalls are known to drop packets that have both the M- (Mre
Fragments) and the DF (Don’t fragment) bits set. Wiile in principle
such a packet m ght seem nonsensical, there are a nunber of reasons
for which non-nalicious packets with these two bits set can be found
in a network. First, they nmay exist as the result of some m ddl e-box
processing a packet that was too large to be forwarded w thout
fragmentation. Instead of sinply dropping the correspondi ng packet
and sending an I CVP error nessage to the source host, sone niddle-
boxes fragnment the packet (copying the DF bit to each fragnent), and
al so send an ICMP error nessage to the originating system Second,
some systens (notably Linux) set both the MF and the DF bits to

i mpl ement Pat h- MTU Di scovery (PMIUD) for UDP. These scenarios should
be taken into account when configuring firewalls and/or tuning

Net work I ntrusion Detection Systens (N DS)

Section 4.1 contains a discussion of the security inplications of the
| P fragnent reassenbly nechani sm

3.7. Fragnent Ofset

The Fragnent Ofset is used for the fragnentati on and reassenbly of

| P datagrans. It indicates where in the original datagram payl oad

t he payl oad of the fragnment belongs, and is nmeasured in units of

ei ght bytes. As a consequence, all fragnents (except the |ast one),
have to be aligned on an 8-byte boundary. Therefore, if a packet has
the M- flag set, the followi ng check should be enforced:

otal Length - 68 ==
(Total L h- IHL * 4) %8

If the packet does not pass this check, it should be dropped, and
this event should be |ogged (e.g., a counter could be increnmented
reflecting the packet drop).

G ven that Fragnent Ofset is a 13-bit field, it can hold a val ue of
up to 8191, which would correspond to an offset 65528 bytes within
the original (non-fragnmented) datagram As such, it is possible for
a fragnent to inplicitly claimto belong to a datagram | arger than
65535 bytes (the maxi mumsize for a legitimate | P datagram. Even
when the fragnmentation nmechani smwould seemto allow fragnments that
could reassenble into such |arge datagrans, the intent of the
specification is to allow for the transni ssion of datagranms of up to
65535 bytes. Therefore, if a given fragnment would reassenble into a
dat agram of nore than 65535 bytes, the resulting datagram should be
dropped, and this event should be |ogged (e.g., a counter could be
incremented reflecting the packet drop). To detect such a case, the
foll owi ng check should be enforced on all packets for which the
Fragnent Offset contains a non-zero val ue:
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Fragment Offset * 8 + (Total Length - IHL * 4) + IHL_FF * 4 <= 65535

where IHL_FF is the IHL field of the first fragnent (the one with a
Fragnent Offset of 0).

If a fragnment does not pass this check, it should be dropped.

If IHL_FF is not yet avail able because the first fragment has not yet
arrived, for a prelimnary, less rigid test, IHL_FF == I HL should be
assuned, and the test is sinplified to:

Fragnent Ofset * 8 + Total Length <= 65535

Once the first fragnent is received, the full sanity check described
earlier should be applied, if that fragnment contains "don't copy"
options.

In the worst-case scenario, an attacker could craft IP fragnments such
that the reassenbl ed datagram reassenbl ed into a datagram of 131043
byt es.

Such a datagram woul d result when the first fragnent has a
Fragnent Offset of 0 and a Total Length of 65532, and the second
(and last) fragnent has a Fragnment Offset of 8189 (65512 bytes),
and a Total Length of 65535. Assuming an |HL of 5 (i.e., a header
I ength of 20 bytes), the reassenbl ed datagram woul d be 65532 +
(65535 - 20) = 131047 bytes.

Additionally, the I P nodule should inplenment all the necessary
measures to be able to handle such illegitimte reassenbl ed
datagranms, so as to avoid them fromoverflowi ng the buffer(s) used
for the reassenbly function.

[ CERT1996¢] and [ Kenneyl1996] describe the exploitation of this
i ssue to performa Denial-of-Service (DoS) attack

Section 4.1 contains a discussion of the security inplications of the
| P fragment reassenbly nechani sm

3.8. Tinme to Live (TTL)
The Tine to Live (TTL) field has two functions: to bound the lifetine
of the upper-layer packets (e.g., TCP segnents) and to prevent
packets from |l ooping indefinitely in the network.
Oiginally, this field was neant to indicate the maxinumtine a

datagramwas allowed to renmain in the internet system in units of
seconds. As every internet nodul e that processes a datagram nust
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decrement the TTL by at |east one, the original definition of the TTL
field became obsolete, and in practice it is interpreted as a hop
count (see Section 5.3.1 of [RFC1812]).

Most systens allow the administrator to configure the TTL to be used
for the packets they originate, with the default val ue usually being
a power of 2, or 255 (see e.g. [Arkin2000]). The recommended val ue
for the TTL field, as specified by the ANA is 64 [| ANA2006b]. This
val ue reflects the assunmed "dianeter” of the Internet, plus a margin
to accommodate its growh.

The TTL field has a nunber of properties that are interesting froma
security point of view Gven that the default value used for the
TTL is usually either a power of two, or 255, chances are that unless
the originating systemhas been explicitly tuned to use a non-default
value, if a packet arrives with a TTL of 60, the packet was
originally sent with a TTL of 64. In the sane way, if a packet is
received with a TTL of 120, chances are that the original packet had
a TTL of 128.

Thi s discussion assunmes there was no protocol scrubber
transparent proxy, or sone other mddl e-box that overwites the
TTL field in a non-standard way, between the originating system
and the point of the network in which the packet was received.

Determ ning the TTL with which a packet was originally sent by the

source systemcan help to obtain valuable information. Anmong ot her

things, it may help in:

o Fingerprinting the originating operating system

o Fingerprinting the originating physical device.

o0 Mappi ng the network topol ogy.

0 Locating the source host in the network topol ogy.

0 Evading Network Intrusion Detection Systens.

However, it can also be used to performinportant functions such as:

o Inproving the security of applications that make use of the
Internet Protocol (IP)

o Limting spread of packets.
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3.8.1. Fingerprinting the operating systemin use by the source host

Different operating systens use a different default TTL for the
packets they send. Thus, asserting the TTL with which a packet was
originally sent will help heuristics to reduce the nunber of possible
operating systenms in use by the source host. It should be noted that
si nce nost systens use only a handful of different default val ues,
the granularity of OS fingerprinting that this technique provides is
negligible. Additionally, these defaults may be configurable
(systemw de or per protocol), and managed systens may enpl oy such
opportunities for operational purposes and to defeat the capability
of fingerprinting heuristics.

3.8.2. Fingerprinting the physical device fromwhich the packets
originate

When several systenms are behind a mddl e-box such as a NAT or a | oad
bal ancer, the TTL may help to count the nunber of systens behind the
m ddl e-box. |If each of the systens behind the niddl e-box uses a
different default TTL value for the packets it sends, or each system
is located at different distances in the network topol ogy, an
attacker could stinulate responses fromthe devices being
fingerprinted, and responses that arrive with different TTL val ues
coul d be assunmed to cone froma different devices

O course, there are many other (and nuch nore precise) techniques
to fingerprint physical devices. One weakness of this nethod is
that, while many systens differ in the default TTL val ue that they
use, there are also nmany inplenentations which use the sane
default TTL value. Additionally, packets sent by a given device
may take different routes (e.g., due to load sharing or route
changes), and thus a given packet may incorrectly be presuned to
come froma different device, when in fact it just traveled a
different route.

However, these defaults may be configurable (systemw de or per
protocol) and managed systems may enpl oy such opportunities for
operational purposes and to defeat the capability of fingerprinting
heuri sti cs.

3.8.3. Mapping the Network Topol ogy

An originating host may set the TTL field of the packets it sends to
progressively increasing values in order to elicit an | CVMP error
message fromthe routers that decrenment the TTL of each packet to
zero, and thereby determ ne the | P addresses of the routers on the
path to the packet’'s destination. This procedure has been
traditionally enpl oyed by the traceroute tool
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3.8.4. Locating the source host in the network topol ogy
The TTL field may also be used to | ocate the source systemin the
net wor k t opol ogy [ Northcutt2000].
+o- -+ +o- -+ +o- -+ +o- -+ +o- -+
| Al----- | R|------ | RI----] R|----- | R
+-- -+ +-- -+ +-- -+ +-- -+ +-- -+
/ [ / \
/ [ / \
/ [ / +---+
/ +---+ +---+ +---+ | E |
I I Rl--=-] RJ------ | RI-- AR
/ +-- -+ +- - - +\ +---+ \
/ / / \ \ \
/[ ---- / +---+ \ \ +---+
I / | F | \ | D]
+---+ +---+ +---+ \ +- -
I | RI-- \
+---+ +---+ \ \
[ \ / \ +- - - +---+
| / -] R|------ | R
| \ / +---+ +---+
+-- -+ \ -+ +-- -+
| BI  \| RI----] C|
+-- -+ +-- -+ +-- -+
Figure 6: Tracking a host by nmeans of the TTL field
Consi der network topology of Figure 6. Assuning that an attacker
("F" in the figure) is perform ng sone type of attack that requires

forging the Source Address (such as for a TCP-based DoS refl ection

attack),
| ocate the attacking system

Assumi ng that:

and sone of the involved hosts are willing to cooperate to

o Al the packets A gets have a TTL of 61
o Al the packets B gets have a TTL of 61
0o Al the packets C gets have a TTL of 61
o Al the packets D gets have a TTL of 62
Based on this information, and assuning that the system s default

val ue was not overridden
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original TTL of the packets was 64. Wth this information, the
nunber of hops between the attacker and each of the aforenentioned
hosts can be cal cul at ed.

The attacker is:

o Four hops away from A
o Four hops away from B.
o Four hops away fromC
o Four hops away from D

In the network setup of Figure 3, the only systemthat satisfies al
these conditions is the one marked as the "F".

The scenario described above is for illustration purposes only. In
practice, there are a nunber of factors that may prevent this
techni que from bei ng successfully applied:

0 Unless there is a "large" nunber of cooperating systens, and the
attacker is assunmed to be no nore than a few hops away fromthese
systems, the nunber of "candidate" hosts will usually be too |arge
for the information to be useful

o The attacker may be using a non-default TTL value, or, what is
worse, using a pseudo-random value for the TTL of the packets it
sends.

0 The packets sent by the attacker may take different routes, as a
result of a change in network topol ogy, |oad sharing, etc., and
thus may lead to an incorrect analysis.

3.8.5. Evading Network Intrusion Detection Systens

The TTL field can be used to evade Network |ntrusion Detection
Systens. Depending on the position of a sensor relative to the
destination host of the exam ned packet, the NIDS may get a different
picture fromthat of the intended destination system As an exanple,
a sensor nay process a packet that will expire before getting to the
destination host. A general counterneasure for this type of attack
is to normalize the traffic that gets to an organi zati onal network
Exanpl es of such traffic normalization can be found in [Paxson2001].
OpenBSD Packet Filter is an exanple of a packet filter that includes
TTL-nornal i zation functionality [ QpenBSD- PF]
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3.8.6. Inproving the security of applications that make use of the
Internet Protocol (IP)

In sone scenarios, the TTL field can be also used to inprove the
security of an application, by restricting the hosts that can

communi cate with the given application [ RFC5082]. For exanple, there
are applications for which the comunicating systens are typically in
the sane network segment (i.e., there are no intervening routers).
Such an application is the BGP (Border Gateway Protocol) utilized by
two peer routers (usually on a shared |ink mediun.

If both systens use a TTL of 255 for all the packets they send to
each other, then a check could be enforced to require all packets
meant for the application in question to have a TTL of 255.

As all packets sent by systens that are not in the sanme network
segnment will have a TTL snaller than 255, those packets will not pass
the check enforced by these two cooperating peers. This check
reduces the set of systens that may perform attacks agai nst the
protected application (BGP in this case), thus mtigating the attack
vectors described in [ Nl SCC2004] and [ Wat son2004] .

This sane check is enforced for related | CMP error nmessages, Wwth
the intent of mitigating the attack vectors described in
[ NIl SCC2005] and [ RFC5927] .

The TTL field can be used in a simlar way in scenarios in which the
cooperating systens are not in the sane network segnent (i.e., nmulti-
hop peering). |In that case, the followi ng check could be enforced:

TTL >= 255 - Del t aHops

This means that the set of hosts from which packets will be accepted
for the protected application will be reduced to those that are no
nmore than Del taHops away. While for obvious reasons the | evel of
protection will be smaller than in the case of directly-connected
peers, the use of the TTL field for protecting nulti-hop peering
still reduces the set of hosts that could potentially performa
nunber of attacks against the protected application

This use of the TTL field has been officially docunented by the | ETF
under the name "Generalized TTL Security Mechanism' (GISM in
[ RFC5082] .

Sone protocol scrubbers enforce a m ninumvalue for the TTL field of
the packets they forward. 1t nust be understood that dependi ng on
the m ni num TTL bei ng enforced, and depending on the particul ar
networ k setup, the protocol scrubber nmay actually help attackers to
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fool the GISM by "raising" the TTL of the attacking packets.
3.8.7. Limting spread

The originating host sets the TTL field to a small value (frequently
1, for link-scope services) in order to artifically linmt the
(topol ogi cal) distance the packet is allowed to travel. This is
suggested in Section 4.2.2.9 of RFC 1812 [RFC1812]. Further

di scussion of this technique can be found in in RFC 1112 [RFC1112].

3.9. Protocol

The Protocol field indicates the protocol encapsulated in the
internet datagram The Protocol field may not only contain a val ue
corresponding to a protocol inplenented by the system processing the
packet, but also a value corresponding to a protocol not inplenented,
or even a value not yet assigned by the | ANA [ ANA2006¢C] .

While in theory there should not be security inplications fromthe
use of any value in the protocol field, there have been security
issues in the past with systens that had probl ens when handling
packets with sone specific protocol nunbers [C sco02003] [ CERT2003].

A host (i.e., end-system that receives an | P packet encapsulating a
Protocol it does not support should drop the correspondi ng packet,

|l og the event, and possibly send an | CMP Protocol Unreachable (type
3, code 2) error nessage.

3.10. Header Checksum

The Header Checksumfield is an error detection nechani smnmeant to
detect errors in the IP header. Wile in principle there should not
be security inplications arising fromthis field, it should be noted
that due to non-RFC-conpliant inplenentations, the Header Checksum

m ght be exploited to detect firewalls and/ or evade network intrusion
detection systems (N DS).

[ Ed3f 2002] describes the exploitation of the TCP checksum for
perform ng such actions. As there are internet routers known to not
check the I P Header Checksum and there m ght al so be m ddl e- boxes
(NATs, firewalls, etc.) not checking the I P checksum all egedly due to
performance reasons, simlar malicious activity to the one described
in [ Ed3f2002] might be performed with the | P checksum

3.11. Source Address

The Source Address of an |IP datagramidentifies the node from which
t he packet originated.
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Strictly speaking, the Source Address of an |IP datagramidentifies
the interface of the sending systemfromwhich the packet was
sent, (rather than the originating "systent), as in the Internet
Architecture there’s no concept of "node address".

Unfortunately, it is trivial to forge the Source Address of an

I nternet datagram because of the apparent |ack of consistent "egress
filtering" near the edge of the network. This has been exploited in
the past for perfornming a variety of DoS (Denial of Service) attacks
[ NI SCC2004] [ RFC4987] [ CERT1996a] [ CERT1996b] [ CERT1998a], and to

i mpersonate as other systens in scenarios in which authentication was
based on the Source Address of the sending system [daenon91996].

The extent to which these attacks can be successfully performed in
the Internet can be reduced through depl oynent of ingress/egress
filtering in the internet routers. [N SCC2006] is a detailed guide
on ingress and egress filtering. [RFC2827] and [ RFC3704] discuss
ingress filtering. |[G AC2000] discusses egress filtering.

[ Spoof er Proj ect] nmeasures the Internet’s susceptibility to forged
Source Address | P packets.

Even when the obvious field on which to performchecks for
ingress/egress filtering is the Source Address and Desti nation
Address fields of the I P header, there are other occurrences of IP
addresses on which the sane type of checks shoul d be perforned.
One exanple is the I P addresses contained in the payl oad of | CW
error nessages, as discussed in [RFC5927] and [ Gont 2006] .

There are a nunber of sanity checks that should be perfornmed on the
Source Address of an I P datagram Details can be found in Section
4.2 ("Addressing").

Additionally, there exist freely available tools that allow

adm nistrators to nonitor which | P addresses are used wi th which MAC
addresses [LBNL2006]. This functionality is also included in nmany
Networ k I ntrusion Detection Systems (N DS).

It is also very inportant to understand that authentication should
never rely solely on the Source Address used by the communi cating
systens.

3.12. Destination Address

The Destination Address of an I P datagramidentifies the destination
host to which the packet is neant to be delivered.
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Strictly speaking, the Destination Address of an | P datagram
identifies the interface of the destination network interface,
rather than the destination "systenf, as in the Internet
Architecture there’s no concept of "node address".

There are a nunber of sanity checks that should be perforned on the
Destination Address of an I P datagram Details can be found in
Section 4.2 ("Addressing").

3.13. Options

According to RFC 791, |IP options nust be inmplemented by all IP

nmodul es, both in hosts and gateways (i.e., end-systens and

i ntermedi ate-systens). This means that the general rules for
assenbl i ng, parsing, and processing of |IP options nust be

i npl emented. RFC 791 defines a set of options that "nust be

under stood", but this set has been updated by RFC 1122 [RFC1122], RFC
1812 [ RFC1812], and ot her docunments. Section 3.13.2 of this docunent
describes for each option type the current understanding of the

i mpl ementation requirements. | P systens are required to ignore
options they do not inplenent.

It should be noted that while a nunber of |IP options have been
specified, they are generally only used for troubl eshooting
pur poses (except for the Router Alert option and the different
Security options).

There are two cases for the format of an option

0 Case 1: A single byte of option-type.

o Case 2: An option-type byte, an option-length byte, and the actua
option-data bytes.

In Case 2, the option-length byte counts the option-type byte and the
option-length byte, as well as the actual option-data bytes.

Al'l current and future options except "End of Option List" (Type = 0)
and "No Operation"” (Type = 1), are of Cass 2.

The option-type has three fields:
o 1 bit: copied flag.
0 2 bits: option class.

o 5 bits: option nunber.

Gont Expi res Cctober 10, 2011 [ Page 31]



Internet-Draft | Pv4 Security Assessnent April 2011

This format allows for the creation of new options for the extension
of the Internet Protocol (IP) and their transparent treatmnment on

i ntermedi ate systens that do not "understand" them under direction
of the first three functional parts.

The copied flag indicates whether this option should be copied to al
fragments in the event the packet carrying it needs to be fragmented:

o O not copi ed.

o 1 copi ed.

The values for the option class are:

o 0 = control

0 1 =reserved for future use.

0 2 = debuggi ng and neasur enent.
0o 3 =reserved for future use.

Finally, the option nunber identifies the syntax of the rest of the
option.

[ 1 ANA2006b] contains the list of the currently assigned |IP option
nunbers. It should be noted that I P systens are required to ignore
those options they do not inplenent.

3.13.1. General issues with I[P options
The followi ng subsections discuss security issues that apply to all
I P options. The proposed checks should be perforned in addition to
any option-specific checks proposed in the next sections.

3.13.1.1. Processing requirenments
Rout er manufacturers tend to do I P option processing on the main
processor, rather than on line cards. Unless special care is taken
this represents Denial of Service (DoS) risk, as there is potential
for overwhelnming the router with option processing.

To reduce the inpact of these packets on the system perfornmance, a
few count erneasures could be inpl emented

0 Rate-limt the nunber of packets with IP options that are
processed by the system
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o Enforce alimt on the maxi num nunber of options to be accepted on
a given internet datagram

The first check avoids a flow of packets with I P options to overwhel m
the systemin question. The second check avoi ds packets with many |IP
options to affect the performance of the system

3.13.1.2. Processing of the options by the upper |ayer protoco

Section 3.2.1.8 of RFC 1122 [ RFC1122] states that all the I P options
received in | P datagrans nust be passed to the transport layer (or to
| CMP processing when the datagramis an | CVP nessage). Therefore,
care in option processing nust be taken not only at the internet

| ayer, but also in every protocol nmodul e that nay end up processing
the options included in an I P datagram

3.13.1.3. Ceneral sanity checks on | P options

There are a nunber of sanity checks that should be perforned on IP
options before further option processing is done. They help prevent
a nunber of potential security problens, including buffer overfl ows.
When t hese checks fail, the packet carrying the option should be
dropped, and this event should be | ogged (e.g., a counter could be
incremented to reflect the packet drop).

RFC 1122 [RFC1122] recomends to send an | CMP " Paraneter Probl enf
message to the originating systemwhen a packet is dropped because of
an invalid value in a field, such as the cases discussed in the

foll owi ng subsections. Sending such a nessage might help in
debuggi ng sone network problems. However, it would also alert
attackers about the systemthat is dropping packets because of the
invalid values in the protocol fields.

We advice that systens default to sending an | CVMP "Paraneter Problent
error nessage when a packet is dropped because of an invalid value in
a protocol field (e.g., as a result of dropping a packet due to the
sanity checks described in this section). However, we recomrend t hat
systens provide a systemw de toggle that allows an adninistrator to
override the default behavior so that packets can be silently dropped
when an invalid value in a protocol field is encountered.

Option length

Section 3.2.1.8 of RFC 1122 explicitly states that the IP | ayer
must not crash as the result of an option length that is outside
t he possi bl e range, and nentions that erroneous option | engths
have been observed to put sone IP inplenmentations into infinite
| oops.
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For options that belong to the "Case 2" described in the previous
section, the follow ng check should be perforned:

option-length >= 2

The value "2" accounts for the option-type byte, and the
option-length byte.

This check prevents, anpbng other things, |oops in option
processing that may arise fromincorrect option |engths.

Additionally, while the option-length byte of I P options of

"Case 2" allows for an option length of up to 255 bytes, there is
alinmt onlegitinate option length inposed by the space avail abl e
for options in the |IP header.

For all options of "Case 2", the follow ng check should be
enf or ced:

option-offset + option-length <= IHL * 4

Where option-offset is the offset of the first byte of the option
within the I P header, with the first byte of the I P header being
assigned an offset of O.

This check assures that the option does not claimto extend beyond
the I P header. |If the packet does not pass this check, it should
be dropped, and this event should be | ogged (e.g., a counter could
be incremented to reflect the packet drop).

The aforementioned check is nmeant to detect forged option-length
val ues that m ght make an option overlap with the | P payl oad.
This would be particularly dangerous for those | P options which
request the processing systens to wite information into the
option-data area (such as the Record Route option), as it would
al | ow the generation of overfl ows.

Data types

Gont

Many | P options use pointer and length fields. Care must be taken
as to the data type used for these fields in the inplenentation.
For exanple, if an 8-bit signed data type were used to hold an
8-bit pointer, then, pointer values |larger than 128 m ght

m stakenly be interpreted as negative nunbers, and thus m ght |ead
to unpredictable results.
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3.13.2. Issues with specific options
3.13.2.1. End of Option List (Type=0)

This option is used to indicate the "end of options" in those cases
in which the end of options would not coincide with the end of the
Internet Protocol Header. Cctets in the |IP header follow ng the "End
of Option List" are to be regarded as padding (they should set to O
by the originator and nmust to be ignored by receiving nodes).

However, an originating node could alternatively fill the renaining
space in the Internet header with No Operation options (see

Section 3.13.2.2). The End of Option List option allows slightly
nmore efficient parsing on receiving nodes and should be preferred by
packet originators. Al IP systens are required to understand both
encodi ngs.

3.13.2.2. No Operation (Type=1)

The no-operation option is basically neant to all ow the sendi ng
systemto align subsequent options in, for exanple, 32-bit
boundaries, but it can also be used at the end of the options (se
Section Section 3.13.2.1).

Wth a single exception (see Section 3.13.2.13 below), this option is
the only I P option defined so far that can occur in multiple
instances in a single | P packet.

This option does not have security inplications.

3.13.2.3. Loose Source and Record Route (LSRR) (Type=131)
This option lets the originating systemspecify a nunber of
i nternmedi ate systens a packet nust pass through to get to the
destination host. Additionally, the route followed by the packet is
recorded in the option. The receiving host (end-systen) nust use the
reverse of the path contained in the received LSRR option
The LSSR option can be of help in debuggi ng some network probl ens.
Sone ISP (Internet Service Provider) peering agreenents require
support for this option in the routers within the peer of the ISP

The LSRR option has well-known security inplications. Among ot her
things, the option can be used to:

0 Bypass firewall rules
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0 Reach otherw se unreachabl e internet systens
0o Establish TCP connections in a stealthy way
0 Learn about the topol ogy of a network

0 Perform bandw dt h- exhausti on attacks

O these attack vectors, the one that has probably received | east
attention is the use of the LSRR option to perform bandw dth
exhaustion attacks. The LSRR option can be used as an anplification
nmet hod for perfornm ng bandw dt h-exhaustion attacks, as an attacker
coul d make a packet bounce nultiple tines between a nunber of systens
by carefully crafting an LSRR option

This is the I Pvd-version of the IPv6 anplification attack that was
wi dely publicized in 2007 [Biondi 2007]. The only difference is
that the maxi numlength of the | Pv4 header (and hence the LSRR
option) limts the anplification factor when conpared to the | Pv6
counter-part.

Whil e the LSSR option may be of help in debuggi ng sone network
problens, its security inplications outweigh any |egitinmate use.

Al'l systenms should, by default, drop I P packets that contain an LSRR
option, and should log this event (e.g., a counter could be
incremented to reflect the packet drop). However, they should
provide a systemw de toggle to enable support for this option for
those scenarios in which this option is required. Such systemw de
toggl e should default to "off" (or "disable").

[ OpenBSD1998] is a security advisory about an inproper
i mpl ement ati on of such a systemw de toggle in 4.4BSD kernel s.

Section 3.3.5 of RFC 1122 [RFC1122] states that a host nmay be able to
act as an intermediate hop in a source route, forwarding a source-
routed datagramto the next specified hop. W strongly discourage
host software from forwardi ng source-routed datagrans.

If processing of source-routed datagrans is explicitly enabled in a
system the follow ng sanity checks shoul d be perforned.

RFC 791 states that this option should appear, at nobst, once in a
gi ven packet. Thus, if a packet contains nore than one LSRR option
it should be dropped, and this event should be logged (e.g., a
counter could be increnented to reflect the packet drop).

Addi tionally, packets containing a conbination of LSRR and SSRR
options should be dropped, and this event should be |ogged (e.g., a
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counter could be increnented to reflect the packet drop).

As all other IP options of "Case 2", the LSSR contains a Length field
that indicates the length of the option. Gven the format of the
option, the Length field should be checked to have a m ni nrum val ue of
three and be 3 (3 + n*4):

LSRR Length % 4 == 3 & & LSRR Length != 0

If the packet does not pass this check, it should be dropped, and
this event should be |ogged (e.g., a counter could be increnmented to
reflect the packet drop).

The Pointer is relative to this option. Thus, the mninumlega
value is 4. Therefore, the follow ng check should be perforned.

LSRR. Poi nter >= 4

If the packet does not pass this check, it should be dropped, and
this event should be |ogged (e.g., a counter could be incremented to
reflect the packet drop). Additionally, the Pointer field should be
a multiple of 4. Consequently, the follow ng check shoul d be

per f or ned:

LSRR Poi nter %4 ==

If a packet does not pass this check, it should be dropped, and this
event should be logged (e.g., a counter could be increnmented to
reflect the packet drop).

When a systemreceives an | P packet with the LSRR option passing the
above checks, it should check whether the source route is enpty or
not. The option is enpty if:

LSRR. Poi nter > LSRR Length

In that case, routing should be based on the Destinati on Address
field, and no further processing should be done on the LSRR option.

[Mcrosoft1999] is a security advisory about a vulnerability
arising frominproper validation of the LSRR Pointer field.

If the address in the Destination Address field has been reached, and
the option is not enpty, the next address in the source route

repl aces the address in the Destination Address field, and the IP
address of the interface that will be used to forward this datagram
is recorded inits place in the LSRR Data field. Then, the

LSRR Pointer. is increnmented by 4.
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Note that the sanity checks for the LSRR Length and the
LSRR Poi nter fields described above ensure that if the optionis
not enpty, there will be (4*n) octets in the option. That is,
there will be at | east one IP address to read, and enough roomto
record the I P address of the interface that will be used to
forward this datagram

The LSRR must be copied on fragnmentation. This neans that if a
packet that carries the LSRR is fragnented, each of the fragments
will have to go through the list of systens specified in the LSRR
option.

3.13.2.4. Strict Source and Record Route (SSRR) (Type=137)

This option allows the originating systemto specify a nunber of

i nternmedi ate systens a packet nust pass through to get to the
destination host. Additionally, the route followed by the packet is
recorded in the option, and the destination host (end-systen) nust
use the reverse of the path contained in the received SSRR option

This option is simlar to the Loose Source and Record Route (LSRR
option, with the only difference that in the case of SSRR, the route
specified in the option is the exact route the packet nust take
(i.e., no other intervening routers are allowed to be in the route).

The SSSR option can be of help in debuggi ng some network probl ens.
Sone ISP (Internet Service Provider) peering agreenments require
support for this option in the routers within the peer of the ISP

The SSRR option has the sane security inplications as the LSRR
option. Please refer to Section 3.13.2.3 for a discussion of such
security inplications.

As with the LSRR, while the SSSR option nay be of help in debugging
some network problens, its security inplications outweigh any
legitimate use of it.

Al'l systenms should, by default, drop I P packets that contain an SSRR
option, and should log this event (e.g., a counter could be
increnmented to reflect the packet drop). However, they should
provide a systemw de toggle to enable support for this option for
those scenarios in which this option is required. Such systemw de
toggl e should default to "off" (or "disable").
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[ OpenBSD1998] is a security advisory about an inproper
i mpl ement ati on of such a systemw de toggle in 4.4BSD kernel s.

In the event processing of the SSRR option were explicitly enabl ed,
the sane sanity checks described for the LSRR option in

Section 3.13.2.3 should be performed on the SSRR option. Namely,
sanity checks should be perforned on the option |l ength (SSRR Length)
and the pointer field (SSRR Pointer).

If the packet passes the aforenentioned sanity checks, the receiving
system shoul d determ ne whether the Destinati on Address of the packet
corresponds to one of its |IP addresses. |If does not, it should be
dropped, and this event should be |l ogged (e.g., a counter could be
incremented to reflect the packet drop).

Contrary to the I P Loose Source and Record Route (LSRR) option,
the SSRR option does not allowin the route other routers than

those contained in the option. |[If the systeminplenments the weak
end-systemnodel, it is allowed for the systemto receive a packet
destined to any of its IP addresses, on any of its interfaces. |If

the systeminplenents the strong end-system nodel, a packet
destined to it can be received only on the interface that
corresponds to the | P address contained in the Destination Address
field [ RFC1122].

If the packet passes this check, the receiving system should
det erm ne whether the source route is enpty or not. The option is

enpty if:
SSRR. Poi nter > SSRR. Lengt h

In that case, if the address in the destination field has not been
reached, the packet should be dropped, and this event should be

| ogged (e.g., a counter could be increnented to reflect the packet
drop).

[Mcrosoft1999] is a security advisory about a vulnerability
arising frominproper validation of the SSRR Pointer field.

If the option is not enpty, and the address in the Destination
Address field has been reached, the next address in the source route
repl aces the address in the Destination Address field, and the IP
address of the interface that will be used to forward this datagram
is recorded in its place in the source route (SSRR Data field).

Then, the SSRR Pointer is increnmented by 4.
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Note that the sanity checks for the SSRR Length and the
SSRR. Poi nter fields described above ensure that if the option is
not enpty, there will be (4*n) octets in the option. That is,
there will be at | east one IP address to read, and enough roomto
record the I P address of the interface that will be used to
forward this datagram

The SSRR option nust be copied on fragnmentation. This neans that if
a packet that carries the SSRR is fragnented, each of the fragments
will have to go through the list of systens specified in the SSRR
option.

3.13.2.5. Record Route (Type=7)

This option provides a nmeans to record the route that a gi ven packet
fol | ows.

The option begins with an 8-bit option code, which is equal to 7

The second byte is the option I ength, which includes the option-type
byte, the option-length byte, the pointer byte, and the actua
option-data. The third byte is a pointer into the route data,
indicating the first byte of the area in which to store the next
route data. The pointer is relative to the option start.

RFC 791 states that this option should appear, at nobst, once in a
gi ven packet. Therefore, if a packet has nore than one instance of
this option, it should be dropped, and this event should be | ogged
(e.g., a counter could be increnmented to reflect the packet drop).

The sane sanity checks perforned for the Length field and the Pointer
field of the LSRR and the SSRR options shoul d be perforned on the
Length field (RR Length) and the Pointer field (RR Pointer) of the RR
option. As with the LSRR and SSRR options, if the packet does not
pass these checks it should be dropped, and this event should be

| ogged (e.g., a counter could be increnented to reflect the packet
drop) .

When a systemreceives an | P packet with the Record Route option that
passes the above checks, it should check whether there is space in
the option to store route information. The option is full if:

RR. Poi nter > RR Length

If the option is full, the datagram should be forwarded w thout
further processing of this option

If the option is not full (i.e., RR Pointer <= RR Length), the IP
address of the interface that will be used to forward this datagram
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shoul d be recorded into the area pointed to by the RR Pointer, and
RR. Poi nter shoul d then increnmented by 4.

This option is not copied on fragnentation, and thus appears in the
first fragment only. |If a fragnment other than the one with offset 0
contains the Record Route option, it should be dropped, and this
event should be |l ogged (e.g., a counter could be incremented to
reflect the packet drop).

The Record Route option can be exploited to | earn about the topol ogy
of a network. However, the linited space in the |P header linits the
useful ness of this option for that purpose if the target network is
several hops away.

3.13.2.6. Streamldentifier (Type=136)

The Stream Identifier option originally provided a neans for the 16-
bit SATNET stream ldentifier to be carried through networks that did
not support the stream concept.

However, as stated by Section 4.2.2.1 of RFC 1812 [RFC1812], this
option is obsolete. Therefore, it nust be ignored by the processing
syst ens.

In the case of |egacy systens still using this option, the length
field of the option should be checked to be 4. |If the option does
not pass this check, it should be dropped, and this event should be
| ogged (e.g., a counter could be increnented to reflect the packet
drop).

RFC 791 states that this option appears at nost once in a given
datagram Therefore, if a packet contains nore than one instance of
this option, it should be dropped, and this event should be | ogged
(e.g., a counter could be increnmented to reflect the packet drop).

3.13.2.7. Internet Tinestanp (Type=68)
This option provides a neans for recording the time at which each
system processed this datagram The tinmestanp option has a number of
security inplications. Anobng them are:
o It allows an attacker to obtain the current tinme of the systens
that process the packet, which the attacker may find useful in a
nunber of scenari os.

o It may be used to map the network topology, in a simlar way to
the I P Record Route option
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o It may be used to fingerprint the operating systemin use by a
system processi ng the datagram

o It may be used to fingerprint physical devices, by analyzing the
cl ock skew.

Therefore, by default, the tinestanp option should be ignored.

For those systens that have been explicitly configured to honor this
option, the rest of this subsection describes sone sanity checks that
shoul d be enforced on the option before further processing.

The option begins with an option-type byte, which nust be equal to
68. The second byte is the option-length, which includes the option-
type byte, the option-length byte, the pointer, and the overflow flag
byte. The mininumlegal value for the option-length byte is 4, which
corresponds to an Internet Tinestanp option that is enpty (no space
to store tinestanps). Therefore, upon receipt of a packet that
contains an Internet Timestanp option, the followi ng check should be
per f or med:

I T.Length >= 4

If the packet does not pass this check, it should be dropped, and
this event should be |ogged (e.g., a counter could be incremented to
reflect the packet drop).

The Pointer is an index within this option, counting the option type
octet as octet #1. It points to the first byte of the area in which
the next tinmestanp data should be stored and thus, the nininumlega
value is 5. Since the only change of the Pointer allowed by RFC 791
is incrementing it by 4 or 8, the follow ng checks should be
performed on the Internet Tinestanp option, depending on the Fl ag
val ue (see bel ow).

If IT.Flag is equal to O, the followi ng check shoul d be perforned:
IT.Pointer % == 1 & I T.Pointer !=1

If the packet does not pass this check, it should be dropped, and

this event should be |ogged (e.g., a counter could be increnmented to

reflect the packet drop).

O herwi se, the follow ng sanity check should be performed on the
option:

IT.Pointer %8 ==
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If the packet does not pass this check, it should be dropped, and
this event should be |ogged (e.g., a counter could be incremented to
reflect the packet drop).

The flag field has three possible | egal val ues:
0 0: Record time stanps only, stored in consecutive 32-bit words.

0 1: Record each timestanp preceded with the internet address of the
registering entity.

0 3: The internet address fields of the option are pre-specified.
An | P nodule only registers its timestanp if it matches its own
address with the next specified internet address.

Therefore the foll owi ng check shoul d be perforned:
ITFlag ==0 ]| IT.Flag == 1 || IT.Flag ==

If the packet does not pass this check, it should be dropped, and
this event should be |ogged (e.g., a counter could be incremented to
reflect the packet drop).

The tinestanp field is a right-justified 32-bit tinestanp in
nmlliseconds since UTC. |If the time is not available in

m | 1iseconds, or cannot be provided with respect to UTC, then any
time may be inserted as a tinmestanp, provided the high order bit of
the tinestanp is set, to indicate this non-standard val ue.

According to RFC 791, the initial contents of the timestanp area nust
be initialized to zero, or internet address/zero pairs. However,

i nternet systems should be able to handl e non-zero val ues, possibly
di scardi ng the of fendi ng datagram

When an internet systemreceives a packet with an Internet Tinestanp
option, it decides whether it should record its tinestanp in the

option. If it deternmines that it should, it should then determn ne
whet her the tinmestanp data area is full, by nmeans of the follow ng
check:

I T.Pointer > IT.Length

If this condition is true, the timestanp data area is full. |If not,
there is roomin the tinmestanp data area

If the tinestanp data area is full, the overfl ow byte should be
i ncremented, and the packet should be forwarded without inserting the
timestanp. |If the overflow byte itself overflows, the packet should
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be dropped, and this event should be logged (e.g., a counter could be
incremented to reflect the packet drop).

If the tinestanp data area is not full, then processing continues as
follows (note that the above checks on IT. Pointer ensure that there
is roomfor another entry in the option):

o If IT.Flag is 0, then the system s 32-bit timestanp is stored into
the area pointed to by the pointer byte and the pointer byte is
i ncrenented by 4.

o If IT.Flag is 1, then the |P address of the systemis stored into
the area pointed to by the pointer byte, followed by the 32-bit
systemtinestanp, and the pointer byte is incremented by 8.

0 Oherwise (IT.Flag is 3), if the IP address in the first 4 bytes
pointed to by IT.Pointer matches one of the | P addresses assi gned
to an interface of the system then the systenis tinmestanp is
stored into the area pointed to by IT.Pointer + 4, and the pointer
byte is incremented by 8.

[ Kohno2005] describes a technique for fingerprinting devices by
measuring the clock skew. It exploits, anbng other things, the

ti mestanps that can be obtained by neans of the | CMP tinestanp
request messages [ RFC0791]. However, the sanme fingerprinting nethod
could be inmplenented with the aid of the Internet Timestanp option

3.13.2.8. Router Alert (Type=148)

The Router Alert option is defined in RFC 2113 [ RFC2113] and | ater
updates to it have been clarified by RFC 5350 [ RFC5350]. It contains
a 16-bit Val ue governed by an | ANA registry (see [RFC5350]). The
Router Alert option has the semantic "routers should examne this
packet nore closely, if they participate in the functionality denoted
by the Val ue of the option"

According to the syntax of the option as defined in RFC 2113, the
foll owi ng check should be enforced, if the router supports this
option:

RA. Length ==
If the packet does not pass this check, it should be dropped, and
this event should be |ogged (e.g., a counter could be incremented to
reflect the packet drop).

A packet that contains a Router Alert option with an option val ue
corresponding to functionality supported by an active nodule in the
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router will not go through the router’s fast-path but will be
processed in the slow path of the router, handing it over for closer
i nspection to the nodul es that has registered the matching option
value. Therefore, this option may inpact the performance of the
systens that handl e the packet carrying it.

[I-D.ietf-intarea-router-alert-considerations] analyzes the
security inplications of the Router Alert option, and identifies
controll ed environments in which the Router Alert option can be
used safely.

As explained in RFC 2113 [ RFC2113], hosts should ignore this option
3.13.2.9. Probe MIU (Type=11) (obsolete)

This option was defined in RFC 1063 [ RFC1063], and originally
provi ded a nechanismto discover the Path- MU

This option is obsolete, and therefore any packet that is received
containing this option should be dropped, and this event should be
| ogged (e.g., a counter could be increnented to reflect the packet
drop).

3.13.2.10. Reply MIU (Type=12) (obsolete)

This option is defined in RFC 1063 [ RFC1063], and originally provided
a nmechanismto di scover the Path-MIU

This option is obsolete, and therefore any packet that is received
containing this option should be dropped, and this event should be
| ogged (e.g., a counter could be increnented to reflect the packet
drop) .

3.13.2.11. Traceroute (Type=82)

This option is defined in RFC 1393 [ RFC1393], and originally provided
a mechanismto trace the path to a host.

This option is obsolete, and therefore any packet that is received
containing this option should be dropped, and this event should be

| ogged (e.g., a counter could be increnented to reflect the packet
drop) .

3.13.2.12. DoD Basic Security Option (Type=130)

This option is used by Milti-Level -Secure (M.S) end-systens and
intermedi ate systens in specific environments to [ RFC1108]:
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0 Transnit fromsource to destination in a network standard
representation the common security |abels required by conputer
security nodels,

0 Validate the datagram as appropriate for transm ssion fromthe
source and delivery to the destination, and,

0 Ensure that the route taken by the datagramis protected to the
| evel required by all protection authorities indicated on the
dat agram

It is specified by RFC 1108 [ RFC1108] (whi ch obsol etes RFC 1038
[ RFC1038]).

RFC 791 [ RFCO791] defined the "Security Option" (Type=130), which
used the sane option type as the DoD Basic Security option

di scussed in this section. The "Security Option" specified in RFC
791 is considered obsolete by Section 3.2.1.8 of RFC 1122, and
therefore the discussion in this section is focused on the DoD
Basi ¢ Security option specified by RFC 1108 [ RFC1108].

Section 4.2.2.1 of RFC 1812 states that routers "SHOULD i npl enent
this option".

The DoD Basic Security Option is currently inplenmented in a nunber of
operating systens (e.g., [|RI X2008], [ SELinux2008], [ Solaris2008],
and [ Ci sco2008]), and deployed in a nunber of high-security networKks.

Systens that belong to networks in which this option is in use should
process the DoD Basic Security option contained in each packet as
specified in [ RFC1108].

RFC 1108 states that the option should appear at nost once in a
datagram Therefore, if nore than one DoD Basic Security option
(BSO appears in a given datagram the correspondi ng datagram shoul d
be dropped, and this event should be logged (e.g., a counter could be
incremented to reflect the packet drop).

RFC 1108 states that the option Length is variable, with a m ni num
option Length of 3 bytes. Therefore, the follow ng check should be
per f or ned:

BSO. Length >= 3
If the packet does not pass this check, it should be dropped, and

this event should be |ogged (e.g., a counter could be increnmented to
reflect the packet drop).
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Current deploynments of the security options described in this
section and the two subsequent sections have notivated the
proposal of a "Comon Architecture Label I1Pv6 Security Option
(CALIPSO " for the IPv6 protocol. [RFC5570].

3.13.2.13. DoD Extended Security Option (Type=133)

This option pernmits additional security |abeling information, beyond
that present in the Basic Security Option (Section 3.13.2.12), to be
supplied in an I P datagramto neet the needs of registered
authorities. It is specified by RFC 1108 [ RFC1108].

This option may be present only in conjunction with the DoD Basic
Security option. Therefore, if a packet contains a DoD Extended
Security option (ESO, but does not contain a DoD Basic Security
option, it should be dropped, and this event should be | ogged (e.qg.
a counter could be increnented to reflect the packet drop). It
shoul d be noted that, unlike the DoD Basic Security option, this
option may appear multiple times in a single | P header

Systens that belong to networks in which this option is in use,
shoul d process the DoD Extended Security option contained in each
packet as specified in RFC 1108 [ RFC1108].

RFC 1108 states that the option Length is variable, with a m ni mum
option Length of 3 bytes. Therefore, the follow ng check should be
per f or med:

ESO. Length >= 3

If the packet does not pass this check, it should be dropped, and
this event should be |ogged (e.g., a counter could be incremented to
reflect the packet drop).

3.13.2.14. Commercial |IP Security Option (ClPSO (Type=134)

This option was proposed by the Trusted Systens Interoperability
Goup (TSIG, with the intent of neeting trusted networking
requirenents for the conmercial trusted systens market place. It is
specified in [ClPS0OL992] and [ Fl PS1994].

The TSI G proposal was taken to the Conmercial Internet Security
Option (ClPSO Wrking Goup of the | ETF [ Cl PSOAMG1994], and an
Internet-Draft was produced [Cl PSO1992]. The Internet-Draft was
never published as an RFC, but the proposal was |ater standardized
by the U.S. National Institute of Standards and Technol ogy (N ST)
as "Federal Information Processing Standard Publication 188"

[ FI PS1994] .
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It is currently inplemented in a nunber of operating systens (e.g.
I RIX [ RI X2008], Security-Enhanced Linux [ SELi nux2008], and Sol ari s
[ Sol ari s2008]), and deployed in a nunber of high-security networKks.

[ Zakr zewski 2002] and [ Haddad2004] provi de an overvi ew of a Li nux
i mpl ement ati on.

Systens that belong to networks in which this option is in use should
process the ClPSO option contained in each packet as specified in
[ A PSO1992] .

According to the option syntax specified in [Cl PSOL992] the follow ng
val i dati on check shoul d be perforned:

Cl PSO. Length >= 6

If a packet does not pass this check, it should be dropped, and this
event should be |logged (e.g., a counter could be incremented to
reflect the packet drop).

3.13.2.15. Sender Directed Multi-Destination Delivery (Type=149)

This option is defined in RFC 1770 [ RFC1770], and originally provided
unreliable UDP delivery to a set of addresses included in the option

This option is obsolete. |If a received packet contains this option
it should be dropped, and this event should be I ogged (e.g., a
counter could be increnented to reflect the packet drop).

4. Internet Protocol Mechanisns
4.1. Fragnent reassenbly

To accommodate networks with different Maxi mum Transmi ssion Units
(MIUs), the Internet Protocol provides a nechanismfor the
fragmentation of |IP packets by end-systens (hosts) and/or
intermedi ate systens (routers). Reassenbly of fragnents is perfornmed
only by the end-systens.

[ Cerf1974] provides the rationale for why packet reassenbly is not
performed by internedi ate systens.

During the | ast few decades, |IP fragnentation and reassenbly has been
exploited in a nunber of ways, to performactions such as evading

Net work I ntrusion Detection Systens (NI DS), bypassing firewall rules,
and perfornming Denial of Service (DoS) attacks.
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[ Bendi 1998] and [ Hunbl e1998] are exanples of the exploitation of
these issues for performng Denial of Service (DoS) attacks.

[ CERT1997] and [ CERT1998b] docunent these issues. [Anderson2001]
is a survey of fragnentation attacks. [US-CERT2001] is an exanple
of the exploitation of I P fragnentation to bypass firewall rules.

[ CERT1999] describes the inplenentation of fragnmentation attacks
in Distributed Denial of Service (DDoS) attack tools.

The problemwith I P fragnent reassenbly basically has to do with the
complexity of the function, in a nunber of aspects:

(0]

4. 1.

Fragnment reassenbly is a stateful operation for a stateless
protocol (IP). The IP nodule at the host performng the
reassenbly function nust allocate menory buffers both for
tenporarily storing the received fragnents, and to performthe
reassenbly function. Attackers can exploit this fact to exhaust
menory buffers at the systemperformng the fragnent reassenbly.

The fragnentation and reassenbly nmechani sns were designed at a
time in which the avail abl e bandwi dths were very different from
t he bandwi dt hs avail abl e nowadays. Wth the current avail able
bandwi dt hs, a nunber of interoperability problens may arise, and
these issues may be intentionally exploited by attackers to
perform Deni al of Service (DoS) attacks.

Fragment reassenbly nust usually be perforned w thout any

know edge of the properties of the path the fragnments foll ow
Wthout this information, hosts cannot nmake any educated guess on
how | ong they should wait for missing fragnments to arrive.

The fragnent reassenbly al gorithm as described by the | ETF

speci fications, is anbiguous, and allows for a number of
interpretations, each of which has found place in different TCP/IP
stack i npl enentations

The reassenbly process is sonmewhat conplex. Fragnments nay arrive
out of order, duplicated, overlapping each other, etc. This
complexity has lead to nunerous bugs in different inplenmentations
of the I P protocol

Security Inplications of Fragment Reassenbly

4.1.1.1. Problens related with nenory allocation

When an | P datagramis received by an end-system it will be
tenporarily stored in systemnenory, until the |IP nbdule processes it
and hands it to the protocol machine that corresponds to the
encapsul at ed protocol.
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In the case of fragmented | P packets, while the I P nodul e may perform
prelimnary processing of the | P header (such as checking the header
for errors and processing I P options), fragments nust be kept in
systembuffers until all fragnents are received and are reassenbl ed
into a conplete internet datagram

As mentioned above, because the internet layer will not usually have
i nformati on about the characteristics of the path between the system
and the renote host, no educated guess can be made on the amount of
tinme that should be waited for the other fragnents to arrive.
Therefore, the specifications recomend to wait for a period of tine
that is acceptable for virtually all the possible network scenarios
in which the protocols nmight operate. After that tine has el apsed,
all the received fragnments for the correspondi ng i nconpl ete packet
are di scarded

The original |P Specification, RFC 791 [ RFC0791], states that
systems should wait for at |east 15 seconds for the nissing
fragments to arrive. Systens that follow the "Exanpl e Reassenbly
Procedure" described in Section 3.2 of RFC 791 nmay end up using a
reassenbly timer of up to 4.25 minutes, with a mninmmof 15
seconds. Section 3.3.2 ("Reassenbly") of RFC 1122 corrected this
advice, stating that the reassenbly timeout should be a fixed

val ue between 60 and 120 seconds.

However, the longer the systemwaits for the nmissing fragments to
arrive, the longer the correspondi ng systemresources nmust be tied to
the correspondi ng packet. The anount of systemnenory is finite, and
even with today's systens, it can still be considered a scarce

resour ce.

An attacker could take advantage of the unconfortable situation the
system performng fragnent reassenbly is in, by sending forged
fragments that will never reassenble into a conplete datagram That
is, an attacker would send many different fragnents, with different
IP IDs, without ever sending all the necessary fragnents that would
be needed to reassenble theminto a full I P datagram For each of
the fragnents, the IP nodule would allocate resources and tie themto
the corresponding fragnment, until the reassenbly timer for the
correspondi ng packet expires.

There are sone inplenmentation strategies which could increase the

i mpact of this attack. For exanple, upon receipt of a fragnent, sone
systens allocate a nenory buffer that will be | arge enough to
reassenbl e the whole datagram \Wiile this mght be beneficial in
legitimate cases, this just anplifies the inpact of the possible
attacks, as a single snmall fragnment could tie up nmenory buffers for
the size of an extrenely large (and unlikely) datagram The
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i mpl enmentation strategy suggested in RFC 815 [ RFC0815] | eads to such
an inpl emrent ati on.

The inpact of the aforenentioned attack nmay vary dependi ng on sone
specific inplenentation details:

o If the systemdoes not enforce linits on the anpunt of nenory that
can be allocated by the IP nodule, then an attacker could tie al
system nmenory to fragnents, at which point the system woul d becone
unusabl e, perhaps crashing.

o If the systemenforces linmts on the amount of nenory that can be
all ocated by the IP nodule as a whole, then, when this limt is
reached, all further IP packets that arrive would be discarded
until some fragnents tine out and free nenory is avail abl e again.

o |If the systemenforces limts on the anount nenory that can be
all ocated for the reassenbly of fragments, then, when this [imt
is reached, all further fragnents that arrive would be di scarded,
until some fragnent(s) tinme out and free nenory is avail able
agai n.

4.1.1.2. Problens that arise fromthe length of the IP Identification
field

The Internet Protocols are currently being used in environnents that
are quite different fromthe ones in which they were conceived. For
instance, the availability of bandwidth at the tine the Internet
Prot ocol was designed was conpletely different fromthe availability
of bandwi dth in today’ s networks.

The ldentification field is a 16-bit field that is used for the

fragmentation and reassenbly function. 1In the event a datagram gets
fragmented, all the corresponding fragnments will share the sane
{Source Address, Destination Address, Protocol, ldentification

nunber} four-tuple. Thus, the systemreceiving the fragnents will be
able to uniquely identify themas fragnents that correspond to the
same | P datagram At a given point in tinme, there nust be at nost
only one packet in the network with a given four-tuple. |If not, an
Identification nunber "collision" nmight occur, and the receiving
system m ght end up "m xing" fragments that correspond to different

| P datagrans which sinply reused the sane Identification nunber.

For exanple, sending over a 1 Ghit/s path a continuous stream of
(UDP) packets of roughly 1 kb size that all get fragmented into
two equally sized fragnments of 576 octets each (mnimumreasesnbly
buffer size) would repeat the IP Identification values within |ess
than 0.65 seconds (assuming roughly 10% Il ink | ayer overhead); with
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shorter packets that still get fragnented, this figure could
easily drop below 0.4 seconds. Wth a single |IP packet dropped in
this short tinmeframe, packets would start to be reassenbl ed
wongly and continuously once in such interval until an error
detection and recovery algorithmat an upper layer lets the
application back out.

For each group of fragments whose Identification nunbers "collide"
the fragnent reassenbly will lead to corrupted packets. The IP

payl oad of the reassenbled datagramw ||l be handed to the
correspondi ng upper |ayer protocol, where the error will (hopefully)
be detected by sone error detecting code (such as the TCP checksum
and the packet will be discarded.

An attacker could exploit this fact to intentionally cause a system
to discard all or part of the fragnented traffic it gets, thus
performng a Denial -of-Service attack. Such an attacker would sinply
establish a flow of fragnents with different IP Identification
nunbers, to trash all or part of the IP Identification space. As a
result, the receiving systemwould use the attacker’s fragments for
the reassenbly of legitinmte datagrans, |eading to corrupted packets
whi ch would | ater (and hopefully) get dropped.

In nost cases, use of a long fragment timeout will benefit the
attacker, as forged fragments will keep the IP Identification space
trashed for a | onger period of tine.

4.1.1.3. Problens that arise fromthe conplexity of the reassenbly
al gorithm

As | P packets can be duplicated by the network, and each packet may
take a different path to get to the destination host, fragnents may
arrive not only out of order and/or duplicated, but al so overl appi ng.
This nmeans that the reassenbly process can be sonewhat conplex, wth
the correspondi ng i npl enmentati on being not specifically trivial

[ Shannon2001] anal yzes the causes and attributes of fragnment traffic
measured in several types of WANs.

During the years, a nunber of attacks have exploited bugs in the
reassenbly function of several operating systens, producing buffer
overflows that have led, in nbst cases, to a crash of the attacked
system

4.1.1.4. Problens that arise fromthe anbiguity of the reassenbly
process

Networ k I ntrusion Detection Systems (NI DSs) typically nonitor the
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traffic on a given network with the intent of identifying traffic
patterns that m ght indicate network intrusions.

In the presence of IP fragnents, in order to detect illegitimte
activity at the transport or application |layers (i.e., any protocol
| ayer above the network layer), a NIDS nust perform | P fragnent
reassenbly.

In order to correctly assess the traffic, the result of the
reassenbly function perfornmed by the NI DS should be the sane as that
of the reassenbly function performed by the intended recipient of the
packets.

However, a nunber of factors nake the result of the reassenbly
process anbi guous:

o The I ETF specifications are anbi guous as to what should be done in
the event overlapping fragnents were received. Thus, in the
presence of overlapping data, the system perforning the reassenbly
function is free to either honor the first set of data received,
the | atest copy received, or any other copy received in between.

0 As the specifications do not enforce any specific fragnent tineout
val ue, different systenms nmay choose different values for the
fragment tineout. This neans that given a set of fragments
received at sonme specified time intervals, some systens will
reassenble the fragnents into a full datagram while others may
timeout the fragnents and therefore drop them

0 As nentioned before, as the fragment buffers get full, a Denial of
Service (DoS) condition will occur unless sone action is taken
Many systens flush part of the fragment buffers when sone
threshold is reached. Thus, depending on fragnment |oad, tinmng
i ssues, and flushing policy, a NIDS nmay get incorrect assunptions
about how (and if) fragnments are being reassenbled by their
i nt ended recipient.

As originally discussed by [Ptacek1998], these issues can be
exploited by attackers to evade intrusion detection systens.

There exist freely available tools to forcefully fragnent IP
datagranms so as to help evade Intrusion Detection Systems. Frag
router [Songl999] is an exanple of such a tool; it allows an attacker
to performall the evasion techniques described in [Ptacek1998].
Ftester [Barisani 2006] is a tool that helps to audit systens
regardi ng fragnentation issues.

Gont Expi res Cctober 10, 2011 [ Page 53]



Internet-Draft | Pv4 Security Assessnent April 2011

4.1.1.5. Problens that arise fromthe size of the IP fragnents

One approach to fragnment filtering involves keeping track of the
results of applying filter rules to the first fragnent (i.e., the
fragment with a Fragnent Offset of 0), and applying themto
subsequent fragments of the sane packet. The filtering nodule would
mai ntain a list of packets indexed by the Source Address, Destination
Address, Protocol, and ldentification nunber. Wen the initia
fragment is seen, if the MF bit is set, alist itemwould be

all ocated to hold the result of filter access checks. When packets
with a non-zero Fragnent Offset cone in, look up the list el enent
with a matching Source Address/Destination Address/Protocol/
Identification and apply the stored result (pass or block). Wen a
fragment with a zero MF bit is seen, free the list elenent.
Unfortunately, the rules of this type of packet filter can usually be
bypassed. [RFC1858] describes the details of the involved technique.

4.1.2. Possible security inprovenents
4.1.2.1. Menory allocation for fragnment reassenbly

A design choice usually has to be nade as to how to all ocate nenory
to reassenble the fragnments of a given packet. There are basically
two options:

o0 Upon receipt of the first fragnment, allocate a buffer that will be
| arge enough to concatenate the payl oad of each fragnent.

o Upon receipt of the first fragment, create the first node of a
linked list to which each of the follow ng fragnents will be
linked. When all fragments have been received, copy the IP
payl oad of each of the fragments (in the correct order) to a
separate buffer that will be handed to the protocol being
encapsul ated in the | P payl oad.

While the first of the choices might seemto be the nost straight-
forward, it inplies that even when a single snmall fragnment of a given
packet is received, the anount of menory that will be allocated for
that fragment will account for the size of the conplete |IP datagram
thus using nore systemresources than what is actually needed.

Furthermore, the only situation in which the actual size of the whole
datagramwi ||l be known is when the | ast fragnment of the packet is
received first, as that is the only packet fromwhich the total size
of the I P datagram can be asserted. O herw se, nenory should be

all ocated for the largest possible packet size (65535 bytes).

The I P nodul e should also enforce a linmt on the anpbunt of nenory
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that can be allocated for IP fragnents, as well as a limt on the
nunber of fragnments that at any tinme will be allowed in the system
This will basically limt the resources spent on the reassenbly
process, and prevent an attacker fromtrashing the whol e system
nmenory.

Furthermore, the I P nodul e should keep a different buffer for IP
fragments than for conplete | P datagrans. This will basically
separate the effects of fragment attacks on non-fragnmented traffic.
Most TCP/I P inplenentations, such as that in Linux and those in BSD
derived systens, already inplenent this.

[ Jones2002] anal yzes the amount of nmenory that may be needed for the
fragment reassenbly buffer depending on a nunber of network
characteristics.

4.1.2.2. Flushing the fragnment buffer

In the case of those attacks that aimto consune the nmenory buffers
used for fragments, and those that aimto cause a collision of IP
Identification nunbers, there are a nunber of countermeasures that
can be i npl enent ed.

Even with these counterneasures in place, there is still the issue of
what to do when the buffer pool used for IP fragments gets full
Basically, if the fragment buffer is full, no instance of

communi cation that relies on fragnmentation will be able to progress.

Unfortunately, there are not nany options for reacting to this
situation. |f nothing is done, all the instances of conmunication
that rely on fragmentation will experience a denial of service.

Thus, the only thing that can be done is flush all or part of the
fragment buffer, on the premise that legitimate traffic will be able
to nmake use of the freed buffer space to allow comunication flows to
pr ogr ess.

There are a nunber of factors that should be taken into consideration
when flushing the fragnment buffers. First, if a fragnent of a given
packet (i.e., fragment with a given ldentification nunber) is
flushed, all the other fragnents that correspond to the sane datagram
shoul d be flushed. As in order for a packet to be reassenbled all of
its fragments nust be received by the system performng the
reassenbly function, flushing only a subset of the fragments of a

gi ven packet woul d keep the corresponding buffers tied to fragments
that woul d never reassenble into a conplete datagram Additionally,
care nust be taken so that, in the event that subsequent buffer
flushes need to be perforned, it is not always the same set of
fragments that get dropped, as such a behavi or woul d probably cause a
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sel ective Denial of Service (DoS) to the traffic flows to which that
set of fragments bel ongs.

Many TCP/ I P inplenentations define a threshold for the nunber of
fragments that, when reached, triggers a fragnent-buffer flush. Sone
systens flush 1/2 of the fragment buffer when the threshold is
reached. As nmentioned before, the idea of flushing the buffer is to
create sone free space in the fragnment buffer, on the premni se that
this will allow for new and legitimte fragnments to be processed by
the I P nodule, thus letting communication survive the overwhel ni ng
situation. On the other hand, the idea of flushing a sonewhat |arge
portion of the buffer is to avoid flushing al ways the sane set of
packets.

4.1.2.3. A nore selective fragnment buffer flushing strategy

One of the difficulties in inplenenting counterneasures for the
fragmentation attacks described throughout Section 4.1 is that it is
difficult to performvalidation checks on the received fragnments.

For instance, the fragnment on which validity checks could be
performed, the first fragnent, may be not the first fragnment to
arrive at the destination host.

Fragnments can not only arrive out of order because of packet
reordering perforned by the network, but also because the system (or
systens) that fragnmented the | P datagram may indeed transmit the
fragments out of order. A notable exanple of this is the Linux
TCP/ I P stack, which transnits the fragnents in reverse order

This means that we cannot enforce checks on the fragments for which
we al |l ocate reassenbly resources, as the first fragnment we receive
for a given packet may be sonme other fragment than the first one (the
one with an Fragnment O fset of 0).

However, at the point in which we decide to free sone space in the
fragment buffer, some refinements can be done to the flushing policy.
The first thing we would like to do is to stop different types of
traffic frominterfering with each other. This neans, in principle,
that we do not want fragnented UDP traffic to interfere with
fragmented TCP traffic. |In order to inplenent this traffic
separation for the different protocols, a different fragnent buffer
pool woul d be needed, in principle, for each of the 256 different
protocol s that can be encapsulated in an | P datagram

We believe a tradeoff is to inplenment two separate fragnent buffers
one for | P datagrans that encapsul ate | Psec packets, and another for
the rest of the traffic. This basically neans that traffic not
protected by IPsec will not interfere with those fl ows of
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communi cati on that are being protected by | Psec.

The processing of each of these two different fragnent buffer pools
woul d be conpl etely i ndependent fromeach other. In the case of the
| Psec fragnent buffer pool, when the buffers needs to be flushed, the
followi ng refined policy could be applied:

o First, for each packet for which the | Psec header has been
recei ved, check that the SPI field of the |IPsec header corresponds
to an existing | Psec Security Association (SA), and probably al so
check that the |IPsec sequence nunber is valid. |I|f the check
fails, drop all the fragnents that correspond to this packet.

o Second, if still nmore fragment buffers need to be flushed, drop
all the fragnents that correspond to packets for which the ful
| Psec header has not yet been received. The nunber of packets for
which this flushing is perforned depends on the anount of free
space that needs to be created.

o Third, if after flushing packets with invalid IPsec information
(First step), and packets on which validation checks could not be
perfornmed (Second step), there is still not enough space in the
fragment buffer, drop all the fragnents that correspond to packets
that passed the checks of the first step, until the necessary free
space is created

The rationale behind this policy is that, at the point of flushing
fragment buffers, we prefer to keep those packets on which we could
successfully performa nunber of validation checks, over those
packets on whi ch those checks failed, or the checks could not even be
per f or med.

By checking both the I Psec SPI and the | Psec sequence nunber, it is
virtually inpossible for an attacker that is off-path to performa
Deni al - of - Servi ce attack to comunication flows being protected by
| Psec.

Unfortunately, some IP inplenmentations (such as that in Linux

[ Li nux2006]), when perform ng fragmentation, send the correspondi ng
fragments in reverse order. In such cases, at the point of flushing
the fragnent buffer, legitinate fragnents will receive the sane
treatnent as the possible forged fragnents.

This refined flushing policy provides an increased | evel of
protection against this type of resource exhaustion attack, while not
maki ng the situation of out-of-order |Psec-secured traffic worse than
with the sinplified flushing policy described in the previous
section.
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4.1.2.4. Reducing the fragnment timeout

RFC 1122 [RFC1122] states that the reassenbly timeout should be a
fixed val ue between 60 and 120 seconds. The rational e behind these
long tineout values is that they should accommpdat e any path
characteristics, such as long-delay paths. However, it nust be noted
that this timer is really measuring inter-fragnent del ays, or, nore
specifically, fragment jitter.

If all fragments take paths of similar characteristics, the inter-
fragment delay will usually be, at nost, a few seconds.
Nevert hel ess, even if fragments take different paths of different
characteristics, the reconmended 60 to 120 seconds are, in practice,
excessi ve.

Sone systens have already reduced the fragnent tineout to 30 seconds
[ Li nux2006]. The fragnment tinmeout could probably be further reduced
to approximately 15 seconds; although further research on this issue
i S necessary.

It should be noted that in network scenarios of |ong-delay and high-
bandwi dth (usually referred to as "Long-Fat Networks"), using a |ong
fragment tineout would likely increase the probability of collision
of IP ID nunbers. Therefore, in such scenarios it is highly
desirable to avoid the use of fragnentation with techniques such as
PMIUD [ RFC1191] or PLPMIUD [ RFC4821] .

4.1.2.5. Counterneasure for sone |IDS evasion techni ques

[ Shankar 2003] introduces a techni que naned "Active Mapping" that
prevents evasion of a NIDS by acquiring sufficient know edge about
the network being nonitored, to assess which packets will arrive at
the intended recipient, and howthey will be interpreted by it.

[ Novak2005] describes sone techni ques that are applied by the Snort
NIDS to avoid evasion

4.1.2.6. Counterneasure for firewall-rules bypassing

One of the classical techniques to bypass firewall rules involves
sendi ng packets in which the header of the encapsul ated protocol is
fragmented. Even when it would be legal (as far as the | ETF
specifications are concerned) to receive such a packets, the MIUs of
the network technol ogies used in practice are not that small to
require the header of the encapsul ated protocol to be fragmented.
Therefore, the systemperformng reassenbly should drop all packets
whi ch fragnment the upper-1layer protocol header, and this event should
be |1 ogged (e.g., a counter could be increnented to reflect the packet
drop) .
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Additionally, given that nmany niddl e-boxes such as firewalls create
state according to the contents of the first fragment of a given
packet, it is best that, in the event an end-systemreceives

overl apping fragnents, it honors the information contained in the
fragment that was received first.

RFC 1858 [ RFC1858] describes the abuse of IP fragnmentation to bypass
firewall rules. RFC 3128 [RFC3128] corrects sone errors in RFC 1858.

4.2. Forwarding
4.2.1. Precedence-ordered queue service

Section 5.3.3.1 of RFC 1812 [RFC1812] states that routers should

i mpl ement precedence-ordered queue service. This means that when a
packet is selected for output on a (logical) link, the packet of

hi ghest precedence that has been queued for that link is sent.
Section 5.3.3.2 of RFC 1812 advices routers to default to naintaining
strict precedence-ordered service

Unfortunately, given that it is trivial to forge the I P precedence
field of the IP header, an attacker could sinply forge a high
precedence nunber in the packets it sends, to illegitimtely get
better network service. |f precedence-ordered queued service is not
required in a particular network infrastructure, it should be

di sabl ed, and thus all packets would receive the sane type of
service, despite the values in their Type of Service or
Differentiated Services fields.

When Precedence-ordered queue service is required in the network
infrastructure, in order to nitigate the attack vector discussed in

t he previ ous paragraph, edge routers or swtches should be configured
to police and remark the Type of Service or Differentiated Services
val ues, according to the type of service at which each end-system has
been all owed to send packets.

Bullet 4 of Section 5.3.3.3 of RFC 1812 states that routers "MJST NOT
change precedence settings on packets it did not originate".

However, given the security inplications of the Precedence field, it
is fair for routers, switches or other niddle-boxes, particularly
those in the network edge, to overwite the Type of Service (or
Differentiated Services) field of the packets they are forwarding,
according to a configured network policy (this is the specified
behavi or for DS domai ns [ RFC2475]).

Section 5.3.3.1 and Section 5.3.6 of RFC 1812 states that if

precedence-ordered queue service is inplenented and enabl ed, the
router "MJST NOT discard a packet whose precedence is higher than
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that of a packet that is not discarded". While this recomendation
makes sense given the semantics of the Precedence field, it is
inmportant to note that it would be sinple for an attacker to send
packets with forged hi gh Precedence value to congest sone internet
router(s), and cause all (or nost) traffic with a | ower Precedence
val ue to be discarded.

4.2.2. Wak Type of Service

Section 5.2.4.3 of RFC 1812 describes the algorithmfor determ ning
the next-hop address (i.e., the forwarding algorithm. Bullet 3,
"Weak TOS", addresses the case in which routes contain a "type of
service" attribute. It states that in case a packet contains a non-
default TOS (i.e., 0000), only routes with the same TOS or with the
default TGOS shoul d be considered for forwarding that packet.

However, this neans that if anobng the |ongest match routes for a

gi ven packet are routes with sone TCS other than the one contained in
the recei ved packet, and no routes with the default TGS, the
correspondi ng packet would be dropped. This may or may not be a
desired behavi or.

An alternative for the case in which anong the "l ongest match" routes
there are only routes with non-default type of service which do not
mat ch the TOS contained in the received packet, would be to use a
route with any other TOS. Wile this route would nost |ikely not be
able to address the type of service requested by packet, it would, at
| east, provide a "best effort” service.

It must be noted that Section 5.3.2 of RFC 1812 allows routers to not
honor the TOS field. Therefore, the proposed alternative behavior is
still conpliant with the | ETF specifications.

VWhile officially specified in the RFC series, TOS-based routing is
not widely deployed in the Internet.

4.2.3. Inpact of Address Resolution on Buffer Managenent

In the case of broadcast l|ink-layer technologies, in order for a
systemto transfer an I P datagramit nust usually first map an IP
address to the corresponding link-layer address (for exanple, by
means of the ARP protocol [RFC0826]) . This neans that while this
operation is being perforned, the packets that would require such a
mappi ng woul d need to be kept in nenmory. This may happen both in the
case of hosts and in the case of routers.

This situation mght be exploited by an attacker, which could send a

| arge anpbunt of packets to a non-exi stent host which woul d supposedly
be directly connected to the attacked router. Wile trying to map
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4.

4.

the corresponding IP address into a link-layer address, the attacked
router would keep in menory all the packets that woul d need to make
use of that |ink-layer address. At the point in which the nmapping
function tines out, depending on the policy inplenented by the
attacked router, only the packet that triggered the call to the
mappi ng function m ght be dropped. In that case, the sane operation
woul d be repeated for every packet destined to the non-exi stent host.
Dependi ng on the timeout value for the mapping function, this
situation mght lead the router to run out of free buffer space, with
the consequence that inconing |legitimte packets would have to be
dropped, or that legitinmate packets already stored in the router’s
buffers nmight get dropped. Both of these situations would |ead
either to a conplete Denial of Service, or to a degradation of the
net wor k service

One counterneasure to this problemwould be to drop, at the point the
mappi ng function tines out, all the packets destined to the address
that tinmed out. 1In addition, a "negative cache entry" m ght be kept
in the nodule performing the matching function, so that for sone
anount of time, the mapping function would return an error when the

I P nodul e requests to performa mapping for some address for which
the mapping has recently tinmed out.

A common i npl enentation strategy for routers is that when a packet
is received that requires an ARP resolution to be performed before
the packet can be forwarded, the packet is dropped and the router
is then engaged in the ARP procedure.

2. 4. Dropping packets

In sone scenarios, it may be necessary for a host or router to drop
packets fromthe output queue. |In the event one of such packets
happens to be an IP fragnment, and there were other fragnents of the
same packet in the queue, those other fragnents should al so be
dropped. The rationale for this policy is that it is nonsensical to
spend system resources on those other fragments, because, as |long as
one fragnment is nmissing, it will be inpossible for the receiving
systemto reassenble theminto a conplete | P datagram

Sone systens have been known to drop just a subset of fragnents of a
gi ven datagram |leading to a denial of service condition, as only a
subset of all the fragnents of the packets were actually transferred
to the next hop.

3. Addressing
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4.3.1. Unreachabl e addresses

It is inportant to understand that while there are some addresses
that are supposed to be unreachable fromthe public Internet (such as
the private | P addresses described in RFC 1918 [ RFC1918], or the

"l oopback"” address), there are a nunber of tricks an attacker can
performto reach those | P addresses that woul d otherw se be
unreachable (e.g., exploit the LSRR or SSRR I P options). Therefore,
when applicabl e, packet filtering should be perforned at private
networ k boundary to assure that those addresses will be unreachabl e

Simlarly, link-1ocal unicast addresses [RFC3927] and nulti cast
addresses with linited scope (link- and site-local addresses) should
not be accessible fromoutside the proper network boundaries and not
be passed across these boundari es.

[ RFC5735] provides a sunmary of special use |Pv4 addresses.
4.3.2. Private address space

The Internet Assigned Nunbers Authority (1ANA) has reserved the
followi ng three bl ocks of the I P address space for private internets:

0o 10.0.0.0 - 10.255.255.255 (10/8 prefix)

0o 172.16.0.0 - 172.31.255.255 (172.16/12 prefix)

0 192.168.0.0 - 192.168. 255. 255 (192.168/16 prefix)

Use of these address bl ocks is described in RFC 1918 [ RFC1918].

Where applicable, packet filtering should be performed at the
organi zational perineter to assure that these addresses are not
reachabl e fromoutside the private network where such addresses are
enpl oyed.

4.3.3. Forner O ass D Addresses (224/4 Address Bl ock)

The former Cl ass D addresses correspond to the 224/ 4 address bl ock
and are used for Internet nulticast. Therefore, if a packet is
received with a "Class D' address as the Source Address, it should be
dropped, and this event should be | ogged (e.g., a counter could be
increnmented to reflect the packet drop). Additionally, if an IP
packet with a nulticast Destination Address is received for a
connection-oriented protocol (e.g., TCP), the packet should be
dropped (see Section 4.3.5), and this event should be logged (e.g., a
counter could be increnented to reflect the packet drop).
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4.3.4. Forner O ass E Addresses (240/4 Address Bl ock)

The former Cl ass E addresses correspond to the 240/ 4 address bl ock
and are currently reserved for experinental use. As a result, a nost
routers discard packets that contain a "C ass" E address as the
Source Address or Destination Address. |f a packet is received with
a 240/ 4 address as the Source Address and/or the Destination Address,
t he packet should be dropped and this event should be |ogged (e.g., a
counter could be increnented to reflect the packet drop).

It should be noted that the broadcast address 255.255. 255. 255 stil
nust be treated as indicated in Section 4.3.7 of this docunent.

4. 3.5. Br oadcast/ Mul ti cast addresses, and Connection-Oriented Protocols

For connection-oriented protocols, such as TCP, shared state is

mai nt ai ned between only two endpoints at a tine. Therefore, if an IP
packet with a rmulticast (or broadcast) Destination Address is
received for a connection-oriented protocol (e.g., TCP), the packet
shoul d be dropped, and this event should be | ogged (e.g., a counter
could be increnented to reflect the packet drop).

4,.3.6. Broadcast and networ k addresses

Oiginally, the | ETF specifications did not pernmit |IP addresses to
have the value 0 or -1 (shorthand for all bits set to 1) for any of
the Host nunber, network nunber, or subnet nunber fields, except for
the cases indicated in Section 4.3.7. However, this changed
fundanentally with the depl oynent of C assless Inter-Domain Routing
(CIDR) [RFC4632], as with CIDR a system cannot know a priori what the
subnet mask is for a particular |IP address.

Many systens now al |l ow admini strators to use the values 0 or -1 for
those fields. Despite that according to the original |ETF
specifications these addresses are illegal, nodern |IP inplenentations
shoul d consi der these addresses to be valid.

4.3.7. Special Internet addresses
RFC 1812 [RFC1812] di scusses the use of sone special internet
addresses, which is of interest to perform sone sanity checks on the
Source Address and Destination Address fields of an | P packet. It
uses the follow ng notation for an | P address:
{ <Network-prefix> <Host-nunber> }

where the length of the network prefix is generally inplied by the
network mask assigned to the I P interface under consideration
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RFC 1122 [RFC1122] contained a simnilar discussion of special

i nternet addresses, including some of the form{ <Network-prefix>,
<Subnet - nunber >, <Host-nunber> }. However, as explained in
Section 4.2.2.11 of RFC 1812, in a CIDR world, the subnet numnber
is clearly an extension of the network prefix and cannot be

di stinguished fromthe remai nder of the prefix.

{0, 0}

This address neans "this host on this network”. It is nmeant to be
used only during the initialization procedure, by which the host
learns its own | P address.

If a packet is received with 0.0.0.0 as the Source Address for any
pur pose ot her than bootstrapping, the correspondi ng packet should be
silently dropped, and this event should be |ogged (e.g., a counter
could be increnented to reflect the packet drop). |If a packet is
received with 0.0.0.0 as the Destination Address, it should be
silently dropped, and this event should be |ogged (e.g., a counter
could be increnented to reflect the packet drop).

{0, Host nunber}

This address neans "the specified host, in this network". As in the
previous case, it is meant to be used only during the initialization
procedure by which the host learns its own I P address. |[|f a packet

is received with such an address as the Source Address for any

pur pose ot her than bootstrapping, it should be dropped, and this
event should be |logged (e.g., a counter could be increnmented to
reflect the packet drop). |If a packet is received with such an
address as the Destination Address, it should be dropped, and this
event should be |l ogged (e.g., a counter could be incremented to
reflect the packet drop).

{_1! _1}

This address is the |ocal broadcast address. It should not be used
as a source |IP address. |If a packet is received with 255.255. 255. 255
as the Source Address, it should be dropped, and this event should be
| ogged (e.g., a counter could be increnented to reflect the packet
drop).

Some systems, when receiving an | CMP echo request, for exanple,
will use the Destination Address in the | CMP echo request packet
as the Source Address of the response they send (in this case, an
| CMP echo reply). Thus, when such systens receive a request sent
to a broadcast address, the Source Address of the response wll
contain a broadcast address. This should be considered a bug,
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rather than a malicious use of the linited broadcast address.
{Networ k nunber, -1}

This is the directed broadcast to the specified network. As
recommended by RFC 2644 [ RFC2644], routers should not forward

net wor k-di rected broadcasts. This avoids the correspondi ng network
frombeing utilized as, for exanple, a "snmurf anplifier"” [CERT1998a].

As noted in Section 4.3.6 of this docunent, many systens now al | ow
adm nistrators to configure these addresses as uni cast addresses for
network interfaces. |In such scenarios, routers should forward these
addresses as if they were traditional unicast addresses.

In sone scenarios a host may have know edge about a particular IP
address being a network-directed broadcast address, rather than a

uni cast address (e.g., that IP address is configured on the |oca
system as a "broadcast address"). In such scenarios, if a system can
infer that the Source Address of a received packet is a network-
directed broadcast address, the packet should be dropped, and this
event should be | ogged (e.g., a counter could be incremented to
reflect the packet drop).

As noted in Section 4.3.6 of this docunent, with the depl oyment of
CIDR [ RFC4632], it may be difficult for a systemto infer whether a
particul ar | P address that does not belong to a directly attached
subnet is a broadcast address.

{127.0.0.0/8, any}

This is the internal host |oopback address. Any packet that arrives
on any physical interface containing this address as the Source
Address, the Destination Address, or as part of a source route
(either LSRR or SSRR), should be dropped.

For exanpl e, packets with a Destination Address in the 127.0.0.0/8
address bl ock that are received on an interface other than | oopback
shoul d be silently dropped. Packets received on any interface other
than | oopback with a Source Address corresponding to the system
recei ving the packet should al so be dropped.

In all the above cases, when a packet is dropped, this event should

be | ogged (e.g., a counter could be increnented to reflect the packet
drop) .
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7

7

1.

Security Considerations

Thi s docunment di scusses the security inplications of the Internet
Protocol (IP) and a nunber of inplenentation strategies that help to
mtigate a nunber of vulnerabilities found in the protocol during the
| ast 25 years or so
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