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Abstract

Thi s docunent defines extensions to Integrated Services (IntServ)
allowing nultiple traffic specifications and nultiple flow
specifications to be conveyed in the same Resource Reservation

Prot ocol (RSVPv1l) reservation nessage exchange. This ability hel ps
optim ze an agreeabl e bandw dth through a network between endpoints
in a single round trip.
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1.

I ntroduction

Thi s docunment defines how Integrated Services (IntServ) [RFC2210]
includes multiple traffic specifications and rmultiple flow
specifications in the same Resource Reservation Protocol (RSVPv1)
[ RFC2205] nessage. This ability hel ps optim ze an agreeabl e
bandwi dt h t hrough a network between endpoints in a single round
trip.

There is a separation of function between RSVP and IntServ, in

whi ch RSVP does not define the internal objects to establish
controll ed | oad or guarantee services. These are generally left to
be opaque in RSVP. At the sane tinme, IntServ does not require
that RSVP be the only reservation protocol for transporting both
the controlled | oad or guaranteed service objects - but RSVP does
often carry the objects anyway. This nakes the two i ndependent -
yet related in usage, but are also frequently tal ked about as if
they are one and the sane. They are not.

The "traffic specification’ contains the traffic characteristics of
a sender’s data flow and is a required object in a PATH nessage. The
TSPEC object is defined in RFC 2210 to convey the traffic
specification fromthe sender and is opaque to RSVP. The ADSPEC
object - for 'advertising specification’ - is used to gather

i nformati on al ong the downstream data path to aid the receiver in
the conputation of QoS properties of this data path. The ADSPEC i s
al so opaque to RSVP and is defined in RFC 2210. Both of these
IntServ objects are part of the Sender Descriptor [RFC2205].

Once the Sender Descriptor is received at its destination node,
after having travel ed through the network of routers, the
SENDER_TSPEC i nformation is matched with the information gathered in
the ADSPEC, if present, about the data path. Together, these two
objects help the receiver build its flow specification (encoded in
the FLOASPEC object) for the RESV nessage. The RESV nessage
establishes the reservation through the network of routers on the
data path established by the PATH nessage. |f the ADSPEC i s not
present in the Sender Descriptor, it cannot aid the receiver in
bui l ding the flow specification.

The SENDER TSPEC is not changed in transit between endpoints (i.e.,
there are no bandw dth request adjustnents along the way). However,
the ADSPEC i s changed, based on the conditions experienced through
the network (i.e., bandwidth availability within each router) as the
RSVP nessage travel s hop-by-hop

Today, real-time applications have evol ved such that they are able
to dynanmically adapt to avail able bandw dth, not only by dropping
and addi ng layers, but also by reducing frane rates and resol ution.
It is therefore liniting to have a single bandw dth request in
Integrated Services, and by extension, RSVP
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Wth only one traffic specification in a PATH nessage and only one
flow specification in a RESV nessage (with sone styles of
reservations a RESV message may actually contain nultiple flow
specifications, but then there is only one per sender), applications
will either have to give up altogether on session establishment in
case of failure of the reservation establishnment for the highest
"bandwi dth or will have to resort to nmultiple successive RSVP
signaling attenpts in a trial-and-error manner until they finally
establish the reservation a | ower "bandw dth". These multiple
signaling round-trip would affect the session establishment time and
in turn would negatively inpact the end user experience.

The objective of this docunent is to avoid such roundtrips as well
as allow applications to successfully receive sone | evel of
bandwi dth allotnent that it can use for its sessions.

Wi |l e t he ADSPEC provi des an indication of the bandw dth avail abl e
al ong the path and can be used by the receiver in creating the
FLOWSPEC, it does not prevent failures or nultiple round-trips as
descri bed above. The internediary routers provide a best attenpt
estimate of avail able bandwi dth in the ADSPEC object. However, it
does not take into account external policy considerations

(RFC 2215). In addition, the avail abl e bandwidth at the time of
creating the ADSPEC may not be available at the tinme of an actua
request in an RESV nessage. These reasons nay cause the RESV nessage
to be rejected. Therefore, the ADSPEC object cannot, by itself,
satisfy the requirenents of the current generations of real-tine
appl i cations.

It needs to be noted that the ADSPEC i s unchanged by this new
mechanism |f ADSPEC is included in the PATH nessage, it is
suggested that the receiver use this object in deternining
the flow specification

Thi s docunment creates a neans for conveying nore than one

"bandwi dth" within the sane RSVP reservation set-up (both PATH and
RESV) nessages to optinize the determ nation of an agreed upon
bandwi dth for this reservation. Alowing nultiple traffic
specifications within the same PATH nessage all ows the sender to
comruni cate to the receiver multiple "bandw dths" that match the
different sending rates that the sender is capable of transmitting
at. This allows the receiver to convey this nultiple "bandw dt hs"
in the RESV so those can be consi dered when RSVP nekes the actua
reservation adm ssion into the network. This allows the applications
to dynanmically adapt their data streamto avail able network

resour ces

The concept of RSVP signaling is shown in a single direction bel ow,
in Figure 1. Although the TSPEC i s opaque to RSVP, it is shown
along with the RSVP nessages for conpl eteness. The RSVP nessages

t hensel ves need not be the focus of the reader. |Instead, the
nunber of round trips it takes to establish a reservation is the
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f ocus here.

Sender Rtr-1 Rtr-2 ... Rtr-N Recei ver

| |
| PATH (wi th a TSPEC & ADSPEC) |
I >l --------- S|----//--->----eae - >|

I I I
| RESV (with a FLOASPEC) |
| <ommmmmeee o | <-mmmmme- I B |
I

| | | |
Figure 1. Concept of RSVP in a Single Direction

Figure 1 shows a successful one-way reservation using RSVP and
I nt Serv.

Figure 2 shows a scenario where the RESV nessage, containing a
FLOWSPEC, which is generated by the Receiver, after considering
both the Sender TSPEC and the ADSPEC, is rejected by an internediary
router.

Sender Rr-1 Rtr-2 ... Rtr-N Recei ver
I I I I I
| PATH (with 1 TSPEC wanting 12Mops) |
[------m-- D S D R R >|

I

| RESV (with 1 FLOASPEC wanting 12Mops) |
[ [ P N R e [
I I I

[ ResvErr (with Adm ssion control Error=2) |
| | R P EREETE >

I I I I
Fi gure 2. Concept of RSVP Rejection due to Limted Bandwi dth

The scenario above is where multiple TSPEC and mnultiple FLOANSPEC
optimization hel ps. The Sender may support nultiple bandw dths

for a given application (i.e., nore than one codec for voice or
video) and therefore m ght want to establish a reservation with the
hi ghest (or best) bandwi dth that the network can provide for a
particul ar codec.

For exanpl e, bandw dths of:
12Mops,
4Mops, and
1. 5Mops

for the three video codecs the Sender supports.
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This docunent will discuss the overview of the proposal to include
nmul ti pl e TSPECs and FLOASPECs RSVP in section 2. In section 3, the
overview of the entire solution is provided. This section also
contains the new paraneters which are defined in this document. The
multiple TSPECs in a PATH nmessage and the nmultiple FLOAMSPEC in a
RESV nessage, both for controlled | oad and guaranteed service are
described in this section. Section 4 will cover the rules of usage
of this IntServ extension. This section contains how this docunent
needs to extend the scenario of when a router in the niddle of a
reservati on cannot accept a preferred bandwidth (i.e., FLOASPEC)
meani ng previous routers that accepted that greater bandw dth now
have too nuch bandwi dth reserved. This requires an extension to RFC
4495 (RSVP Bandw dt h Reduction) to cover reservations being
established, as well as existing reservations. Section 4 also

i ncl udes the merging rul es.

2. Overview of Proposal for Including Miltiple TSPECs and FLOWSPECS

Presently, this is the format of a PATH nessage [ RFC2205]:
<PATH Message> ::= <Commobn Header> [ <INTEGRI TY> ]
<SESSI ON> <RSVP_HOP>
<Tl ME_VALUES>
[ <POLICY_DATA> ... |
[ <sender descriptor> ]

<sender descriptor> ::= <SENDER TEMPLATE> <SENDER TSPEC>

NANNNNNNNNNNN

[ <ADSPEC> ]

where t he SENDER TSPEC obj ect contains a single traffic
speci fication.

For the PATH nessage, the focus of this docunent is to nodify the
<sender _descriptor> in such a way to include nore than one traffic
specification. This solution does this by retaining the existing
SENDER TSPEC obj ect above, highlighted by the '~""~" characters, and
conplenenting it with a new optional MJLTI _TSPEC object to convey
additional traffic specifications in this PATH nessage. No ot her
object within the PATH nmessage is affected by this IntServ

ext ensi on.

This extension nodifies the sender descriptor by specifically

augrmenting it to allow an optional <MJULTI _TSPEC> object after the
optional <ADSPEC>, as shown bel ow
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<sender descriptor> ::= <SENDER TEMPLATE> <SENDER TSPEC>

[ <ADSPEC> ] [ <MULTI_TSPEC> ]

NNNNNNNNNNN

As can be seen above, the MJLTI _TSPEC is in addition to the
SENDER TSPEC - and is only to be used, per this extension, when
nmore than one TSPEC is to be included in the PATH nmessage.

Here is another way of |ooking at the proposal choices:

Addi ti onal TSPECs

bj ect

Figure 3. Encoding of Miultiple Traffic Specifications in
the TSPEC and MULTI TSPEC obj ects

This solution is backwards conpatible with existing inplenentations
of [RFC2205] and [ RFC2210], as the nultiple TSPECs and FLOASPECs are
inserted as optional objects and such objects do not need to be
processed, especially if they are not understood.

This solution defines a simlar approach for encoding multiple flow

specifications in the RESV nmessage. Fl ow specifications beyond the
first one can be encoded in a new "MJILTI _FLOASPEC' object contai ned
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in the RESV nessage.

In this proposal, the original SENDER TSPEC and t he FLOASPEC are

| eft untouched, allow ng routers not supporting this extension to
process the PATH and the RESV nessage wi thout issue. Two new
addi ti onal objects are defined in this docunent. They are the
MULTI _TSPEC and the MJULTI _FLOWSPEC for the PATH and the RESV
message, respectively. The additional TSPECs (in the new MILTI TSPEC
bj ect) are included in the PATH and the additional FLOASPECS (in
the new MILTI _FLOASPEC (bj ect) are included in the RESV nessage as
new (optional) objects. These additional objects will have a class
nunber of 11bbbbbb, allow ng ol der routers to ignore the object(s)
and forward each unexam ned and unchanged, as defined in section
3.10 of [RFC 2205].

NOTE: it is inportant to enphasize here that including nore than
one FLOABPEC in the RESV nessage does not cause nore than one
FLOWSPEC to be granted. This docunment requires that the
receiver arrange these nultiple FLOAMSPECs in the order of
preference according to the order renmaining fromthe
MULTI _TSPECs in the PATH nessage. The benefit of this
arrangenent is that RSVP does not have to process the rest of
the FLOAMSPEC if it can admit the first one.

3. Milti_TSPEC and MULTI _FLOWNSPEC Sol uti on

For the Sender Descriptor within the PATH nmessage, the origina
TSPEC remains where it is, and is untouched by this IntServ
extension. What is newis the use of a new <MILTI _TSPEC> obj ect
i nside the sender descriptor as shown here:

<sender descriptor> ::= <SENDER TEMPLATE> <SENDER TSPEC>

[ <ADSPEC> ] [ <MULTI _TSPEC> ]

NANNNNNNNNNN

The preferred order of TSPECs sent by the sender is this:
- preferred TSPEC is in the original SENDER TSPEC

- the next inline preferred TSPEC is the first TSPEC in the
MULTI _TSPEC obj ect

- the next inline preferred TSPEC is the second TSPEC in the
MULTI _TSPEC obj ect

- and so on..

The conposition of the flow descriptor list in a Resv nessage
depends upon the reservation style. Therefore, the foll owi ng shows
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the inclusion of the MILTI _FLOASPEC object with each of the styles:

WF Styl e:
<flow descriptor list> ::= <W flow descriptor>
<WF flow descriptor> ::= <FLONSPEC> [ MULTI _FLOWSPEC]
FF style:
<fl ow descriptor list> ::=
<FLOASPEC> <FILTER SPEC> [ MULTI _FLOASPEC] |
<flow descriptor |ist> <FF fl ow descriptor>
<FF fl ow descriptor> ::=
[ <FLOABPEC> ] <FILTER SPEC> [ MULTI _FLOWSPEC]
SE style:

<fl ow descriptor list> ::= <SE fl ow descri ptor>

<SE fl ow descriptor> :
<FLOWNSPEC> <filter spec list> [ MILTI _FLOASPEC]
<filter spec list> ::= <FILTER SPEC

| <filter spec list> <FILTER SPEC>

3.1 New MULTI _TSPEC and MJLTI - RSPEC Par anet er s

This extension to Integrated Services defines two new paraneters
They are:

1. <paraneter nane> Miltipl e Token Bucket Tspec, with a paraneter
nunmber of 125.

2. <parameter name> Miltiple_Guaranteed_Service_ RSpec with a
par anet er nunber of 124

These are | ANA registered in this docunent.

The origi nal SENDER TSPEC and FLOWSPEC for Controlled Service

mai ntai n the <paranmeter name> of Token_Bucket Tspec with a paraneter
nunber of 127. The original FLOASPEC for Guaranteed Service

mai nt ai ns the <paraneter name> of Guaranteed_Service_RSpec with a
par anet er nunber of 130.

3.2 Multiple TSPEC in a PATH Message
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Here is the object from|[RFC2210]. It is used as a SENDER TSPEC in a
PATH nessage

31 24 23 16 15 8 7 0
B i S S T s i S T st i S S S S S S S S i
1 | 0 (a) | reserved [ 7 (b) [
B i i S S i I e i S S R L e e e e
2 | X (c) | O] reserved | 6 (d) |
R R e R e s s e o S S e R e o o
3 | 127 (e) I 0 (f) I 5 (9) I
B i S S T s i S T st i S S S S S S S S i
4 | Token Bucket Rate [r] (32-bit |IEEE floating point nunber) [
B i i S S i I e i S S R L e e e e
5 | Token Bucket Size [b] (32-bit IEEE floating point numnber) [
R R e R e s s e o S S e R e o o
6 | Peak Data Rate [p] (32-bit |EEE floating point nunber) |
B i S S T s i S T st i S S S S S S S S i
7 | MnimumPoliced Unit [n] (32-bit integer) [
B i i S S i I e i S S R L e e e e
8 | Maxi mum Packet Size [M (32-bit integer) |
R R e R e s s e o S S e R e o o

Fi gure 4. SENDER TSPEC i n PATH

(a) - Message format version nunber (0)

(b) - COverall length (7 words not including header)

(c) - Service header, service nunber

- "1 (Generic information) if in a PATH nessage

(d) - Length of service data, 6 words not including
per-servi ce header

(e) - Paraneter | D, paraneter 127 (Token Bucket TSpec)

(f) - Paraneter 127 flags (none set)

(g) - Paraneter 127 length, 5 words not including per-service
header

For conpl eteness, Figure 4 is included in its original formfor
backwards conpatibility reasons, as if there were only 1 TSPEC in
the PATH. What is new when there are nore than one TSPEC in

this reservation nmessage is the new MILTI _TSPEC object in Figure 5
containing, for exanple, 3 (Miltiple_Token_Bucket Tspec) TSPECs in a
PATH nessage

31 24 23 16 15 87 0
T T R e e e e s S e e ik i NI SR
1 | 0 (a) | reserved [ 19 (b) [
B i s T T S T et S S T S I T s sl s ol ST S S S
2 | 5 (¢) | 0| reserved | 18 (d) |
B T i S S i S T h T i S S S S e
3 | 125 (e) I 0 (f) I 5 (9) I
B T e o o s e T S e e s N R SR
4 | Token Bucket Rate [r] (32-bit |IEEE floating point numnber) [
B i s T T S T et S S T S I T s sl s ol ST S S S
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| Token Bucket Size [b] (32-bit |EEE floating point nunber) |
R e i e i i e T R S S e il sl S I R S S e S e s
| Peak Data Rate [p] (32-bit |EEE floating point nunber) |
B e e s i i o e S e e sl sl s TR S S S S S S S
| Mnimum Policed Unit [m (32-bit integer) |
B o T T e e e i S L e s ol ST S S S S S S S S
| Maxi mum Packet Size [M (32-bit integer) |
B o i T e e S e S i T S R S e S e e sl S B T S
| 125 (e) I 0 (f) I 5 (9) I
B T o S e i ik S S I i i S Tl i e e
| Token Bucket Rate [r] (32-bit |EEE floating point nunber) |
B o T T e e e i S L e s ol ST S S S S S S S S
| Token Bucket Size [b] (32-bit |EEE floating point nunber) |
B o i T e e S e S i T S R S e S e e sl S B T S
| Peak Data Rate [p] (32-bit |EEE floating point nunber) |
B T o S e i ik S S I i i S Tl i e e
| Mnimum Policed Unit [m (32-bit integer) |
B o T T e e e i S L e s ol ST S S S S S S S S
| Maxi mum Packet Size [M (32-bit integer) |
B o i T e e S e S i T S R S e S e e sl S B T S
| 125 (e) I 0 (f) I 5 (9) I
B T o S e i ik S S I i i S Tl i e e
| Token Bucket Rate [r] (32-bit |IEEE floating point nunber) |
B o T T e e e i S L e s ol ST S S S S S S S S
| Token Bucket Size [b] (32-bit |EEE floating point nunber) |
B o i T e e S e S i T S R S e S e e sl S B T S
| Peak Data Rate [p] (32-bit |EEE floating point nunber) |
B T o S e i ik S S I i i S Tl i e e
| Mnimum Policed Unit [m (32-bit integer) |
B o T T e e e i S L e s ol ST S S S S S S S S
| Maxi mum Packet Size [M (32-bit integer) |
B o i T e e S e S i T S R S e S e e sl S B T S

Figure 5. MJILTI_TSPEC nhj ect

(a) - Message format version nunber (0)

(b) - Overall length (19 words not including header)

(c) - Service header, service nunber 5 (Controll ed-Load)

(d) - Length of service data, 18 words not including
per-servi ce header

(e) - Paraneter ID, parameter 125 (Miultiple Token Bucket TSpec)

(f) - Paraneter 125 flags (none set)

(g) - Paraneter 125 length, 5 words not including per-service
header

Figure 5 shows the 2nd through Nth TSPEC in the PATH in the
preferred order. The message format (a) remmins the sane for a
second TSPEC and for other additional TSPECs.

The Overall Length (b) includes all the TSPECs within this object,

plus the 2nd Wrd (containing fields (c) and (d)), which MJST NOT be
repeated. The service header fields (e),(f) and(g) are repeated for
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each TSPEC.

The Service header, here service nunber 5 (Controll ed-Load) MJIST
remai n the sane.

Each TSPEC is six 32-bit Wrds long (the per-service header plus the
5 values that are 1 Wrd each in length), therefore the length is in
6 Wrd increnents for each additional TSPEC. Case in point, from
the above Figure 5 Wrds 3-8 are the first TSPEC (2nd preferred),
Wirds 9-14 are the next TSPEC (3rd preferred), and Words 15-20 are
the final TSPEC (and 4th preferred) in this exanple of 3 TSPECs in
this MITI _TSPEC object. There is no linmt placed on the nunber of
TSPECs a MULTI _TSPEC obj ect can have. However, it is RECOMVENDED to
adm nistratively lint the number of TSPECs in the MJLTI_TSPEC
object to 9 (rmaking for a total of 10 in the PATH nessage).

The TSPECS are included in the order of preference by the nessage
generator (PATH) and MJUST be nmaintained in that order all the way to
the Receiver. The order of TSPECs that are still grantable, in
conjunction with the ADSPEC at the Receiver, MJST retain that

order in the FLOABPEC and MULTI _FLOASPEC obj ect s.

3.3 Multiple FLOMSPEC for Controll ed-Load service
The format of an RSVP FLOWSPEC obj ect requesting Controll ed-Load
service is the same as the one used for the SENDER_TSPEC gi ven in

Fi gure 4.

The format of the new MILTI _FLOMSPEC object is given bel ow

31 24 23 16 15 8 7 0
B T T i I T T o S S S e b S S S
1 | 0 (a) | reserved | 19 (b) |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
2 | 5 (c) | 0| reserved | 18 (d) |
B E e r e s i s i o T T s S S S S 2
3 | 125 (e) I 0 (f) I 5 (9) I
B T T i I T T o S S S e b S S S
4 | Token Bucket Rate [r] (32-bit |IEEE floating point nunber) |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
5 | Token Bucket Size [b] (32-bit |EEE floating point nunber) |
B E e r e s i s i o T T s S S S S 2
6 | Peak Data Rate [p] (32-bit |EEE floating point nunber) |
B T T i I T T o S S S e b S S S
7 | Mnimum Policed Unit [m (32-bit integer) |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
8 | Maxi mum Packet Size [M (32-bit integer) |
B E e r e s i s i o T T s S S S S 2
9 | 125 (e) I 0 (f) I 5 (9) I
B T T i I T T o S S S e b S S S
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Figure 5. Miultiple FLOAMSPEC for Controll ed-Load service

(a) - Message format version nunber (0)

(b) - COverall length (19 words not including header)

(c) - Service header, service nunber 5 (Controll ed-Load)

(d) - Length of controlled-1oad data, 18 words not incl uding
per-servi ce header

(e) - Paraneter |ID, paraneter 125 (Miltiple Token Bucket TSpec)

(f) - Paraneter 125 flags (none set)

(g) - Paraneter 125 length, 5 words not including per-service
header

This is for the 2nd through Nth TSPEC in the RESV, in the
preferred order.

The message format (a) remains the sane for a second TSPEC and
for additional TSPEGCs.

The Overall Length (b) includes the TSPECs, plus the 2nd Word
(fields (c¢) and (d)), which MJUST NOT be repeated. The service header
fields (e),(f) and(g), which are repeated for each TSPEC.

The Service header, here service nunber 5 (Controll ed-Load) MJIST
remain the same for the RESV nessage. The services, Controll ed-Load
and Guaranteed MJST NOT be m xed within the sane RESV nessage. |n
other words, if one TSPEC is a Controlled Load service TSPEC, the
remai ni ng TSPECs MJUST be Controlled Load service. This sanme rule
also is true for GQuaranteed Service - if one TSPEC is for Guaranteed
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Service, the rest of the TSPECs in this PATH or RESV MUST be for
Guar ant eed Servi ce.

The Length of controlled-1oad data (d) also increases to account for
the additional TSPECs.

Each FLOWSPEC is six 32-bit Wrds |ong (the per-service header plus
the 5 values that are 1 Wrd each in length), therefore the length
isin 6 Wrd increments for each additional TSPEC. Case in point,
fromthe above Figure 5 Wrds 3-8 are the first TSPEC (2nd
preferred), Wrds 9-14 are the next TSPEC (3rd preferred), and Wrds
15-20 are the final TSPEC (and 4th preferred) in this exanple of 3
TSPECs in this FLOMSPEC. There is no linmt placed on the nunmber of
TSPECs a particul ar FLOAMSPEC can have.

Wthin the MILTI _FLOASPEC, any SENDER TSPEC that cannot be reserved
- based on the information gathered in the ADSPEC, is not placed in
the RESV or based on other information available to the receiver.

O herwi se, the order in which the TSPECs were in the PATH nessage
MUST be in the sane order they are in the FLOASPEC in the RESV.

This is the order of preference of the sender, and MJUST be

mai nt ai ned t hroughout the reservation establishment, unless the
ADSPEC i ndi cates one or nore TSPECs cannot be granted, or the

recei ver cannot include any TSPEC due to technical or administrative
constraints or one or nore routers along the RESV path cannot grant
a particular TSPEC. At any router that a reservation cannot honor a
TSPEC, this TSPEC MJUST be renoved fromthe RESV, or el se another
router along the RESV path might reserve that TSPEC. This rule
ensures this cannot happen

Once one TSPEC has been renoved fromthe RESV, the next in line
TSPEC becones the preferred TSPEC for that reservation. That router
MUST generate a ResvErr nessage, containing an ERROR _SPEC obj ect
with a Policy Control Failure with Error code = 2 (Policy Control
Failure), and an Error Val ue sub-code 102 (ERR_PARTI AL_PREEMPT) to
the previous routers, clearing the now over allocation of bandw dth
for this reservation. The difference between the previously
accepted TSPEC bandwi dth and the currently accepted TSPEC bandw dt h
is the ambunt this error identifies as the anount of bandw dth that
is no longer required to be reserved. The ResvErr and the RESV
messages are independent, and not normally sent by the sane router
This aspect of this docunent is the extension to RFC 2205 ( RSVP)

If a RESV cannot grant the final TSPEC, norrmal RSVP rules apply with
regard to the transmi ssion of a particular ResvErr.

3.4 Multiple FLOMSPEC for Quaranteed service
The FLOWSPEC obj ect, which is used to request guaranteed service

contains a TSPEC and RSpec. Here is the FLOASPEC object from
[ RFC2215] when requesting Guaranteed service:
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Fi gure 6. FLOABPEC for Cuaranteed service

(a)
(b)
(c)
(d)

AN AN AN AN S SN
— — 5 =0
N N S N N

Message format version nunmber (0)

Overall length (9 words not including header)

Servi ce header, service nunber 2 (Guaranteed)

Length of per-service data, 9 words not including
per-servi ce header

Paraneter | D, paraneter 127 (Token Bucket TSpec)

Paraneter 127 flags (none set)

Paraneter 127 length, 5 words not including paraneter header
Paraneter | D, paraneter 130 (Guaranteed Service RSpec)

Par anet er xxx flags (none set)

Paraneter xxx length, 2 words not including paraneter header

The difference in structure between the Controll ed-Load FLOASPEC and
Guar anteed FLOASPEC i s the RSPEC, defined in [RFC2212].

For conpl eteness, Figure 6 is included in its original formfor
backwards conpatibility reasons, as if there were only 1 FLOASPEC in
the RESV. What is new when there is nore than one TSPEC in the
FLOANSPEC in a RESV nmessage is the new MILTI _FLOASPEC object in
Figure 7 containing, for exanple, 3 FLOABPECs requesting Guaranteed
Servi ce.

31
B T S o T ST S e S i < S S S S SIS S S S S S

24 23 16 15 8 7 0
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Figure 7. Multiple FLONSPECs for Guaranteed service

(a) - Message format version nunber (0)

(b) - Overall length (9 words not including header)

(c) - Service header, service nunber 2 (Quaranteed)

(d) - Length of per-service data, 9 words not incl uding
per-servi ce header

(e) - Paraneter |ID, paraneter 125 (Token Bucket TSpec)

(f) - Paraneter 125 flags (none set)

(g) - Paraneter 125 length, 5 words not including paraneter header
(h) - Paraneter |ID, paraneter 124 (CGuaranteed Service RSpec)

(i) - Paraneter 124 flags (none set)

(j) - Paraneter 124 |length, 2 words not including paraneter header

There MUST be 1 RSPEC per TSPEC for CGuaranteed Service. Therefore,
there are 5 words for Receiver TSPEC and 3 words for the RSPEC
Therefore, for Guaranteed Service, the TSPEC/ RSPEC conbi nati on
occurs in increnents of 8 words.

4. Rules of Usage

The following rules apply to nodes adhering to this specification

4.1 Backward Conpatibility

If the recipient does not understand this extension, it ignores this
MULTI _TSPEC obj ect, and operates nornmally for a node receiving this
RSVP nessage.

4.2 Applies to Only a Single Session
When there is nore than one TSPEC object or nore than one FLOASPEC
obj ect, this MJST NOT be considered for nore than one flow created.
These are OR choices for the sane flow of data. In order to attain
three reservations between two endpoints, three different
reservation requests are required, not one reservation request with
3 TSPEGCs.

4.3 No Special Error Handling for PATH Message

If a problemoccurs with the PATH nessage - regardless of this
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ext ensi on, normal RSVP procedures apply (i.e., there is no new
Pat hErr code created within this extension docunment) - resulting in
a Pat hErr message bei ng sent upstreamtowards the sender, as usual.

4.4 Preference Order to be Mintained

When nore than one TSPEC is in a PATH nessage, the order of TSPECs
is decided by the Sender and MJST be mmintained within the

SENDER _TSPEC. The sanme order MJST be carried to the FLOASPECs by
the receiver. No additional TSPECS can be introduced by the receiver
or any router processing these new objects. The del etion of TSPECs
froma PATH nessage is not permtted. The del etion of the TSPECs
when formng the FLOAMSPEC is allowed by the receiver in the

foll owi ng cases:

- If one or nore preferred TSPECs cannot be granted by a router as
di scovered during processing of the ADSPEC by the receiver, then
they can be omitted when creating the FLOAMSPEC(s) fromthe TSPECs.

- If one or nore TSPECs arriving fromthe sender is not preferred by
the receiver, then the receiver MAY onmt any while creating the
FLOANSPEC. A good reason to onmit a TSPECis if, for exanple, it
does not match a codec supported by the receiver’'s application(s).

The del etion of the TSPECs in the router during the processing of
this MJLTI _FLOASPEC object is allowed in the follow ng cases:

- If the original FLOAMSPEC cannot be granted by a router then the
router may discard that FLOAMSPEC and replace it with the topnost
FLOWSPEC from the MULTI _FLOWNSPEC project. This will cause the
topnost FLOWSPEC in the MULTI _FLOASPEC object to be renoved. The
next FLOASPECs becones the topnost FLOASPEC.

- If the router nmerges multiple RESV into a single RESV nessage,
then the FLONSPEC and the nultiple FLOAMSPEC may be affected

The preferred order of the remaining TSPECs or FLOASPECs MUST be
kept intact both at the receiver as well as the router processing
t hese obj ects.

4.5 Bandw dth Reduction in Downstream Routers

If there are nultiple FLOAMSPECs in a single RESV nessage, it is
qui te possible that a higher bandwidth is reserved at a previous
downstream devi ce. Thus, any device that grants a reservation that
is not the highest will have to informthe previous downstream
routers to reduce the bandwi dth reserved for this particul ar

sessi on.

The bandwi dth reducti on RFC [ RFC4495] has the ability to partially
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preenpt existing reservations. However, it does not address the need
that this draft addresses. RFC 4495 defines an ability to preenpt
part of an existing reservation so as to admt a new inconing
reservation with a higher priority, in lieu of tearing down the
whol e reservation with lower priority. It does not specify the
capability to reduce the bandwi dth a RESV set up along the data path
before the reservation is realized (fromsource to destination),
when a subsequent router cannot support a nore preferred FLOANSPEC
contained in that RESV. This docunent will extend the RFC 4495
defined error to work for previous hops while a reservation is being
est abl i shed.

4.6 Merging Rul es

RFC 2205 defines the rules for nerging as conbi ning nore than one
FLOANSPEC into a single FLOAMSPEC. In the case of MJULTI _FLOASPECs,
merging of the two (or nore) MILTI_FLOASPEC MUST be done to arrive
at a single MILTI _FLOASPEC. The nerged MULTI _FLOASPEC will contain
all the flow specification conmponents of the individual

MULTI _FLOWSPECs in descendi ng orders of bandwi dth. In other words,
the merged FLOASPEC MUST nmaintain the relative order of each of the
i ndi vi dual FLOASPECs. For exanple, if the individual FLOASPEC order
is 1,2,3 and another FLOASPEC is a,b,c, then this relative ordering
cannot be altered in the nmerged FLOWSPEC.

A byproduct of this is the ordering between the two individual
FLOANSPECs cannot be signaled with this extension. |f two (or nore)
FLOANSPECs have the sane bandwi dth, they are to be nerged into one
FLOASPEC using the rules defined in RFC 2205. 1t i s RECOVMMENDED
that the following rules are used for determ ning ordering (in TSPEC
and FLOWSPEC) :

For Controlled Load - in descending order of BWbased on the
Token Bucket Rate 'r’ paraneter val ue

For Quaranteed Service - in descending order of BWbased on the
RSPEC Rate 'R paraneter val ue

The resultant FLOASPEC is added to the MJULTI _FLOWSPEC based on its
bandwi dth in descendi ng orders of bandw dth.

As a result of such nerging, the nunber of FLOASPECs in a

MULTI _FLOWSPEC obj ect should be the sum of the nunber of FLOASPECs
fromindividual MILTI _FLOASPEC that have been nerged *ninus* the
nunber of duplicates.

4.7 Applicability to Milticast
An RSVP nmessage with a MIULTI _TSPEC works just as well in a nulticast

scenario as it does in a unicast scenario. In a nulticast scenari o,
the bandwidth allotted in each hop is the | owest bandwi dth that can
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be admtted al ong the various path. For exanple:

[ S, + S + S + B RS +
| sender |======>| Router-1 |=====>| Router-2 |=====>| Receiver-A |
[ S + S + S + S +
I I
I I
[ Y
| B RS +
| | Receiver-C |
[ Fom e e o +
I
Y
Fomm e +
| Receiver-B |
S +

Figure 8. MJULTI _TPSEC and Multi cast

If the sender (in Figure 8) sends 3 TSPECs (i.e., 1 TSPEC bject,
and 2 in the MITI_TSPEC Object) of 12Mops, 5Mips and 1.5Mips. Let
us say the path from Receiver-B to Router-1 adnmitted 5Mops,
Receiver-C to Router-2 admitted 1.5Mips and Receiver-A to Router-2
adm tted 12Mops.

When the Resv nessage is send upstream from Router-2, the conbining
of 1.5Mips (to Receiver-C) and 12Mops (to Receiver-A) wll be
resolved to 1.5Mops (Il owest that can be admitted). Only a Resv with
1.5Mops will be sent upstreamfrom Router-2. Likew se, at Router-1
the conbining of 1.5Mps (to Router-2) and 5Mops (to Receiver-B)
will be resolved to 1.5Mips units.

This is to allow the sender to transnit the flow at a rate that can
be accepted by all devices along the path. Wthout this, if Router-2
receives a flow of 12Mops, it will not know how to create a fl ow of
1. 5Mops down to Receiver-B. A differentiated reservation for the
various paths along a multicast path is only possible with a
Medi a- awar e network device (MANE). The di scussion of MANE and how it
relates to admi ssion control is outside the scope of this draft.

4.8 MILTI _TSPEC Specific Error

Since this mechanismis backward conpatible, it is possible that a
router without support for this MITI_TSPEC extension will reject a
reservati on because the bandwi dth indicated in the primary FLOASPECs
is not available. This neans that an attenpt with a | ower bandwi dth
m ght have been successful, if one were included in a MILTI _TSPEC
bj ect. Therefore, one should be able to differentiate between an
adm ssion control error where there is insufficient bandw dth when
all the FLOAMSPECs are considered and insufficient bandw dth when
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only the primary FLOASPEC i s consi der ed.

This requires the definition of an error code within the ERROR SPEC
bj ect. When a router does not have sufficient bandwi dth even after
considering all the FLOASPEC provided, it issues a new "MILTI_TSPEC
bandwi dt h unavailable " error. This will be an Adm ssion Control
Failure (error #1), with a subcode of 6. A router that does not
support this MITI _TSPEC extension will return the "requested
bandwi dt h unavail abl e" error as defined in RFC 2205 as if there was
no MULTI _TSPEC in the nmessage

4.9 O her Considerations

- RFC 4495 articulates why a ResvErr is nore appropriate to use for
reduci ng the bandwi dth of an existing reservation vs. a ResvTear.

- Refreshes only include the TSPECs that were accepted. One SHOULD
be sent i medi ately upon the Sender receiving the RESY, to
ensure all routers in this flow are synchroni zed with which TSPEC
is in place.

- Periodically, it mght be appropriate to attenpt to increase the
bandwi dth of an accepted reservation with one of the TSPECs t hat
were not accepted by the network when the reservation was first
installed. This SHOULD NOT occur too regularly. This docunent
currently offers no guidance on the frequency of this bunp request
for a rejected TSPEC from the PATH.

4.10 Known Open Issues

5.

Here are the know open issues within this docunent:

0 Both the idea of MILTI_RSPEC and MJULTI FLOWSPEC need to be
fl eshed out, and | ANA regi stered.

0 Need to ensure the cap on the nunber of TSPECs and FLOASPECs i s
vi abl e, yet controll ed.

Security considerations

The security considerations for this docunent do not exceed what is
already in RFC 2205 (RESV) or RFC 2210 (IntServ), as nothing in

ei ther of those docunents prevent a node fromrequesting a | ot of
bandwidth in a single TSPEC. This docunment nerely reduces the
signaling traffic load on the network by allowi ng many requests that
fall under the same policy controls to be included in a single
round-trip nessage exchange.

Furt her, this docunent does not increase the security risk(s) to
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8.

that defined in RFC 4495, where this docunent creates additional
meaning to the RFC 4495 created error code 102.

A m sbehavi ng Sender can include too many TSPECs in the

MULTI _TSPEC obj ect, which can lead to an anplification attack. That
said, a bad inplenentation can create a reservation for each TSPEC
received fromwithin the Resv nessage. The nunber of TSPECs in the
new MULTI _TSPEC object is linted, and the spec clearly states that
only a single reservation is to be set up per Resv nessage.

| ANA consi derations

This docunment | ANA registers the follow ng new parameter name in the
I nteg-serv assignments at [| ANA]:

Regi stry Name: Parameter Nanes

Regi stry:

Val ue Description Ref erence
125 Mul ti pl e_Token_Bucket Tspec [ RFCXXXX]
124 Mul ti pl e_CGuarant eed_Servi ce_RSpec [ RFCXXXX]

Where RFCXXXX is replaced with the RFC nunber assigned to this
Docunent .

Thi s docunent | ANA registers the following new error subcode in the
Error code section, under the Adm ssion Control Failure (error=1),
of the rsvp-paraneters assignnments at [|ANA]:

Regi stry Name: Error Codes and d obal |l y-Defined Error Val ue

Sub- Codes
Regi stry:
"Admi ssi on Control
Fai l ure”
Error Subcode neaning Ref erence
6 = MULTI _TSPEC bandwi dt h unavai |l abl e [ RFCXXXX]
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Appendi x A: Alternatives for Sending Miltiple TSPECs

Thi s appendi x describes the discussion within the TSVYWAG of which
approach best fits the requirenents of sending multiple TSPECs
within a single PATH or RESV nessage. There were 3 different
options proposed, of which - 2 were insufficient or caused nore harm
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than ot her options.
Looking at the format of a PATH nessage [ RFC2205] agai n:
<PATH Message> ::= <Commobn Header> [ <INTEGRI TY> ]
<SESSI ON> <RSVP_HOP>
<Tl ME_VALUES>
[ <PCLI CY_DATA> ... ]
[ <sender descriptor> ]
<sender descriptor> ::= <SENDER_TEMPLATE> <SENDER TSPEC>
NNNNNNNANNNNNN

[ <ADSPEC> |
For the PATH nessage, the focus of this docunent is with what to do
with respect to the <SENDER TSPEC> above, highlighted by the 'AMAn
characters. No other object within the PATH nessage will be affected
by this IntServ extension.
The ADSPEC is optional in IntServ; therefore it might or mght not
be in the RSVP PATH nessage. Presently, the SENDER TSPEC is linited
to one bandw dth associated with the session. This is changed in
this extension to IntServ to nultiple bandwi dths for the same
session. There are nultiple options on how the additional bandw dths

may be added:

Option #1 - creating the ability to add one or nore additiona
(and conpl ete) SENDER TSPECs,

or

Option #2 - create the ability for the one already all owed
SENDER TSPEC to carry nore than one bandw dth anount
for the sanme reservation.

or

Option #3 - create the ability for the existing SENDER TSPEC to
remai n unchanged, but add an optional <MJILTI _TSPEC>
object to the <sender descriptor> such as this:

<sender descriptor> ::= <SENDER TEMPLATE> <SENDER TSPEC>

[ <ADSPEC> ] [ <MULTI _TSPEC> ]

NANNNNNNNNNN

Here is another way of |ooking at the option choices:
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oo oo e +
| Opti on#l | Opt i on#2 | Opt i on#3 |
I Fomm e e e o - + I B + I Fomm e e e o - + I
| | TSPECL | | | MILTI_TSPEC | | | TSPECL | |
| ] ] Gbject | ] e o
| | ] Ao o |
[ Fome - + | | | TSPECL | [ I e +
| | TSPEC2 | | | +-------- + | | |  MILTI_TSPEC | |
| N Rt + ] ] | Object |
| | ] I TSPEC2 | | | | +iso--- o]
|- o B NS SEEEEEE o1 ] L TsPEC2 |
| | TSPEG3 | | ] Ao A I I TR o]
| S T B = o L o]
| | ] e ] ] | 1 TsPEG3 | | |
|- ] ] L TSPECA| || | Aeeeeeee- o]
| | TSPEC4 | | e S T o]
[ SRR + R R + | | | TSPECG | |
| | | e ol
| | | e +

I I I I
Fom e e e e e e e e oo o e e e e e e e e e oo Fom e e e e e e e e oo +

Fi gure 3. Concept of Option Choice

Option #1 and #2 do not allow for backward conpatibility. If the
currently used SENDER TSPEC and FLOASPEC obj ects are changed, then
unless all the routers requiring RSVP processing are upgraded, this
functionality cannot be realized. As it is unlikely that all routers
along the path will have the necessary enhancenents as per this
extension at one given tinme, therefore, it is necessary this
enhancenent be made in a way that is backward conpatible. Therefore,
option #1 and option #2 has been discarded in favor of option #3,

whi ch had WG consensus in a recent | ETF neeting.

Option #3: This option has the advantage of bei ng backwards
conpatible with existing inplenentations of [RFC2205] and [ RFC2210],
as the nmultiple TSPECs and FLOASPECs are inserted as optiona

obj ects and such objects do not need to be processed, especially if
they are not under st ood.

Option#3 applies to the FLOASPEC contained in the RESV nessage as
well. In this option, the original SENDER TSPEC and t he FLOASPEC are
| eft untouched, allowi ng routers not supporting this extension to be
abl e to process the PATH and the RESV nessage wi thout issue. Two new
addi tional objects are defined in this docunent. They are the

MULTI _TSPEC and the MJULTI _FLOWSPEC for the PATH and the RESV
message, respectively. The additional TSPECs (in the new MILTI TSPEC
bj ect) are included in the PATH and the additional FLOASPECS (in
the new MULTI _FLOASPEC hj ect) are included in the RESV nessage as
new (optional) objects. These additional objects will have a cl ass
nunber of 11bbbbbb, allow ng ol der routers to ignore the object(s)
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and forward each unexam ned and unchanged, as defined in section
3.10 of [RFC 2205].

We state in the docunent body that the top nmost FLOASPEC of the new
MULTI _FLOWNSPEC Obj ect in the RESV nessage replaces the existing
FLOWSPEC when it is determned by the receiver (perhaps al ong

with the ADSPEC) that the original FLOAMSPEC cannot be granted.
Therefore, the ordering of preference issue is solved with Option#3
as wel | .

NOTE: it is inportant to enphasize here that including nore than
one FLOABPEC in the RESV nessage does not cause nore than one
FLOWNSPEC to be granted. This document requires that the
receiver arrange these nultiple FLOASPECs in the order of
preference according to the order renmaining fromthe
MULTI _TSPECs in the PATH nessage. The benefit of this
arrangenment is that RSVP does not have to process the rest of
the FLONMSPEC if it can admit the first one

Additional details of these options can be found in the

draft-pol k-tsvwg-...-01 version of this appendix (which includes the
RSVP bit mapping of fields in the TSPECs, if the reader w shes to
search for that doc
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