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Abst r act

The | ack of up-to-date docunmentation on IP nulticast address

al | ocati on and assi gnment procedures has caused a great deal of
confusion. To clarify the situation, this neno describes the

al | ocati on and assi gnnment techni ques and mechani sms currently (as of
this witing) in use.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on April 28, 2011
Copyright Notice

Copyright (c) 2010 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as

Savol a Expires April 28, 2011 [ Page 1]



Internet-Draft Mul ti cast Address Allocation Cct ober

described in the Sinplified BSD License.
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1. Introduction

Good, up-to-date documentation of IP nmulticast is close to non-
existent. Particularly, this is an issue with nulticast address

al l ocations (to networks and sites) and assignnents (to hosts and
applications). This problemis stressed by the fact that there

exi sts confusing or nisleading docunentation on the subject

[ RFC2908]. The consequence is that those who wi sh to | earn about IP
mul ti cast and how t he addressi ng works do not get a clear view of the
current situation

The aim of this document is to provide a brief overview of nulticast
addressing and al |l ocation techni ques. The term’addressing
architecture’ refers to the set of addressing nechani sns and net hods
in an informal manner.

It is inportant to note that Source-specific Milticast (SSM

[ RFC4607] does not have these addressing probl ens because SSM group
addresses have only | ocal significance; hence, this docunent focuses
on the Any Source Milticast (ASM nodel

This nmeno obsoletes and re-classifies to Historic RFC 2908, and re-
classifies to Hi storic RFCs 2776 and 2909.

1.1. Termninology: Allocation or Assignnent

Alnost all nulticast documents and many other RFCs (such as DHCPv4

[ RFC2131] and DHCPv6 [ RFC3315]) have used the terns address
"allocation" and "assignment" interchangeably. However, the operator
and address nanagenent conmunities use these terns for two
conceptual ly different processes.

In unicast operations, address allocations refer to | easing a | arge
bl ock of addresses fromlInternet Assigned Nunbers Authority (I ANA) to
a Regional Internet Registry (RIR) or fromRI R to a Local I|nternet
Regi stry (LIR) possibly through a National Internet Registry (NR).
Address assignnents, on the other hand, are the | eases of smaller
address bl ocks or even single addresses to the end-user sites or end-
users thensel ves

Therefore, in this neno, we will separate the two different
functions: "allocation" describes how | arger bl ocks of addresses are
obt ai ned by the network operators, and "assignnment" describes how
applications, nodes or sets of nodes obtain a nulticast address for
their use.

Savol a Expires April 28, 2011 [ Page 3]



Internet-Draft Mul ti cast Address Allocation Cct ober 2010

2

2

2

2

Mul ti cast Address Allocation

Mul ticast address allocation, i.e., how a network operator m ght be
able to obtain a |arger block of addresses, can be handled in a
nunber of ways as descri bed bel ow.

Note that these are all only pertinent to ASM-- SSMrequires no
address bl ock allocation because the group address has only | oca
significance (however, we discuss the address assignment inside the
node in Section 3.2).

1. Derived Al location

Derived allocations take the unicast prefix or some other properties
of the network (e.g., an autonompous system (AS) nunber) to determ ne
uni que nulticast address allocations.

1.1. GLOP All ocation

GLOP address allocation [RFC3180] inserts the 16-bit public AS nunber
inthe mddle of the I1Pv4 nmulticast prefix 233.0.0.0/8, so that each
AS nunber can get a /24 worth of nulticast addresses. Wile this is
sufficient for nmulticast testing or small scale use, it mght not be
sufficient in all cases for extensive nulticast use.

A mnor operational debugging issue with GLOP addresses is that the
connection between the AS and the prefix is not apparent fromthe
prefix when the AS nunber is greater than 255, but has to be
calculated (e.g., from|[RFC3180], AS 5662 maps to 233.22.30.0/24). A
usage issue is that GLOP addresses are not tied to any prefix but to
routi ng domai ns, so they cannot be used or cal cul ated automatically.

GLOP mapping is not available with 4-byte AS nunbers [ RFC4893].

Uni cast - prefi x-based Allocation or an | ANA al |l ocation from"AD HOC
Block Il1" (the previous so-called "eGOP" block) could be used

i nstead as needed.

The G.OP allocation algorithmhas not been defined for |Pv6 nulticast
because the unicast-prefix-based allocation (described bel ow
addresses the sane need in a sinpler fashion.

1.2. Unicast-prefix-based Allocation

RFC 3306 [ RFC3306] describes a nechani sm which enbeds up to 64 high-
order bits of an IPv6 unicast address in the prefix part of the |IPv6
mul ti cast address, leaving at |least 32 bits of group-id space
avai l abl e after the prefix nmapping.
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A simlar 1Pv4 mapping is described in [ RFC6034], but it provides a
limted nunber of addresses (e.g., 1 per an |IPv4d /24 block).

The 1 Pv6 unicast-prefix-based allocations are an extrenely useful way
to all ow each network operator, even each subnet, to obtain nulticast
addresses easily, through an easy conputation. Further, as the |Pv6
mul ti cast header also includes the scope value [ RFC4291], multicast
groups of smaller scope can al so be used with the same mappi ng.

The 1 Pv6 Enbedded RP techni que [ RFC3956], used with Protoco

I ndependent Multicast - Sparse Mbde (PIM SM, further |everages the
uni cast - prefi x-based al |l ocati ons, by enbeddi ng the unicast prefix and
interface identifier of the PI M SM Rendezvous Point (RP) in the
prefix. This provides all the necessary information needed to the
routing systenms to run the group in either inter- or intra-domnain
operation. A difference fromRFC 3306 is, however, that the hosts
cannot calculate their "nulticast prefix" automatically, as the
prefix depends on the decisions of the operator setting up the RP

but instead requires an assignnent nethod.

Al'l the I Pv6 unicast-prefix-based allocation techni ques provide
sufficient anmount of mnulticast address space for network operators.

2.2. Adnministratively Scoped Allocation

Adm ni stratively scoped nulticast address allocation [ RFC2365] is
provided by two different nmeans: under 239.0.0.0/8 in I Pv4 or by
4-bit encoding in the I1Pv6 nulticast address prefix [ RFC4291].

Since | Pv6 administratively scoped allocations can be handl ed with
uni cast - prefi x-based multi cast addressing as described in
Section 2.1.2, we'll only discuss IPv4 in this section

The 1 Pv4 administratively scoped prefix 239.0.0.0/8 is further
divided into Local Scope (239.255.0.0/16) and Organi zation Loca
Scope (239.192.0.0/14); other parts of the administrative scopes are
ei ther reserved for expansion or undefined [RFC2365]. However, RFC
2365 i s anmbiguous as to whether the enterprises or the |ETF are

al l oned to expand the space.

Topol ogi es which act under a single adm nistration can easily use the
scoped nul ticast addresses for their internal groups. G oups which
need to be shared between multiple routing domains (even if not
propagated through the Internet) are nore problematic and typically
need an assignment of a global nulticast address because their scope
i s undefi ned.

There is a |arge nunber of nulticast applications (such as "Norton
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Ghost") which are restricted either to alink or a site, and it is
extrenmely undesirable to propagate them further (beyond the link or
the site). Typically many such applications have been given or have
hijacked a static | ANA address assignnent. G ven the fact that
assignnents to typically locally used applications cone fromthe sane
range as gl obal applications, inplenenting proper propagation
limting is challenging. Filtering would be easier if a separate,
identifiable range woul d be used for such assignments in the future;
this is an area of further future work.

There has al so been work on a protocol to automatically discover
mul ti cast scope zones [RFC2776], but it has never been wi dely
i mpl enment ed or depl oyed.

2.3. Static | ANA Al | ocation

In sone rare cases, organizations nay have been able to obtain static
mul ti cast address allocations (of up to 256 addresses) directly from
| ANA.  Typically these have been nmeant as a bl ock of static
assignnents to multicast applications, as described in Section 3.4.1
I f another means of obtaining addresses is available that approach is
preferabl e.

Especially for those operators that only have a 32-bit AS nunber and
need | Pv4 addresses, an | ANA allocation from"AD HOC Block 111" (the
previ ous so-called "e@OP" block) is an option [RFC5771].

2.4. Dynanmic Allocation

RFC 2908 [ RFC2908] proposed three different layers of nulticast
address al l ocation and assignment, where |layers 3 (inter-domain

al l ocation) and layer 2 (intra-domain allocation) could be applicable
here. Milticast Address-Set O aimProtocol (MASC) [ RFC2909] is an
exanple of the forner, and Miulticast Address Allocation Protoco

(AAP) [I-D.ietf-malloc-aap] (abandoned in 2000 due | ack of interest
and technical problens) is an exanple of the latter.

Both of the proposed allocation protocols were quite conpl ex, and
have never been depl oyed or seriously inplenented.

It can be concluded that dynanmic nmulticast address all ocation
protocol s provide no benefit beyond GLOP/ unicast-prefix-based
nmechani sms and have been abandoned.

3. Milticast Address Assignnent

There are a nunber of possible ways for an application, node or set
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of nodes to learn a nulticast address as descri bed bel ow.

Any | Pv6 address assignment nethod shoul d be aware of the guidelines
for the assignnent of group-1Ds for IPv6 nulticast addresses
[ RFC3307] .

3.1. Derived Assignnent

There are significantly fewer options for derived address assi gnment
conpared to derived allocation. Derived nulticast assignnent has
only been specified for IPv6 |ink-scoped nulticast [ RFC4489], where
the EU 64 is enbedded in the nulticast address, providing a node with
uni que nulticast addresses for |ink-local ASM comuni cati ons.

3.2. SSM Assignment inside the Node

Whil e SSM mul ti cast addresses have only local (to the node)
significance, there is still a mnor issue on howto assign the
addresses between the applications running on the same | P address.

This assignnent is not considered to be a probl em because typically
the addresses for these applications are selected manually or
statically, but if done using an Application Progranming Interface
(APl'), the APl could check that the addresses do not conflict prior
to assi gni ng one.

3.3. Manual ly Configured Assignnent

Wth manual | y configured assignment, a network operator who has a
mul ticast address prefix assigns the nmulticast group addresses to the
requesting nodes using a nanual process.

Typically, the user or adm nistrator that wants to use a mnulticast
address for a particular application requests an address fromthe

net wor k operator using phone, enmail, or sinmilar neans, and the
networ k operator provides the user with a nulticast address. Then
the user/admi nistrator of the node or application manually configures
the application to use the assigned multicast address.

This is arelatively sinple process; it has been sufficient for
certain applications which require nanual configuration in any case,
or which cannot or do not want to justify a static |ANA assignnment.
The manual assignnent works when the nunber of participants in a
group is small, as each participant has to be manual ly confi gured

This is the nost conmonly used techni que when the nulticast
application does not have a static | ANA assi gnnent.
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3.4. Static | ANA Assignnent

In contrast to manual ly configured assignnent, as described above,
static | ANA assignnent refers to getting an assignnent for the
particular application directly fromIANA. There are two nmain forns
of | ANA assignnent: global and scope-relative. Guidelines for | ANA
are described in [ RFC5771] .

3.4.1. dobal I ANA Assignnent

A obal Iy uni que address assignnent is seen as |lucrative because it’'s
the sinpl est approach for application devel opers since they can then
hard-code the multicast address. Hard-coding requires no | ease of
the usable nulticast address, and |likew se the client applications do
not need to perform any kind of service discovery (but dependi ng on
har d- coded addresses). However, there is an architectural scaling
problemw th this approach, as it encourages a "l and-grab" of the
limted nmulticast address space.

3.4.2. Scope-relative | ANA Assi gnnent

I ANA al so assigns nunbers as an integer offset fromthe highest
address in each | Pv4 adnministrative scope as described in [ RFC2365].
For exanple, the SLPv2 discovery scope-relative offset is "2", so
SLPv2 discovery address within |IPv4 Local - Scope (239.255.0.0/16) is
"239. 255.255. 253", within the | Pv4 Organization Local - Scope
(239.192.0.0/14) it is "239.195.255.253", and so on

Sinmlar scope-relative assignnents also exist with | Pv6 [ RFC2375].
As | Pv6 nulticast addresses have nmuch nore flexible scoping, scope-
rel ati ve assignnents are al so applicable to gl obal scopes. The
assignnent policies are described in [ RFC3307].

3.5. Dynam c Assignnents

The layer 1 of RFC 2908 [ RFC2908] descri bed dynani c assi gnnent from
Mul ticast Address Allocation Servers (MAAS) to applications and
nodes, with Milticast Address Dynamic Cient Allocation Protoco
(MADCAP) [RFC2730] as an exanple. Since then, other mechani sns have
al so been proposed (e.g., DHCPv6 assi gnnent

[1-D.jdurand-assi gn-addr-ipv6-nulticast-dhcpv6]) but these have not
gai ned traction.

It woul d be rather straightforward to deploy a dynam c assi gnment
prot ocol which would | ease group addresses based on a nulticast
prefix to applications wishing to use nulticast. However, only few
have i npl enented MADCAP, and it hasn’'t been significantly depl oyed.
So, it is not clear if the lack of deploynent is due to a currently
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m ssing need. Mreover, it is not clear how widely for exanple the
APl's for conmunication between the multicast application and the
MADCAP client operating at the host have been inplenmented [ RFC2771].

An entirely different approach is Sessi on Announcenent Protocol (SAP)
[RFC2974]. In addition to advertising global multicast sessions, the
protocol also has associ ated ranges of addresses for both | Pv4 and

I Pv6 which can be used by SAP-aware applications to create new groups
and new group addresses. Creating a session (and obtaining an
address) is a rather tedious process which is why it isn’'t done all
that often. It is also worth noting that the I Pv6 SAP address is
unroutable in the inter-domain nulticast.

A concl usi on about dynam c assignment protocols is that:
1. multicast is not significantly attractive in the first place,

2. nost applications have a static | ANA assignnent and thus require
no dynam ¢ or manual assignnent,

3. those that cannot be easily satisfied with | ANA or manua
assignnent (i.e., where dynam c assi gnnent woul d be desirable)
are rather marginal, or

4. that there are other gaps why dynami c assignnments are not seen as
a useful approach (for exanple, issues related to service
di scovery/ rendezvous).

I n consequence, nore work on rendezvous/service discovery would be

needed to nake dynamni c assignments nore useful

4. Sunmary and Future Directions

This section sumari zes the nechani sms and anal ysis discussed in this
meno, and presents sone potential future directions.
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Prefix Allocation

ummary of prefix allocation nethods for ASMis shown in Figure 1.
I S I I +

| Sect. | Prefix allocation nethod | 1Pv4 | 1Pv6 [
oo - e oo - oo - +

| 2.1.1 | Derived: G.OP | Yes | NoNeed*|

| 2.1.2 | Derived: Unicast-prefix-based | No | Yes |

| 2.2 | Administratively scoped | Yes | NoNeed*|

| 2.3 | Static | ANA allocation |  Yes** | No |

| 2.4 | Dynamic allocation protocols | No [ No [
oo - e oo - oo - +

* = the need satisfied by IPv6 unicast-prefix-based all ocation
** = mainly using the AD-HOC bl ock 111 (former "eGLOP")

Figure 1
Only ASMis affected by the assignnment/allocation issues

Wth I Pv4, GQOP allocations provide a sufficient IPv4 multicast

al | ocati on mechani smfor those that have 16-bit AS nunber. |Pv4
uni cast-prefix based allocation offers sone addresses. [|ANA is
al so allocating fromthe AD-HOCC block 11l (forner "eG.OP') with

especially 32-bit AS nunmber holders in nmind. Admnistratively
scoped al | ocations provide the opportunity for internal |Pv4
al | ocati ons.

Wth | Pv6, unicast-prefix-based addresses and the derivatives
provide a good allocation strategy and this al so works for scoped
mul ti cast addresses.

Dynami c allocations are too conplex and unnecessary a mechani sm
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Addr ess Assi gnnent

A summary of address assignnent nethods is shown in Figure 2
Fom e e e oo o m e e e e e e e e eeeeo s [ SR [ SR +
| Sect | Address assignnent nethod | I'Pv4 | I'Pv6 |
F oo e e e e e e e e e e e e e e oo oo - [ R [ R +
| 3.1 | Derived: |ink-scope addresses | No | Yes |
| 3.2 | SSM (inside the node) | Yes | Yes |
| 3.3 | Manual assignnent | Yes [ Yes [
| 3.4.1 | dobal | ANA/RIR assignnent | Last Resort | Last Resort |
| 3.4.2 | Scope-relative | ANA assignnent | Yes | Yes |
| 3.5 | Dynami c assignnment protocols | Yes | Yes |
Fomm e - - Fom e m e e e e e e e e e e e e am o Fomm e e e o - Fomm e e e o - +

Figure 2

o Manually configured assignment is typical today, and works to a
sufficient degree in snaller scale.

0 dobal I ANA assignnment has been done extensively in the past.
Scope-rel ative | ANA assignnent is acceptable but the size of the
pool is not very high. Inter-donmain routing of |Pv6 | ANA-assigned

prefixes is likely going to be challenging and as a result that
approach is not very appealing.

o Dynam c assignnent, e.g., MADCAP has been inplenented, but there

is no wide deploynent. Therefore, either there are other gaps in

the multicast architecture or there is no sufficient demand for
in the first place when manual and static | ANA assignments are
avai l abl e. Assignments using SAP al so exist but are not conmon;
gl obal SAP assignnent is unfeasible with |Pv6.

it

0 Derived assignnents are only applicable in a fringe case of |ink-

scoped nul ticast.
Future Actions

o0 Milticast address discovery/"rendezvous" needs to be anal yzed at
nore | ength, and an adequate solution provided. See
[I-D.ietf-nboned-addrdi sc-probl enms] and
[I-D.ietf-nboned-sessi on-announcenent-req] for nore.

o The I ETF should consider whether to specify nore ranges of the
| Pv4 admini stratively scoped address space for static allocation
for applications which should not be routed over the Internet
(such as backup software, etc. -- so that these wouldn’t need to
use gl obal addresses which should never leak in any case).
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5.

8.

0 The I ETF should consider its static | ANA allocations policy, e.g.
"locking it down" to a stricter policy (like "IETF Consensus") and
| ooki ng at devel opi ng the di scovery/rendezvous functions, if
necessary.

Acknowl edgenent s

Tutoring a couple of nulticast-related papers, the | atest by Kaarle
Ri t vanen [ RI TVANEN] convi nced the author that updated nulticast
address assignnent/allocation docunmentation is needed.

Mul ticast address allocations/assignnents were di scussed at the
MBONED WG session at | ETF59 [ MBONED- | ETF59] .

Dave Thal er, Janes Lingard, and Beau W/ | ianson provi ded usefu
feedback for the prelimnary version of this neno. Mung-Ki Shin,
Jerome Durand, John Kristoff, Dave Price, Spencer Dawkins, and Al fred
Hoenes al so suggested i nprovenents.

| ANA Consi derations
This meno includes no request to | ANA

| ANA considerations in sections 4.1.1 and 4.1.2 of obsol eted and now
Hi storic [RFC2908] were never inplemented in IANA registry. No
update i s necessary.

(RFC-editor: This section may be renoved prior to publication
alternatively, the second paragraph may be left intact.)

Security Considerations
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Appendi x A.  Changes
(To be renoved prior to publication as an RFC.)

A.1. Changes between -06 and -07

0 Update uni-based-ntast and iana updates references to point to
RFCs.

A. 2. Changes between -05 and -06
o Editorial updates.
0 (Obsolete only RFC2908; the rest only nove to Historic.

0 Category is Informational instead of BCP (in line with the routing
architecture.

o Myve 3171bis and v4-uni-based to Normative references in order to
make sure we don’'t go forward until they' re resol ved.

0 Resolve pending issues per | ETF75 discussion, in particular najor
changes to eG.OP and | ANA policy discussions.

A. 3. Changes between -04 and -05

0 Editorial updates. These and the follow ng are from Spencer
Dawki ns.

o0 New text explicitly stating that GLOP for v6 is not needed and
GLOP for 4byte ASNs isn't (and likely won't be) defined.

0 Expand reasons for filtering difficulties with global |ANA
assignnents for local apps, and that it would be easier if these
were done fromthe | ocal pool

o Explicitly nention dynam c allocations protocols’ |ack of benefit
and abandonnent .
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A 4.

(0]

Changes between -03 and -04

S/ scope-rel ative/adm ni stratively scoped/ and expand Static | ANA
Assi gnnent section to two subsections; mainly from Dave Price.

Mention the routing chall enges of | Pv6 | ANA assigned prefixes in
section 4.2

Changes between -02 and -03

Reword architectural inplications of Static | ANA and editorial
i nprovenents; mainly fromJohn Kristoff

Changes between -01 and -02

Mention the nechani snms whi ch haven’t been so successful: e@OP and
MZAP.

Renove the appendi ces on multicast address discovery (a separate
draft now) and | Pv4 unicast-prefix-based multicast addressing.

Add a note on adm nistratively scoped address space and the
expansi on anbiguity.

Renmove the references to draft-ietf-nboned-ipv6-issues-xx.txt

M nor editorial cleanups.
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