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1. Introduction

Thi s docunment specifies stateful NAT64, a nechanismfor |Pv4-1Pv6
transition and co-existence. Together with DNS64
[I-D.ietf-behave-dns64], these two nmechani snms allow an | Pv6-only
client to initiate comunications to an | Pv4-only server. They also
enabl e peer-to-peer conmunication between an | Pv4 and an | Pv6 node,
where the comunication can be initiated by either end using

exi sting, NAT-traversal, peer-to-peer conmunication techniques, such
as | CE [ RFC5245]. Stateful NAT64 al so supports IPv4-initiated
conmmuni cations to a subset of the | Pv6 hosts through statically
configured bindings in the stateful NAT64.

Stateful NAT64 is a nmechanismfor translating |IPv6 packets to |IPv4d
packets and vice-versa. The translation is done by translating the
packet headers according to the IP/ICVMP Translation Al gorithm defined
in[I-D.ietf-behave-v6v4-xlate]. The |IPv4 addresses of |Pv4 hosts
are algorithmically translated to and from | Pv6 addresses by using
the algorithmdefined in [I-D.ietf-behave-address-format] and a
prefix assigned to the stateful NAT64 for this specific purpose. The
| Pv6 addresses of IPv6 hosts are translated to and froml|Pv4
addresses by installing mappings in the nornal NAPT nmanner [ RFC3022].
The current specification only defines how stateful NAT64 transl ates
uni cast packets carrying TCP, UDP and ICWP traffic. Milticast
packets and ot her protocols, including SCTP, DCCP and | Psec are out
of the scope of this specification

DNS64 is a nmechani sm for synthesizing AAAA resource records (RR) from
A RR  The I Pv6 address contained in the synthetic AAMA RR i s
algorithmically generated fromthe | Pv4 address and the | Pv6 prefix
assigned to a NAT64 device by using the sanme algorithmdefined in
[I-D.ietf-behave-address-format].

Toget her, these two nechanisns allow an IPv6-only client (i.e. either
a host with only IPv6 stack, or a host with both IPv4 and | Pv6 st ack,
but only with I Pv6 connectivity or a host running an | Pv6 only
application) to initiate comruni cations to an |Pv4-only server

(anal ogous neaning to the |1 Pv6-only host above).

These nechani sns are expected to play a critical role in the |IPv4-

I Pv6 transition and co-existence. Due to |Pv4 address depletion, it
is likely that in the future, the newclients will be IPv6-only and
they will want to connect to the existent |IPv4-only servers. The
stateful NAT64 and DNS64 nechani sns are easily depl oyabl e, since they
require no changes to either the IPv6 client nor the | Pv4 server

For basic functionality, the approach only requires the depl oynment of
the stateful NAT64 function in the devices connecting an | Pv6-only
network to the I Pv4-only network, along with the depl oynent of a few

Bagnul o, et al. Expi res January 11, 2011 [ Page 4]



Internet-Draft St at eful NAT64 July 2010

DNS64- enabl ed nane servers accessible to the I Pv6-only hosts. An
anal ysis of the application scenarios can be found in
[1-D.ietf-behave-v6v4-franmeworKk].

For brevity, in the rest of the docunent, we will refer to the
stateful NAT64 either as stateful NAT64 or sinply as NAT64.

1.1. Features of stateful NAT64
The features of NAT64 are:

0 NAT64 is conpliant with the recomendations for how NATs shoul d
handl e UDP [ RFC4787], TCP [RFC5382], and | CMP [ RFC5508]. As such
NAT64 only supports Endpoi nt -1 ndependent mappi ngs and supports
bot h Endpoi nt -1 ndependent and Address-Dependent Filtering.

Because of the conpliance with the aforenentioned requirenents,
NAT64 is conpatible with current NAT traversal techniques, such as
| CE [ RFC5245] and conpatible with other non-IETF-standard NAT
traversal techniques

o0 In the absence of any state in NAT64, only I Pv6 nodes can initiate
sessions to I Pv4 nodes. This works for roughly the sane cl ass of
applications that work through | Pv4-to-1Pv4 NATs.

0 Depending on the filtering policy used (Endpoint-Independent, or
Addr ess- Dependent), |Pv4-nodes might be able to initiate sessions
to a given I Pv6 node, if the NAT64 sonehow has an appropriate
mapping (i.e.,state) for an I Pv6 node, via one of the follow ng
mechani sns:

* The |1 Pv6 node has recently initiated a session to the sanme or
another | Pv4 node. This is also the case if the I Pv6 node has
used a NAT-traversal technique (such as |ICE)

* |f a statically configured mapping exists for the |IPv6 node.

0 |Pv4 address sharing: NAT64 allows nultiple | Pv6-only nodes to
share an | Pv4 address to access the IPv4 Internet. This helps
with I Pv4 forthcom ng exhausti on.

0 As currently defined in this NAT64 specification, only TCP/ UDP/
| CMP are supported. Support for other protocols such as other
transport protocols and | Psec are to be defined in separate
docunent s.
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1.2. Overview

This section provides a non-normative introduction to NAT64. This is
achi eved by describing the NAT64 behavior involving a sinple setup,
that involves a single NAT64 device, a single DNS64 and a sinple
network topol ogy. The goal of this description is to provide the
reader with a general view of NAT64. It is not the goal of this
section to describe all possible configurations nor to provide a
normative specification of the NAT64 behavior. So, for the sake of
clarity, only TCP and UDP are described in this overview, the details
of ICWP, fragnentation, and other aspects of translation are
purposefully avoided in this overview. The normative specification
of NAT64 is provided in Section 3.

The NAT64 nmechanismis inplenmented in a device which has (at |east)
two interfaces, an | Pv4 interface connected to the | Pv4 network, and
an |Pv6 interface connected to the I Pv6 network. Packets generated
in the IPv6 network for a receiver located in the | Pvd network wll
be routed within the | Pv6 network towards the NAT64 device. The
NAT64 will translate themand forward them as | Pv4 packets through
the 1Pv4 network to the I Pv4d receiver. The reverse takes place for
packets generated by hosts connected to the IPv4 network for an | Pv6
receiver. NAT64, however, is not synmmetric. In order to be able to
perform | Pv6-1Pv4 translati on, NAT64 requires state, binding an | Pv6
address and TCP/ UDP port (hereafter called an IPv6 transport address)
to an |1 Pv4 address and TCP/UDP port (hereafter called an | Pv4
transport address).

Such binding state is either statically configured in the NAT64 or it
is created when the first packet flowing fromthe | Pv6 network to the
I Pv4 network is translated. After the binding state has been
created, packets flowing in both directions on that particular flow
are translated. The result is that, in the general case, NAT64 only
supports comuni cations initiated by the I Pv6-only node towards an

| Pv4-only node. Sone additional nmechanisns (like ICE) or static

bi ndi ng configuration, can be used to provide support for

communi cations initiated by an | Pv4-only node to an | Pv6-only node.

1.2.1. Stateful NAT64 solution el enents

In this section we describe the different elenents involved in the
NAT64 approach

The mai n conponent of the proposed solution is the translator itself.
The translator has essentially two main parts, the address
transl ati on nmechani sm and the protocol translation mechani sm

Protocol translation fromlPv4 packet header to | Pv6 packet header

Bagnul o, et al. Expi res January 11, 2011 [ Page 6]



Internet-Draft St at eful NAT64 July 2010

and vice-versa is performed according to the IP/ICVMP Transl ation
Algorithm[I-D.ietf-behave-v6v4-xlate].

Address transl ation maps | Pv6 transport addresses to | Pv4 transport
addresses and vice-versa. In order to create these nmappings the
NAT64 has two pools of addresses: an |Pv6 address pool (to represent
| Pv4 addresses in the I Pv6 network) and an | Pv4 address pool (to
represent |Pv6 addresses in the | Pv4d network).

The |1 Pv6 address pool is one or nore | Pv6 prefixes assigned to the
translator itself. Hereafter we will call the | Pv6 address pool as
Pref64::/n; in the case there are nore than one prefix assigned to
the NAT64, the comrents nade about Pref64::/n apply to each of them
Pref64::/n will be used by the NAT64 to construct |Pv4-Converted | Pv6
addresses as defined in [I-D.ietf-behave-address-format]. Due to the
abundance of |Pv6 address space, it is possible to assign one or nore
Pref64::/n, each of them being equal to or even bigger than the size
of the whole | Pv4 address space. This allows each |IPv4 address to be
mapped into a different 1 Pv6 address by sinply concatenating a
Pref64::/n with the | Pv4 address bei ng nmapped and a suffix. The
provisioning of the Pref64::/n as well as the address format are
defined in [I-D.ietf-behave-address-fornmat].

The | Pv4 address pool is a set of |IPv4 addresses, nornmally a prefix
assigned by the local administrator. Since |IPv4 address space is a
scarce resource, the I Pv4 address pool is snmall and typically not
sufficient to establish permanent one-to-one mappings with |IPv6
addresses. So, except for the static/nmanually created ones, mappings
using the 1 Pv4 address pool will be created and rel eased dynamically.
Mor eover, because of the |Pv4 address scarcity, the usual practice
for NAT64 is likely to be the binding of I1Pv6 transport addresses
into I Pv4 transport addresses, instead of |IPv6 addresses into | Pv4
addresses directly, enabling a higher utilization of the limted |Pv4
address pool. This inplies that NAT64 perforns both address and port
transl ati on.

Because of the dynamic nature of the IPv6 to | Pv4 address mappi ng and
the static nature of the I1Pv4 to | Pv6 address mapping, it is far
simpler to allow conmunications initiated fromthe |1 Pv6 side toward
an | Pv4 node, whose address is algorithmcally nmapped into an | Pv6
address, than comunications initiated fromlPv4-only nodes to an

| Pv6 node in which case an | Pv4 address needs to be associated with
the | Pv6 node’s address dynanically.

Usi ng a nechani sns such as DNS64, an |IPv6 client obtains an | Pv6
address that enbeds the | Pv4 address of the | Pv4 server, and sends a
packet to that |Pv6 address. The packets are intercepted by the
NAT64 devi ce, which associates an |Pv4 transport address of its |Pv4
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1.

2

pool to the IPv6 transport address of the initiator, creating binding
state, so that reply packets can be translated and forwarded back to
the initiator. The binding state is kept while packets are flow ng.
Once the flow stops, and based on a tiner, the |Pv4d transport address
is returned to the | Pv4 address pool so that it can be reused for

ot her conmmuni cati ons.

To allow an I Pv6 initiator to do a DNS | ookup to |l earn the address of
the responder, DNS64 [I-D.ietf-behave-dns64] is used to synthesize
AAAA RRs fromthe A RRs. The |IPv6 addresses contained in the
synthetic AAAA RRs contain a Pref64::/n assigned to the NAT64 and the
| Pv4 address of the responder. The synthetic AAAA RRs are passed
back to the IPv6 initiator, which will initiate an | Pv6 conmmuni cation
with an | Pv6 address associated to the |Pv4 receiver. The packet

will be routed to the NAT64 device, which will create the IPv6 to

| Pv4 address napping as described before.

2. Stateful NAT64 Behavi our WAl kt hr ough

In this section we provide a sinple exanple of the NAT64 behavi our.
We consider an | Pv6 node |located in an IPv6-only site that initiates
a TCP connection to an |IPv4-only node |ocated in the |Pv4 network.

The scenario for this case is depicted in the follow ng figure:

e e e e e e e e o + e e e o +
| 1 Pv6 network [ [ | Pv4 [
| R e + | Network |
[ | --] Name server |--| |
| | | with DNS64 | | +----+ |
IR B SEEEEEPREREEE - |
|1 ML | |4t |
| 4----+ | - + | 192.0.2.1 [
| 2001: DB8: : 1| ------ | NAT64 |----| |
| | RREREE o |
I I I I I
Fom e e e e e e e e oo + B +

The figure above shows an | Pv6 node HL with an | Pv6 address 2001
DB8::1 and an | Pv4 node H2 with | Pv4 address 192.0.2.1 H2 has
h2. exanpl e. com as FQDN

A NAT64 connects the I Pv6 network to the I Pv4 network. This NAT64
uses the Well-Known Prefix 64: FF9B::/96 defined in
[I-D.ietf-behave-address-fornat] to represent |Pv4 addresses in the

| Pv6 address space and a single |IPv4 address 203.0.113.1 assignhed to
its IPv4 interface. The routing is configured in such a way that the
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| Pv6 packets addressed to a destination address in 64:FF9B::/96 are
routed to the IPv6 interface of the NAT64 device.

Al'so shown is a |ocal nane server with DNS64 functionality. The
| ocal nanme server uses the Well-Known prefix 64: FF9B::/96 to create
the 1 Pv6 addresses in the synthetic RRs.

For this exanple, assume the typical DNS situation where |Pv6 hosts
have only stub resolvers and the | ocal nane server does the recursive
| ookups.

The steps by which Hl establishes comunication with H2 are:

1. HL perforns a DNS query for h2.exanpl e.comand receives the
synthetic AAAA RR fromthe | ocal nane server that inplenents the
DNS64 functionality. The AAAA record contains an | Pv6 address
fornmed by the Well-Known Prefix and the | Pv4 address of H2 (i.e.
64: FF9B: : 192.0.2.1).

2. Hl sends a TCP SYN packet to H2. The packet is sent froma
source transport address of (2001:DB8::1,1500) to a destination
transport address of (64:FF9B::192.0.2.1,80), where the ports are
set by H1.

3. The packet is routed to the IPv6 interface of the NAT64 (since
I Pv6 routing is configured that way).

4. The NAT64 receives the packet and perforns the follow ng actions:

* The NAT64 sel ects an unused port (e.g. 2000) on its |Pv4
address 203.0.113.1 and creates the mapping entry (2001: DBS:
1, 1500) <--> (203.0.113.1, 2000)

*  The NAT64 translates the | Pv6 header into an | Pv4 header using
the IP/1CVWP Transl ation Al gorithm
[I-D.ietf-behave-vév4-xlate].

* The NAT64 includes (203.0.113.1,2000) as source transport
address in the packet and (192.0.2.1,80) as destination
transport address in the packet. Note that 192.0.2.1 is
extracted directly fromthe destination | Pv6 address of the
received | Pv6 packet that is being translated. The
destination port 80 of the translated packet is the same as
the destination port of the received | Pv6 packet.

5. The NAT64 sends the transl ated packet out its IPv4 interface and
the packet arrives at H2.
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6. H2 node responds by sending a TCP SYN+ACK packet wi th destination
transport address (203.0.113.1,2000) and source transport address
(192.0.2.1,80).

7. Since the IPv4 address 203.0.113.1 is assigned to the |Pv4
interface of the NAT64 device, the packet is routed to the NAT64
device, which will look for an existing mapping contai ni ng
(203.0.113.1,2000). Since the mapping (2001:DB8::1,1500) <-->
(203.0.113.1,2000) exists, the NAT64 perforns the foll ow ng
operations:

*  The NAT64 translates the | Pv4 header into an | Pv6 header using
the IP/1CVP Translation Al gorithm
[I-D.ietf-behave-v6v4-xl ate].

*  The NAT64 includes (2001:DB8::1,1500) as destination transport
address in the packet and (64: FF9B::192.0.2.1,80) as source
transport address in the packet. Note that 192.0.2.1 is
extracted directly fromthe source | Pv4 address of the
received | Pv4 packet that is being translated. The source
port 80 of the transl ated packet is the same as the source
port of the received | Pv4d packet.

8. The translated packet is sent out the IPv6 interface to HIL.

The packet exchange between H1 and H2 continues and packets are
translated in the different directions as previously described.

It is inportant to note that the translation still works if the | Pv6
initiator HL I earns the | Pv6 representation of H2's | Pv4 address
(i.e., 64:FF9B::192.0.2.1) through sonme schenme other than a DNS

| ook-up. This is because the DNS64 processing does NOT result in any
state installed in the NAT64 and because the mapping of the |IPv4
address into an | Pv6 address is the result of concatenating the Well -
Known Prefix to the original |IPv4 address.

1.2.3. Filtering

NAT64 may do filtering, which nmeans that it only allows a packet in
through an interface under certain circunstances. The NAT64 can
filter 1 Pv6 packets based on the adninistrative rules to create
entries in the binding and session tables. The filtering can be
flexi ble and general but the idea of the filtering is to provide the
adm ni strators necessary control to avoid DoS attacks that would
result in exhaustion of the NAT64’s | Pv4 address, port, nenory and
CPU resources. Filtering techniques of inconming | Pv6 packets are not
specific to the NAT64 and therefore are not described in this

speci fication.
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Filtering of I Pv4 packets on the other hand is tightly coupled to the
NAT64 state and therefore is described in this specification. In
this docunment, we consider that the NAT64 nmay do no filtering, or it
may filter incomi ng | Pv4 packets.

NAT64 filtering of incom ng |Pv4d packets is consistent with the
recommendati ons of [RFC4787], and the ones of [RFC5382]. Because of
that, the NAT64 as specified in this docunment, supports both
Endpoi nt -1 ndependent Filtering and Address-Dependent Filtering, both
for TCP and UDP as well as filtering of | CMP packets.

If a NAT64 perforns Endpoint-Independent Filtering of incoming |Pv4d
packets, then an incom ng | Pv4 packet is dropped unless the NAT64 has
state for the destination transport address of the incoming | Pv4
packet .

If a NAT64 perforns Address-Dependent Filtering of incom ng |Pv4
packets, then an incom ng | Pv4 packet is dropped unless the NAT64 has
state involving the destination transport address of the |Pv4

i ncom ng packet and the particular source |IP address of the incom ng
| Pv4 packet.

2. Term nol ogy

This section provides a definitive reference for all the terms used
in this document.

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

The followi ng additional terns are used in this docunent:

3-Tuple: The tuple (source |IP address, destination |IP address, |CWwW
Identifier). A 3-tuple uniquely identifies an |CVMP Query session
When an | CVMP Query session flows through a NAT64, each session has
two different 3-tuples: one with | Pv4 addresses and one with | Pv6
addr esses.

5-Tuple: The tuple (source |IP address, source port, destination IP
address, destination port, transport protocol). A 5-tuple
uniquely identifies a UDP/ TCP session. Wen a UDP/ TCP session
flows through a NAT64, each session has two different 5-tuples:
one with I Pv4 addresses and one with | Pv6 addresses.
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BIB: Binding Informati on Base. A table of bindings kept by a NAT64.

Each NAT64 has a BIB for each translated protocol. An

i npl ementation conpliant to this docunment would have a BIB for
TCP, one for UDP and one for ICWP Queries. Additional BIBs would
be added to support other protocols, such as SCTP

Endpoi nt - | ndependent Mappi ng: | n NAT64, using the same nmapping for

Fil

Fi |

&

Bagnul

all the sessions involving a given |IPv6 transport address of an

| Pv6 host (irrespectively of the transport address of the |IPv4
host involved in the conmunication). Endpoint-independent Mappi ng
is inportant for peer-to-peer comunication. See [RFC4787] for
the definition of the different types of mappings in | Pv4-to-1Pv4
NATs.

tering, Endpoint-Ilndependent: The NAT64 only filters incomni ng

| Pv4 packets destined to a transport address for which there is no
state in the NAT64, regardl ess of the source |Pv4 transport
address. The NAT forwards any packets destined to any transport
address for which it has state. In other words, having state for
a given transport address is sufficient to allow any packets back
to the internal endpoint. See [RFC4A787] for the definition of the
different types of filtering in | Pv4-to-I1Pv4 NATs.

tering, Address-Dependent: The NAT64 filters incom ng | Pv4
packets destined to a transport address for which there is no
state (simlar to the Endpoint-I1ndependent Filtering).
Additionally, the NAT64 will filter out incom ng | Pv4 packets
comng froma given |IPv4 address X and destined for a transport
address that it has state for if the NAT64 has not sent packets to
X previously (independently of the port used by X). In other
words, for receiving packets froma specific | Pv4 endpoint, it is
necessary for the I Pv6 endpoint to send packets first to that
specific I Pv4 endpoint’s | P address.

irpinning: Having a packet do a "U-turn" inside a NAT and cone

back out the sane side as it arrived on. |If the destination |Pv6
address and its enbedded | Pv4 address are both assigned to the
NAT64 itself, then the packet is being sent to another |Pv6 host
connected to the sane NAT64. Such a packet is called a "hairpin
packet’. A NAT64 that forwards hairpin packets, back to the |Pv6
host are defined as supporting "hairpinning". Hairpinning support
is inportant for peer-to-peer applications, as there are cases
when two different hosts on the same side of a NAT can only
comruni cat e using sessions that hairpin through the NAT. Hairpin
packets can be either TCP or UDP. NMbore detailed explanation of
hai r pi nni ng and exanpl es for the UDP case can be found in

[ RFCAT78T] .

o, et al. Expi res January 11, 2011 [ Page 12]



Internet-Draft St at eful NAT64 July 2010

| CMP Query packet: | CWP packets that are not | CMP error nessages
For 1 CWMPv6, | CMPv6 Query Messages are the | CMPv6 | nformationa
messages as defined in [ RFC4443]. For |1Cwv4, | CVWPv4 Query
messages are all | CVMPv4 nessages that are not | CVMPv4 error
nmessages.

Mappi ng or Binding: A mapping between an |Pv6 transport address and
a | Pv4 transport address or a nmapping between an (I Pv6 address,
| CMPv6 ldentifier) pair and an (1 Pv4 address, |CMPv4 ldentifier)
pair. Used to translate the addresses and ports/ICMP Identifiers
of packets flowi ng between the | Pv6 host and the I Pv4 host. In
NAT64, the |Pv4 address and port/1CWMPv4 Identifier is always one
assigned to the NAT64 itself, while the | Pv6 address and port/
| CMPv6 | dentifier belongs to sone |Pv6 host.

Session: The flow of packets between two different hosts. This may
be TCP, UDP or ICWMP Queries. |In NAT64, typically one host is an
| Pv4 host, and the other one is an | Pv6 host. However, due to
hai r pi nni ng, both hosts night be |IPv6 hosts.

Session table: A table of sessions kept by a NAT64. Each NAT64 has
three session tables, one for TCP, one for UDP and one for |CMP
Queri es.

Stateful NAT64: A function that has per-flow state which transl ates
| Pv6 packets to | Pv4 packets and vice-versa, for TCP, UDP, and
| CMP. The NAT64 uses binding state to performthe translation
between I Pv6 and | Pv4 addresses. In this docunent we also refer
to stateful NAT64 sinply as NAT64.

Stateful NAT64 device: The device where the NAT64 function is
executed. In this document we also refer to stateful NAT64 device
simply as NAT64 devi ce.

Transport Address: The conbination of an IPv6 or | Pv4 address and a
port. Typically witten as (IP address, port)- e.g. (192.0.2.15,
8001).

Tuple: Refers to either a 3-Tuple or a 5-tuple as defined above.

For a detail ed understanding of this docunent, the reader should al so

be fam liar with NAT terninol ogy [ RFC4787].

3. Stateful NAT64 Nornmative Specification

A NAT64 is a device with at |east one IPv6 interface and at | east one
| Pv4 interface. Each NAT64 devi ce MJST have at | east one unicast /n
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| Pv6 prefix assigned to it, denoted Pref64::/n. Additiona
consi derations about the Pref64::/n are presented in Section 3.5.4.
A NAT64 MUST have one or nore unicast |Pv4 addresses assigned to it.

A NAT64 uses the follow ng conceptual dynam c data structures
0 UDP Binding Informati on Base

0 UDP Session Table

0 TCP Binding Information Base

0 TCP Session Table

o |CW Query Binding Information Base

o | CWP Query Session Table

These tabl es contain informati on needed for the NAT64 processing.
The actual division of the information into six tables is done in
order to ease the description of the NAT64 behavi our. NAT64

i npl ementations are free to use different data structures but they
MUST store all the required information and the externally visible
out come MJST be the sane as the one described in this docunent.

The notation used is the follow ng: upper case letters are |Pv4d
addresses; upper case letters with a prine(’) are | Pv6 addresses;

| ower case letters are ports; |Pv6 prefixes of length n are indicated
by "P.:/n", mappings are indicated as "(X Xx) <--> (Y ,y)".

3.1. Binding Information Bases

A NAT64 has three Binding Information Bases (BIBs): one for TCP, one
for UDP and one for ICVMP Queries. 1In the case of UDP and TCP BI Bs,
each BIB entry specifies a mappi ng between an | Pv6 transport address
and an | Pv4 transport address:

(X ,X) <-->(T,t)

where X is sonme |Pv6 address, T is an |IPv4 address, and x and t are
ports. T will always be one of the | Pv4 addresses assigned to the
NAT64. The BIB has then two colums: the BIB | Pv6 transport address
and the BIB | Pv4 transport address. A given IPv6 or |Pv4 transport
address can appear in at nost one entry in a BIB: for exanple, (2001
db8::17, 49832) can appear in at nost one TCP and at nost one UDP BIB
entry. TCP and UDP have separate Bl Bs because the port nunber space
for TCP and UDP are distinct. |If the BIBs are inplenented as
specified in this docunent, it results in Endpoint-I|ndependent
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Mappings in the NAT64. The information in the BIBs is also used to
i mpl ement Endpoi nt -1 ndependent Filtering. (Address-Dependent
Filtering is inplenented using the session tables described bel ow.)

In the case of the ICWP Query BIB, each |ICVP Query BIB entry
specifies a nmappi ng between an (I Pv6 address, |ICMPv6 |dentifier) pair
and an (I Pv4 address, ICWv4 ldentifier) pair.

(X,il1) <-->(T,i2)

where X is some |Pv6 address, T is an |IPv4 address, il is an | CWv6
Identifier and i2 is an ICWv4 Identifier. T will always be one of
the | Pv4 addresses assigned to the NAT64. A given (IPv6 or |Pv4
address, ICWPv6 or ICMPv4 ldentifier) pair can appear in at nost one
entry in the 1CWP Query BIB

Entries in any of the three BIBs can be created dynanically as the
result of the flow of packets as described in Section 3.5 but they
can al so be created manually by an adm nistrator. NAT64

i mpl ement ati ons SHOULD support manual ly configured BIB entries for
any of the three BIBs. Dynamically-created entries are deleted from
the correspondi ng BI B when the | ast session associated with the BIB
entry is renoved fromthe session table. Mnually-configured Bl B
entries are not deleted when there is no correspondi ng session table
entry and can only be del eted by the administrator

3.2. Session Tables

A NAT64 al so has three session tables: one for TCP sessions, one for
UDP sessions, and one for |ICMP Query sessions. Each entry keeps
informati on on the state of the corresponding session. |In the TCP
and UDP session tables, each entry specifies a mapping between a pair
of IPv6 transport addresses and a pair of |Pv4 transport addresses:

(X, x),(Y,y) <-->(T,t),(Z,2)

where X and Y are |Pv6 addresses, T and Z are |Pv4 addresses, and
X, ¥, z and t are ports. T will always be one of the | Pv4 addresses
assigned to the NAT64. Y is always the I Pv6 representation of the

| Pv4 address Z, so Y is obtained fromZ using the algorithm applied
by the NAT64 to create | Pv6 representations of |IPv4 addresses. y will
al ways be equal to z.

For each TCP or UDP Session Table Entry (STE), there are then five
colums. The term nol ogy used for the session table entry colums is
fromthe perspective of an incomng | Pv6 packet being translated into
an outgoing |IPv4 packet. The colums are:

Bagnul o, et al. Expi res January 11, 2011 [ Page 15]



Internet-Draft St at eful NAT64 July 2010

The STE source | Pv6 transport address, (X ,x) in the exanple
above,

The STE destination |Pv6 transport address, (Y ,y) in the exanple
above,

The STE source | Pv4 transport address, (T,t) in the exanple above,
and,

The STE destination |Pv4 transport address, (Z,z) in the exanple
above.

The STE lifetine.
In the | CMP query session table, each entry specifies a mapping
between a 3-tuple of I Pv6 source address, |Pv6 destination address
and | CMPv6 I dentifier and a 3-tuple of |Pv4 source address, |Pv4
destination address and | CMPv4 ldentifier

(X,Y,il) <-->(T,2,i2)
where X and Y are |Pv6 addresses, T and Z are | Pv4 addresses, il is
an |CVWPv6 ldentifier and i2 is an ICMPv4 ldentifier. T wll always
be one of the |Pv4 addresses assigned to the NAT64. Y is always the
| Pv6 representation of the IPv4 address Z, so Y is obtained fromZ
using the algorithm applied by the NAT64 to create | Pv6
representations of |Pv4 addresses.

For each | CMP Query Session Table Entry (STE), there are then seven
col umms:

The STE source | Pv6 address, X in the exanple above,

The STE destination |Pv6 address, Y in the exanple above,

The STE ICWPv6 ldentifier, il in the exanple above,

The STE source |Pv4 address, T in the exanpl e above,

The STE destination | Pv4d address, Z in the exanpl e above, and,
The STE ICWPv4 ldentifier, i2 in the exanpl e above.

The STE lifetine.
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3.3. Packet Processing Overview

The NAT64 uses the session state information to deternine when the
session is conpleted, and al so uses session information for Address-
Dependent Filtering. A session can be uniquely identified by either
an inconing tuple or an outgoing tuple.

For each TCP or UDP session, there is a corresponding BIB entry,

uni quely specified by either the source IPv6 transport address (in
the I1Pv6 --> I Pv4 direction) or the destination |IPv4 transport
address (in the IPv4 --> IPv6 direction). For each |CWP Query
session, there is a corresponding BIB entry, uniquely specified by
either the source | Pv6 address and | CMPv6 Identifier (in the IPv6 -->
I Pv4 direction) or the destination | Pv4d address and the | CVPv4
Identifier (in the IPv4 --> IPv6 direction). However, for all the
BIBs, a single BIB entry can have nultiple correspondi ng sessions.
When the | ast corresponding session is deleted, if the BIB entry was
dynanmically created, the BIB entry is del eted

The NAT64 will receive packets through its interfaces. These packets
can be either I Pv6 packets or |Pv4 packets and they may carry TCP
traffic, UDP traffic or ICMP traffic. The processing of the packets
will be described next. 1In the case that the processing is common to
all the aforenentioned types of packets, we will refer to the packet
as the incomng | P packet in general. |In case that the processing is
specific to I Pv6 packets, we will refer to the inconming | Pv6 packet
and simlarly to the |IPv4 packets.

The processing of an incoming | P packet takes the follow ng steps:
1. Deternining the incoming tuple

2. Filtering and updating binding and session information

3. Conputing the outgoing tuple

4. Translating the packet

5. Handling hairpinning

The details of these steps are specified in the foll ow ng
subsecti ons.

Thi s breakdown of the NAT64 behavior into processing steps is done
for ease of presentation. A NAT64 MAY performthe steps in a
different order, or MAY performdifferent steps, but the externally
visible outcone MJUST be the sane as the one described in this
docunent .
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3.4. Determining the Incoming tuple

This step associates an incoming tuple with every incomng | P packet
for use in subsequent steps. 1In the case of TCP, UDP and | CVP error
packets, the tuple is a 5-tuple consisting of source | P address,
source port, destination |P address, destination port, transport
protocol. In case of ICVMP Queries, the tuple is a 3-tuple consisting
of the source I P address, destination IP address and | CVWP Identifier.

If the incom ng I P packet contains a conplete (un-fragnented) UDP or
TCP protocol packet, then the 5-tuple is conputed by extracting the
appropriate fields fromthe recei ved packet.

If the incomi ng packet is a conplete (un-fragnented) |CWP query
message (i.e., an I CWPv4 Query nessage or an | CMPv6 | nformationa
message), the 3-tuple is the source | P address, the destination IP
address and the | CWP Identifier

If the incom ng | P packet contains a conplete (un-fragnented) |ICW
error nessage containing a UDP or a TCP packet, then the incom ng
5-tuple is conputed by extracting the appropriate fields fromthe IP
packet enbedded inside the |CMP error nessage. However, the role of
source and destination is swapped when doing this: the enbedded
source | P address becones the destination I P address in the inconing
5-tupl e, the enbedded source port becones the destination port in the
incomng 5-tuple, etc. |If it is not possible to determi ne the

i ncom ng 5-tupl e (perhaps because not enough of the enbedded packet
is reproduced inside the | CVWP nessage), then the incomng | P packet
MUST be silently discarded.

If the incom ng | P packet contains a conplete (un-fragnented) |ICW
error nessage containing a | CMP error nessage, then the packet is
silently discarded.

If the incom ng | P packet contains a conplete (un-fragnented) |CW
error nessage containing an | CMP Query nessage, then the incom ng
3-tuple is conputed by extracting the appropriate fields fromthe IP
packet enbedded inside the |ICMP error nessage. However, the role of
source and destination is swapped when doing this: the enbedded
source | P address becones the destination |P address in the inconing
3-tuple, the enbedded destination | P address becones the source
address in the incomng 3-tuple and the enbedded | CVP Identifier is
used as the ICWP ldentifier of the incomng 3-tuple. If it is not
possible to determ ne the incom ng 3-tuple (perhaps because not
enough of the enbedded packet is reproduced inside the | CMP nessage),
then the incomng | P packet MUST be silently discarded.

If the incoming | P packet contains a fragnent, then nore processing
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may be needed. This specification |eaves open the exact details of
how a NAT64 handl es incoming | P packets containing fragnents, and
simply requires that the external behavior of the NAT64 is conpliant
with the follow ng conditions:

The NAT64 MUST handl e fragments. |In particular, NAT64 MJUST handl e
fragments arriving out-of-order , conditioned on the foll ow ng:

*  The NAT64 MUST limt the anount of resources devoted to the
storage of fragmented packets in order to protect from DoS
attacks.

* As long as the NAT64 has avail abl e resources, the NAT64 MJST
allow the fragnents to arrive over a time interval. The tine
i nterval SHOULD be configurable and the default value MJST be
of at |east FRAGVENT_M N.

*  The NAT64 MAY require that the UDP, TCP, or |CWP header be
compl etely contained within the fragment that contains fragnent
of fset equal to zero

For inconmi ng packets carrying TCP or UDP fragnments with non-nul
checksum NAT64 NMAY el ect to queue the fragnents as they arrive
and translate all fragnents at the same tine. In this case, the
inconming tuple is determ ned as docunented above to the un-
fragment ed packets. Alternatively, a NAT64 MAY translate the
fragments as they arrive, by storing information that allows it to
conmpute the 5-tuple for fragments other than the first. 1In the

| atter case, subsequent fragnents may arrive before the first and
the rul es about how the NAT64 handl es (out-of-order) fragnments
described in the bulleted list above apply.

For incoming | Pv4 packets carrying UDP packets with null checksum
i f the NAT64 has enough resources, the NAT64 MJST reassenble the
packets and MUST cal cul ate the checksum |f the NAT64 does not
have enough resources, then it MJST silently discard the packets.

| mpl enenters of NAT64 should be aware that there are a nunber of
wel | - known attacks against |IP fragnentation; see [RFCL858] and

[ RFC3128]. Inplenenters should also be aware of additional issues
with reassenbling packets at high rates, described in [ RFC4963].

If the incoming packet is an |IPv6 packet that contains a protoco
other than TCP, UDP or ICVWPv6 in the |ast Next Header, then the
packet SHOULD be discarded and, if the security policy permits, the
NAT64 SHOULD send an | CMPv6 Destination Unreachabl e error nessage
with Code 3 (Destination Unreachable) to the source address of the
recei ved packet. NOTE: This behavi our may be updated by future
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docunents that define how other protocols such as SCTP or DCCP are
processed by NAT64.

If the incom ng packet is an |IPv4 packet that contains a protoco
other than TCP, UDP or |CWPv4, then the packet SHOULD di scarded and,
if the security policy permits, the NAT64 SHOULD send an | CvPv4
Destinati on Unreachabl e error nmessage with Code 2 (Protoco
Unreachable) to the source address of the received packet. NOTE
Thi s behavi our nmay be updated by future docunents that define how
other protocols such as SCTP or DCCP are processed by NAT64.

3.5. Filtering and Updating Binding and Session |Information

This step updates binding and session information stored in the
appropriate tables. This step may also filter incom ng packets, if
desi red.

The details of this step depend on the protocol i.e. UDP, TCP or

| CMP. The behaviour for UDP is described in Section 3.5.1, for TCP
is described in Section 3.5.2 and for I1CVMP Queries is described in
Section 3.5.3. For the case of |ICVWP error nessages, they do not
affect in any way neither the BIBs nor the session tables, so, there
is no processing resulting fromthese nessages in this section. |CW
error nessage processing continues in Section 3.6.

Irrespective of the transport protocol used, the NAT64 MJST silently
di scard all incomng | Pv6 packets containing a source address that
contains the Pref64::/n. This is required in order to prevent

hai r pi nni ng | oops as described in Section 5. In addition, the NAT64
MUST only process inconming | Pv6 packets that contain a destination
address that contains Pref64::/n. Likew se, the NAT64 MJST only
process incom ng | Pv4 packets that contain a destination address that
bel ong to the I Pv4 pool assigned to the NAT64.

3.5.1. UDP Session Handling

The following state information is stored for a UDP session
Binding: (X ,x),(Y,y) <-->(T,t),(Z 2)
Lifetime: a tinmer that tracks the remaining lifetine of the UDP
session. Wen the tinmer expires, the UDP session is deleted. |If
all the UDP sessions corresponding to a dynamically created UDP
BIB entry are deleted, then the UDP BIB entry is al so del eted.

An | Pv6 inconming packet with an incoming tuple with source transport

address (X ,x) and destination transport address (Y',y) is processed
as foll ows:
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The NAT64 searches for a UDP BIB entry that contains the BIB | Pv6
transport address that matches the |1 Pv6 source transport address
(X ,x). [If such an entry does not exist, the NAT64 tries to
create a new entry (if resources and policy permt). The source
| Pv6 transport address of the packet (X ,x) is used as BIB | Pv6
transport address, and the BIB | Pv4 transport address is set to
(T,t) which is allocated using the rules defined in

Section 3.5.1.1. The result is a BIB entry as follows: (X ,Xx)
<--> (T,t).

The NAT64 searches for the session table entry corresponding to
the incoming 5-tuple. |If no such entry is found, the NAT64 tries
to create a newentry (if resources and policy pernit). The
informati on included in the session table is as foll ows:

* The STE source |Pv6 transport address is set to (X ,x), the
source | Pv6 transport addresses contained in the received | Pv6
packet,

* The STE destination |Pv6 transport address is set to (Y ,vy),
the destination I Pv6 transport addresses contained in the
recei ved | Pv6 packet,

* The STE source |Pv4 transport address is extracted fromthe
corresponding UDP BIB entry i.e. it is set to (T,t),

* The STE destination IPv4 transport is set to (Z(Y),y), y being
the sane port as the STE destination |IPv6 transport address and
Z(Y') being algorithmcally generated fromthe | Pv6 destination
address (i.e. Y') using the reverse algorithm (see
Section 3.5.4).

The result is a Session table entry as follows: (X ,x),(Y,y) <-->
(T, 1), (Z(Y").y)

The NAT64 sets (or resets) the timer in the Session Table Entry to
the maxi num session lifetinme. The maxi mum session lifetime MY be
configurable and the default SHOULD be at | east UDP_DEFAULT. The
mexi mum session lifetime MJUST NOT be less than UDP_MN. The
packet is translated and forwarded as described in the follow ng
secti ons.

An | Pv4 incoming packet, with an inconming tuple with source |Pv4
transport address (Ww) and destination |IPv4 transport address (T,t)
is processed as follows:

The NAT64 searches for a UDP BIB entry that contains the BIB | Pv4d
transport address matching (T,t), (i.e., the IPv4 destination
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transport address in the incom ng |IPv4 packet). |If such an entry
does not exist, the packet MJUST be dropped. An ICWP error nessage
with type of 3 (Destination Unreachable) MAY be sent to the
ori gi nal sender of the packet.

If the NAT64 applies Address-Dependent Filters on its |Pv4
interface, then the NAT64 checks to see if the incom ng packet is
al | oned according to the Address-Dependent Filtering rule. To do
this, it searches for a session table entry with an STE source

| Pv4 transport address equal to (T,t), (i.e., the destination |Pv4
transport address in the incom ng packet) and STE destination | Pv4
address equal to W (i.e., the source IPv4 address in the inconing
packet). If such an entry is found (there may be nore than one),
packet processing continues. herw se, the packet is discarded.
If the packet is discarded, then an ICVMP error nessage MAY be sent
to the original sender of the packet. The ICWP error nessage, if
sent, has a type of 3 (Destination Unreachable) and a code of 13
(Conmuni cation Administratively Prohibited).

In case the packet is not discarded in the previous processing
(either because the NAT64 is not filtering or because the packet
is conpliant with the Address-Dependent Filtering rule), then the
NAT64 searches for the session table entry containing the STE
source | Pv4 transport address equal to (T,t) and the STE
destination | Pv4 transport address equal to (Ww). |If no such
entry is found, the NAT64 tries to create a new entry (if
resources and policy pernmit). 1In case a new UDP session table
entry is created, it contains the following information

* The STE source |Pv6 transport address is extracted fromthe
corresponding UDP BIB entry.

* The STE destination |IPv6 transport address is set to (Y (W, w,
w being the sanme port w than the source IPv4 transport address
and Y (W being the I Pv6 representation of W generated using
the al gorithm described in Section 3.5. 4.

* The STE source |IPv4 transport address is set to (T,t) the
destination IPv4 transport addresses contained in the received
| Pv4 packet.

* The STE destination |Pv4 transport is set to (Ww), the source
| Pv4 transport addresses contained in the received | Pv4 packet.

The NAT64 sets (or resets) the timer in the Session Table Entry to
t he maxi mum session lifetime. The maxi num session lifetinme MAY be
configurable and the default SHOULD be at |east UDP_DEFAULT. The
maxi mum session lifetime MJUST NOT be | ess than UDP_.MN. The
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packet is translated and forwarded as described in the follow ng
secti ons.

3.5.1.1. Rules for Allocation of |Pv4d Transport Addresses for UDP

When a new UDP BIB entry is created for a source transport address of
(S',s), then the NAT64 allocates an | Pv4 transport address for this
BIB entry as foll ows:

If there exists sone other BIB entry containing S as the |IPv6
address and napping it to sone | Pv4 address T, then the NAT64
SHOULD use T as the | Pv4 address. O herw se, use any |Pv4 address
of the I Pv4 pool assigned to the NAT64 to be used for translation

If the port s is in the Wll-Known port range 0-1023, and the
NAT64 has an available port t in the sane port range, then the
NAT64 SHOULD al l ocate the port t. |If the NAT64 does not have a
port available in the same range, the NAT64 MAY assign a port t
fromother range where it has an available port. (This behavior
is reconmended in REQ 3-a of [RFC4787].)

If the port s is in the range 1024-65535, and the NAT64 has an
available port t in the sane port range, then the NAT64 SHOULD
allocate the port t. |If the NAT64 does not have a port avail able
in the same range, the NAT64 MAY assign a port t from other range
where it has an available port. (this behavior is recommended in
REQ 3-a of [RFC4787])

The NAT64 SHOULD preserve the port parity (odd/even), as per
Section 4.2.2 of [RFC4787]).

In all cases, the allocated | Pv4 transport address (T,t) MJST NOT
be in use in another entry in the sane BI B, but MAY be in use in
the other BIB (referring to the UDP and TCP BI Bs).

If it is not possible to allocate an appropriate |Pv4 transport
address or create a BIB entry, then the packet is discarded. The
NAT64 SHOULD send an | CMPv6 Destinati on Unreachabl e/ Addr ess
unreachabl e (Code 3) nmessage

3.5.2. TCP Session Handling

In this section we describe how the TCP BIB and Session table are
popul ated. W do so by defining the state machi ne of the NAT64 uses
for TCP. W first describe the states and the i nformati on cont ai ned
in them and then we describe the actual state nmachi ne and state
transitions.
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3.5.2.1. State definition
The following state information is stored for a TCP session
Bi nding: (X ,x),(Y,y) <--> (T,t),(Z2)

Lifetime: a timer that tracks the remaining lifetinme of the TCP
session. Wen the timer expires, the TCP session is deleted. |If
all the TCP sessions corresponding to a TCP BIB entry are del et ed,
then the dynamically created TCP BIB entry is al so del et ed.

Because the TCP session inactivity lifetime is set to at |least 2
hours and 4 mn (as per [RFC5382]), it is inportant that each TCP
session table entry corresponds to an exi stent TCP session. In order
to do that, for each TCP session established through it, it tracks
the correspondi ng state nachine as foll ows.

The states are the foll owi ng ones:

CLCSED: Anal ogous to [RFCO793], CLOSED is a fictional state
because it represents the state when there is no state for this
particular 5-tuple, and therefore, no connection

V4 INIT: An | Pvd packet containing a TCP SYN was received by the
NAT64, inplying that a TCP connection is being initiated fromthe
I Pv4 side. The NAT64 is now waiting for a matching | Pv6 packet
containing the TCP SYN in the opposite direction

V6 INIT: An | Pv6 packet containing a TCP SYN was received,

transl ated and forwarded by the NAT64, inplying that a TCP
connection is being initiated fromthe IPv6 side. The NAT64 is
now wai ting for a matching | Pv4 packet containing the TCP SYN in
the opposite direction

ESTABLI SHED: Represents an open connection, with data able to fl ow
in both directions.

V4 FIN RCV: An | Pv4 packet containing a TCP FIN was received by
the NAT64, data can still flow in the connection, and the NAT64 is
waiting for a matching TCP FIN in the opposite direction

V6 FIN RCV: An | Pv6 packet containing a TCP FIN was received by
the NAT64, data can still flow in the connection, and the NAT64 is
waiting for a matching TCP FIN in the opposite direction

V6 FIN + V4 FIN RCV: Both an | Pv4 packet containing a TCP FIN and

an | Pv6 packet containing an TCP FIN for this connection were
recei ved by the NAT64. The NAT64 keeps the connection state alive
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and forwards packets in both directions for a short period of tine
to allow remai ni ng packets (in particular the ACKs) to be
del i vered

TRANS: The lifetine of the state for the connection is set to
TCP_TRANS mi nutes either because a packet containing a TCP RST was
recei ved by the NAT64 for this connection or sinply because the
lifetime of the connection has decreased and there are only
TCP_TRANS minutes left. The NAT64 will keep the state for the
connection for TCP_TRANS nin. and if no other data packets for
that connection are received, the state for this connection is
then term nated

3.5.2.2. State machine for TCP processing in the NAT64

The state machi ne used by the NAT64 for the TCP session processing is
depicted next. The described state nmachine handles all TCP segnents
received through the IPv6 and | Pv4 interface. There is one state
machi ne per TCP connection that is potentially established through
the NAT64. After bootstrapping of the NAT64 device, all TCP sessions
are in CLOCSED state. As we nention above, the CLOSED state is a
fictional state when is no state for that particular connection in

the NAT64. It should be noted that there is one state nachi ne per
connection, so only packets belonging to a given connection are
inputs to the state machi ne associated to that connection. |n other

words, when in the state machine bel ow we state that a packet is
received, it is inplicit that the incom ng 5-tuple of the data packet
mat ches to the one of the state nmachine.

A TCP segnment with the SYN flag set that is received through the | Pv6

interface is called a V6 SYN, simlarly, V4 SYN, V4 FIN, V6 FIN, V6
FIN + V4 FIN, V6 RST and V4 RST.

Bagnul o, et al. Expi res January 11, 2011 [ Page 25]



Internet-Draft St at eful NAT64 July 2010

V6 S + V4

I
dat a pkt | |
| V4 or V6 RST [

| TCP_EST T.O [
6

We next describe the state information and the transitions.

* % % CL%ED * % %

If a V6 SYNis received with an incomng tuple with source transport
address (X ,x) and destination transport address (Y ,y) (this is the

case of a TCP connection initiated fromthe 1 Pv6 side), the
processing is as foll ows:
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1. The NAT64 searches for a TCP BIB entry that matches the | Pv6
source transport address (X ,Xx).

If such an entry does not exist, the NAT64 tries to create a
new BIB entry (if resources and policy pernit). The BIB |IPv6
transport address is set to (X ,x) (i.e., the source |Pv6
transport address of the packet). The BIB |IPv4 transport
address is set to an | Pv4 transport address allocated using
the rules defined in Section 3.5.2.3. The processing of the
packet continues as described in bullet 2.

If the entry already exists, then the processing continues as
described in bullet 2.

2. Then the NAT64 tries to create a new TCP session entry in the TCP
session table (if resources and policy permt). The information
included in the session table is as foll ows:

The STE source |Pv6 transport address is set to (X ,x) (i.e.
the source transport address contained in the received V6 SYN
packet,

The STE destination |Pv6 transport address is set to (Y',y)
(i.e. the destination transport address contained in the
recei ved V6 SYN packet.

The STE source |IPv4 transport address is set to the BIB | Pv4d
transport address of the corresponding TCP BIB entry.

The STE destination | Pv4d transport address contains the port y
(i.e., the sane port as the |IPv6 destination transport
address) and the I Pv4 address that is algorithmically
generated fromthe I Pv6 destination address (i.e. Y ) using
the reverse algorithmas specified in Section 3.5. 4.

The lifetime of the TCP session table entry is set to at |east
to TCP_TRANS (the transitory connection idle tineout as
defined in [ RFC5382]).

3. The state of the session is noved to V6 INT.

4. The NAT64 translates and forwards the packet as described in the
foll owi ng sections.

If a V4 SYN packet is received with an incomng tuple with source

| Pv4 transport address (Y,y) and destination |IPv4 transport address
(X, x) (this is the case of a TCP connection initiated fromthe | Pv4
side), the processing is as follows:
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If the security policy requires silently dropping externally
initiated TCP connections, then the packet is silently discarded,
el se,

If the destination transport address contained in the inconing V4
SYN (i.e., X, X) is not in use in the TCP BIB, then

The NAT64 tries to create a new session table entry in the TCP
session table (if resources and policy permt), containing the
followi ng information:

+ The STE source | Pv4 transport address is set to (X x) (i.e.
the destination transport address contained in the V4 SYN

+ The STE destination IPv4 transport address is set to (VY,y)
(i.e. the source transport address contained in the V4 SYN)

+ The STE transport |Pv6 source address is left unspecified
and may be popul ated by other protocols out of the scope of
this specification.

+ The STE destination |IPv6 transport address contains the port
y (i.e. the sane port as the STE destination |Pv4 transport
address) and the |1 Pv6 representation of Y (i.e. the |Pv4
address of the STE destination |IPv4d transport address),
generated using the algorithmdescribed in Section 3.5. 4.

The state is noved to V4 INT.

The lifetinme of the STE entry is set to TCP_I NCOM NG _SYN as per
[ RFC5382] and the packet is stored. The result is that the
NAT64 wi Il not drop the packet based on the filtering, nor
create a BIB entry. Instead, the NAT64 will only create the
session table entry and store the packet. The notivation for
this is to support sinultaneous open of TCP connecti ons.

If the destination transport address contained in the inconing V4
SYN (i.e., X;x) isin use in the TCP BIB, then

The NAT64 tries to create a new session table entry in the TCP
session table (if resources and policy pernmit), containing the
follow ng information:

+ The STE source | Pv4 transport address is set to (X x) (i.e.
the destination transport address contained in the V4 SYN)

+ The STE destination |Pv4 transport address is set to (V,y)
(i.e. the source transport address contained in the V4 SYN)
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+ The STE transport |Pv6 source address is set to the | Pv6
transport address contained in the corresponding TCP BI B
entry.

+ The STE destination |IPv6 transport address contains the port
y (i.e. the same port as the STE destination | Pv4 transport
address) and the 1 Pv6 representation of Y (i.e. the |IPv4
address of the STE destination |IPv4 transport address),
generated using the algorithmdescribed in Section 3.5. 4.

The state is noved to V4 INT.

If the NAT64 is performnm ng Address-Dependent Filtering, the
lifetime of the STE entry is set to TCP_I NCOM NG _SYN as per

[ RFC5382] and the packet is stored. The notivation for
creating the session table entry and storing the packet
(instead of sinply dropping the packet based on the filtering)
is to support simultaneous open of TCP connecti ons.

If the NAT64 is not perform ng Address-Dependent Filtering, the
lifetime of the STEis set to at |east to TCP_TRANS (the
transitory connection idle tineout as defined in [ RFC5382]) and
it translates and forwards the packet as described in the

foll owi ng sections.

For any other packet belonging to this connection

If there is a corresponding entry in the TCP BI B ot her packets
SHOULD be translated and forwarded if the security policy allows
to do so. The state renains unchanged

If there is no corresponding entry in the TCP BIB the packet is
silently discarded.

*E% V4 INIT *xx

If a V6 SYNis received with incomng tuple with source transport
address (X ,x) and destination transport address (Y ,y). The
lifetime of the TCP session table entry is set to at least to the
maxi mum session lifetime. The value for the maxi num session lifetine
MAY be configurable but it MJST NOT be | ess than TCP_EST (the
establ i shed connection idle tineout as defined in [ RFC5382]). The
default value for the nmaxi num session lifetinme SHOULD be set to
TCP_EST. The packet is translated and forwarded. The state is noved
t o ESTABLI SHED.

If the lifetine expires, an |CMP Port Unreachable error (Type 3, Code
3) containing the | Pv4 SYN packet stored is sent back to the source
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of the v4 SYN, the session table entry is deleted and, the state is
moved to CLOSED.

For any other packet, other packets SHOULD be transl ated and
forwarded if the security policy allows to do so. The state renains
unchanged.

xEx VG I NIT e

If a V4 SYNis received (with or without the ACK flag set), with an
incomng tuple with source |Pv4 transport address (Y,y) and
destination IPv4 transport address (X, x), then the state is noved to
ESTABLI SHED. The lifetime of the TCP session table entry is set to
at least to the nmaxinum session lifetinme. The value for the maxi mum
session lifetinme MAY be configurable but it MJST NOT be | ess than
TCP_EST (the established connection idle tinmeout as defined in

[ RFC5382]). The default value for the maxi num session lifetine
SHOULD be set to TCP_EST. The packet is translated and forwarded.

If the lifetine expires, the session table entry is deleted and the
state is noved to CLOSED

If a V6 SYN packet is received, the packet is translated and
forwarded. The lifetime of the TCP session table entry is set to at
| east to TCP_TRANS. The state renmins unchanged.

For any ot her packet, other packets SHOULD be transl ated and
forwarded if the security policy allows to do so. The state renains
unchanged.

*** ESTABLI SHED ***

If a V4 FIN packet is received, the packet is translated and
forwarded. The state is noved to V4 FIN RCV

If a V6 FIN packet is received, the packet is translated and
forwarded. The state is noved to V6 FIN RCV

If a V4 RST or a V6 RST packet is received, the packet is translated
and forwarded. The lifetine is set to TCP_TRANS and the state is
moved to TRANS. (Since the NAT64 is uncertain whether the peer will
accept the RST packet, instead of noving the state to CLOSED, it
moves to TRANS, which has a shorter lifetinme. |If no other packets
are received for this connection during the short timer, the NAT64
assunes that the peer has accepted the RST packet and noves to
CLCSED. |If packets keep flowi ng, the NAT64 assunes that the peer has
not accepted the RST packet and noves back to the ESTABLI SHED st at e.
This is described belowin the TRANS state processing description.)
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If any other packet is received, the packet is translated and
forwarded. The lifetime of the TCP session table entry is set to at
| east to the maxi mum session lifetime. The value for the maxi num
session lifetime MAY be configurable but it MJST NOT be | ess than
TCP_EST (the established connection idle tinmeout as defined in

[ RFC5382]). The default value for the nmaxi num session lifetine
SHOULD be set to TCP_EST. The state renmains unchanged as

ESTABLI SHED.

If the lifetine expires then the NAT64 SHOULD send a probe packet (as
defined next) to at | east one of the endpoints of the TCP connection
The probe packet is a TCP segnent for the connection with no data.
The sequence nunber and the acknow edgment nunber are set to zero.
Al'l flags but the ACK flag are reset. The state is noved to TRANS.

Upon the reception of this probe packet, the endpoint will reply
with an ACK containing the expected sequence nunber for that
connection. It should be noted that, for an active connection
each of these probe packets will generate one packet from each end
i nvol ved in the connection, since the reply of the first point to
the probe packet will generate a reply fromthe other endpoint.

**% V4 FIN ROV ***

If a V6 FIN packet is received, the packet is translated and
forwarded. The lifetinme is set to TCP_TRANS. The state is noved to
V6 FIN + V4 FIN RCV

I f any packet other than the V6 FINis received, the packet is
translated and forwarded. The lifetine of the TCP session table
entry is set to at least to the maxi mum session lifetine. The val ue
for the maxi mum session lifetime MAY be configurable but it MJST NOT
be |l ess than TCP_EST (the established connection idle tineout as
defined in [RFC5382]). The default value for the maxi num session
lifetinme SHOULD be set to TCP_EST. The state remains unchanged as V4
FI'N RCV

If the lifetine expires, the session table entry is deleted and the
state is noved to CLOSED

*** V6 FIN RCV ***

If a V4 FIN packet is received, the packet is translated and
forwarded. The lifetinme is set to TCT_TRANS. The state is noved to
V6 FIN + V4 FIN RCV

I f any packet other than the V4 FINis received, the packet is
translated and forwarded. The lifetinme of the TCP session table
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entry is set to at least to the maxi num session lifetine. The val ue
for the maxi mum session lifetime MAY be configurable but it MJST NOT
be |l ess than TCP_EST (the established connection idle tineout as
defined in [RFC5382]). The default value for the maxi num session
lifetinme SHOULD be set to TCP_EST. The state remains unchanged as V6
FI N RCV.

If the lifetine expires, the session table entry is deleted and the
state is noved to CLOSED

*** V6 FIN + VA4 FIN RCV ***
Al'l packets are translated and forwarded.

If the lifetine expires, the session table entry is deleted and the
state is noved to CLOSED

* % % TRANS * % %

If a packet other than a RST packet is received, the lifetime of the
TCP session table entry is set to at |east to the naxi num session
lifetime. The value for the maxi nrum session lifetine MAY be
configurable but it MJUST NOT be | ess than TCP_EST (the established
connection idle timeout as defined in [ RFC5382]). The default val ue
for the maxi mum session |lifetime SHOULD be set to TCP_EST. The state
is moved to ESTABLI SHED.

If the lifetine expires, the session table entry is deleted and the
state is noved to CLOSED

3.5.2.3. Rules for allocation of |IPv4 transport addresses for TCP

When a new TCP BIB entry is created for a source transport address of
(S',s), then the NAT64 allocates an |IPv4 transport address for this
BIB entry as foll ows:

If there exists sone other BIB entry containing S as the |IPv6
address and mapping it to some | Pv4 address T, then T SHOULD be
used as the I Pv4 address. O herw se, use any |Pv4 address of the
| Pv4 pool assigned to the NAT64 to be used for translation

If the port s is in the Wll-Known port range 0-1023, and the
NAT64 has an available port t in the sane port range, then the
NAT64 SHOULD all ocate the port t. |If the NAT64 does not have a
port available in the same range, the NAT64 MAY assign a port t
from anot her range where it has an avail abl e port.
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If the port s is in the range 1024-65535, and the NAT64 has an
available port t in the same port range, then the NAT64 SHOULD
all ocate the port t. |If the NAT64 does not have a port avail able
in the same range, the NAT64 MAY assign a port t from another
range where it has an avail abl e port.

In all cases, the allocated | Pv4 transport address (T,t) MJST NOT
be in use in another entry in the sane BI B, but MAY be in use in
the other BIB (referring to the UDP and TCP BI Bs).

If it is not possible to allocate an appropriate |Pv4 transport
address or create a BIB entry, then the packet is discarded. The
NAT64 SHOULD send an | CMPv6 Desti nation Unreachabl e/ Address
unreachabl e (Code 3) nessage

3.5.3. | CWP Query Session Handling

The following state information is stored for an | CMP Query session
in the |CMP Query session table:

Binding: (X ,Y,il) <-> (T,2i2)

Lifetime: a timer that tracks the remaining lifetine of the | CW
Query session. \Wien the tiner expires, the session is del eted.

If all the |ICVMP Query sessions corresponding to a dynanically
created |CMP Query BIB entry are deleted, then the | CMP Query BIB
entry is also deleted

An inconming | CVPv6 | nfornmational packet with I Pv6 source address X
| Pv6 destination address Y and | CvPv6 Identifier il, is processed as
fol | ows:

If the local security policy deternmines that |1 CvPv6 |Infornmationa
packets are to be filtered, the packet is silently discarded.

El se, the NAT64 searches for an | CVP Query BIB entry that matches
the (X ,il) pair. |f such entry does not exist, the NAT64 tries
to create a new entry (if resources and policy pernit) with the
fol |l owi ng dat a:

* The BIB I Pv6 address is set to X (i.e. the source |IPv6 address
of the I Pv6 packet).

* The BIB ICMPv6 ldentifier is set toil (i.e. the | CMPV6
Identifier).

* |f there exists another BIB entry containing the sane | Pv6

address X and mapping it to an I Pv4 address T, then use T as
the BIB I Pv4 address for this new entry. O herw se, use any
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| Pv4 address assigned to the I Pv4 interface.

* As the BIB ICWPv4 Identifier use any available value i.e. any
identifier value for which no other entry exists with the sanme
(I Pv4 address, ICVMPv4 ldentifier) pair.

The NAT64 searches for an | CMP query session table entry
corresponding to the inconming 3-tuple (X ,Y ,il). If no such
entry is found, the NAT64 tries to create a new entry (if
resources and policy pernit). The information included in the new
session table entry is as foll ows:

* The STE I Pv6 source address is set to X (i.e. the address
contained in the received | Pv6 packet),

* The STE I Pv6 destination address is set to Y (i.e. the address
contained in the received | Pv6 packet),

* The STE ICMPv6 ldentifier is set toil (i.e. the identifier
contained in the received | Pv6 packet),

* The STE I Pv4 source address is set to the | Pv4 address
contained in the corresponding BIB entry,

* The STE ICWPv4 ldentifier is set to the |Pvd identifier
contained in the corresponding BIB entry,

* The STE I Pv4 destination address is algorithmcally generated
fromY wusing the reverse algorithmas specified in
Section 3.5. 4.

The NAT64 sets (or resets) the timer in the session table entry to
the maxi num session lifetine. By default, the nmaxi mum session
lifetime is |CMP_DEFAULT. The maximumlifetine value SHOULD be
configurable. The packet is translated and forwarded as descri bed
in the followi ng sections.

An incoming | CVPv4 Query packet with source | Pv4 address Y,
destination I Pv4 address X and I CVWPv4 ldentifier i2 is processed as
fol | ows:

The NAT64 searches for an |CMP Query BIB entry that contains X as
| Pv4 address and i2 as the 1Cwv4 Identifier. |If such an entry
does not exist, the packet is dropped. An ICWP error nmessage MAY
be sent to the original sender of the packet. The ICMP error
message, if sent, has a type of 3 (Destination Unreachable).
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If the NAT64 filters on its IPv4 interface, then the NAT64 checks
to see if the incom ng packet is allowed according to the Address-
Dependent Filtering rule. To do this, it searches for a session
table entry with an STE source | Pv4 address equal to X, an STE

| CVMPv4 | dentifier equal to i2 and a STE destination | Pv4 address
equal to Y. If such an entry is found (there may be nore than
one), packet processing continues. Oherw se, the packet is

di scarded. If the packet is discarded, then an I CMP error nessage
MAY be sent to the original sender of the packet. The ICWP error
message, if sent, has a type of 3 (Destination Unreachable) and a
code of 13 (Communi cation Admi nistratively Prohibited).

In case the packet is not discarded in the previous processing
steps (either because the NAT64 is not filtering or because the
packet is conpliant with the Address-dependent Filtering rule),
then the NAT64 searches for a session table entry with an STE
source | Pv4 address equal to X, an STE | CMPv4 ldentifier equal to
i 2 and a STE destination | Pv4 address equal to Y. |If no such entry
is found, the NAT64 tries to create a newentry (if resources and
policy pernmit) with the follow ng information

* The STE source |IPv4 address is set to X,
* The STE ICWv4 ldentifier is set to i?2,
* The STE destination |Pv4 address is set to Y,

* The STE source |IPv6 address is set to the | Pv6 address of the
corresponding BIB entry,

* The STE I CWMPv6 ldentifier is set to the |COWPv6 ldentifier of
the corresponding BIB entry, and,

*  The STE destination |Pv6 address is set to the | Pv6
representation of the | Pv4 address of Y, generated using the
al gorithm described in Section 3.5. 4.

*  The NAT64 sets (or resets) the timer in the session table entry
to the maxi num session lifetine. By default, the nmaximum
session lifetine is | CMP_DEFAULT. The nmaximum lifetinme val ue
SHOULD be configurable. The packet is translated and forwarded
as described in the follow ng sections.

3.5.4. Ceneration of the |IPv6 Representations of |Pv4 Addresses
NAT64 supports nultiple algorithns for the generation of the |IPv6

representation of an | Pv4 address and vice-versa. The constraints
i mposed on the generation algorithnms are the follow ng:
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3.

3.

The al gorithm MJUST be reversible, i.e. it MJUST be possible to
derive the original |IPv4d address fromthe |Pv6 representation

The input for the algorithm MJST be linmted to the | Pv4 address,
the 1Pv6 prefix (denoted Pref64::/n) used in the | Pv6
representations and optionally a set of stable paraneters that are
configured in the NAT64 (such as fixed string to be used as a
suffix).

If we note n the length of the prefix Pref64::/n, then n MJST
be less or equal than 96. |If a Pref64::/n is configured

t hrough any nmeans in the NAT64 (such as nanually configured, or
ot her automatic nmeans not specified in this docunent), the
default algorithm MJUST use this prefix. [If no prefix is

avail abl e, the algorithm SHOULD use the Well-Known Prefix (64:
FFOB: :/96) defined in [I-D.ietf-behave-address-fornat]

NAT64 MJST support the algorithmfor generating |IPv6 representations

of

| Pv4 addresses defined in Section 2.1 of

[I-D.ietf-behave-address-format]. The aforenentioned al gorithm
SHOULD be used as default algorithm

6

6

Conputing the Qutgoing Tuple

This step conmputes the outgoing tuple by translating the | P addresses
and port numbers or ICWP ldentifier in the incomng tuple.

I'n

the text below, a reference to a BIB neans either the TCP BIB, the

UDP BIB or the ICMP Query BIB as appropriate.

1.

NOTE: Not all addresses are translated using the BIB. BIB entries
are used to translate | Pv6 source transport addresses to |Pv4
source transport addresses, and |Pv4 destination transport
addresses to | Pv6 destination transport addresses. They are NOT
used to translate I Pv6 destination transport addresses to | Pv4
destination transport addresses, nor to translate | Pv4 source
transport addresses to | Pv6 source transport addresses. The

| atter cases are handl ed applying the algorithm c transformation
described in Section 3.5.4. This distinction is inportant;

wi thout it, hairpinning doesn't work correctly.

Conputing the Qutgoing 5-tuple for TCP, UDP and for |CWP Error
messages containing a TCP or UDP packets.

The transport protocol in the outgoing 5-tuple is always the sane as
that in the incom ng 5-tuple.

Wien translating in the IPv6 --> I Pv4 direction, let the source and
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destination transport addresses in the inconming 5-tuple be (S ,s) and
(D ,d) respectively. The outgoing source transport address is
computed as follows: if the BIB contains a entry (S ,s) <--> (T,t),
then the outgoing source transport address is (T,t).

The out goi ng destination address is conputed algorithmcally fromD
usi ng the address transformati on described in Section 3.5. 4.

When translating in the IPv4 --> | Pv6 direction, let the source and
destination transport addresses in the inconming 5-tuple be (S,s) and
(D,d) respectively. The outgoing source transport address is
computed as foll ows:

The out goi ng source transport address is generated from S using
the address transformation al gorithm described in Section 3.5. 4.

The BIB table is searched for an entry (X ,x) <--> (D,d), and if
one is found, the outgoing destination transport address is set to
(X, x).

3.6.2. Computing the Qutgoing 3-tuple for |ICMP Query Messages and for
| CMP Error nmessages containing an | CMP Query.

Wien translating in the IPv6 --> I Pv4 direction, let the source and
destination addresses in the inconming 3-tuple be S and D
respectively and the 1Cwv6 Identifier be il. The outgoing source
address is conputed as follows: the BIB contains an entry (S ,i1)
<--> (T,i2), then the outgoing source address is T and the | CWPv4
Identifier is i2.

The outgoing | Pv4 destination address is conmputed algorithmically
fromD using the address transformati on described in Section 3.5. 4.

When translating in the IPv4 --> |Pv6 direction, let the source and
destination addresses in the inconmng 3-tuple be S and D respectively
and the ICMPv4 ldentifier is i2. The outgoing source address is
generated from S using the address transformati on al gorithm descri bed
in Section 3.5.4. The BIB is searched for an entry contai ni ng
(X,il) <-->(D,i2) and if found the outgoing destination address is
X and the outgoing ICMPv6 Identifier is il.

3.7. Translating the Packet
This step translates the packet fromIPv6 to | Pv4 or vice-versa
The transl ation of the packet is as specified in Section 3 and

Section 4 of the IP/ICVP Transl ation Al gorithm
[1-D.ietf-behave-v6v4-xlate], with the follow ng nodifications:
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When translating an | P header (Sections 3.1 and 4.1), the source
and destination | P address fields are set to the source and
destination |IP addresses fromthe outgoing tuple as determned in
Section 3.6.

When the protocol following the IP header is TCP or UDP, then the
source and destination ports are nodified to the source and
destination ports fromthe outgoing 5-tuple. 1In addition, the TCP
or UDP checksum nmust al so be updated to reflect the translated
addresses and ports; note that the TCP and UDP checksum covers the
pseudo- header whi ch contains the source and destination IP
addresses. An algorithmfor efficiently updating these checksuns
is described in [ RFC3022].

When the protocol following the IP header is ICMP and it is an
| CMP Query nessage, the ICVWP ldentifier is set to the one fromthe
outgoing 3-tuple as deternined in Section 3.6. 2.

When the protocol following the IP header is ICM and it is an

| CMP error message, the source and destination transport addresses
in the enbedded packet are set to the destination and source
transport addresses fromthe outgoing 5-tuple (note the swap of
source and destination).

The size of outgoing packets as well and the potential need for
fragmentation is done according to the behavior defined in the I P/
| CVMP Translation Algorithm[I-D.ietf-behave-v6v4-xl at e]

3. 8.

Handl i ng Hai r pi nni ng

If the destination |IP address of the transl ated packet is an | Pv4
address assigned to the NAT64 itself then the packet is a hairpin
packet. Hairpin packets are processed as follows:

(0]

(0]

The out goi ng 5-tuple becones the inconing 5-tuple, and,

the packet is treated as if it was received on the outgoing
i nterface.

Processi ng of the packet continues at step 2 - Filtering and
updati ng bi nding and session information described in Section 3.5.

Prot ocol Constants

UDP_MN 2 mnutes (as defined in [ RFC4787])

UDP_DEFAULT 5 nminutes (as defined in [ RFC4787])
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TCP_TRANS 4 minutes (as defined in [ RFC5382])

TCP_EST 2 hours (the minimumlifetime for an established TCP session
defined in [RFC5382] is 2 hrs and 4 minutes, which is achi eved addi ng
the 2 hours with this tiner and the 4 nminutes with the TCP_TRANS
timer)

TCP_I NCOM NG_SYN 6 seconds (as defined in [ RFC5382])
FRAGVENT M N 2 seconds

| CMP_DEFAULT 60 seconds (as defined in [ RFC5508])

5. Security Considerations
5.1. Inplications on end-to-end security

Any protocols that protect |IP header information are essentially

i nconpatible with NAT64. This inplies that end-to-end | Psec
verification will fail when AHis used (both transport and tunne
node) and when ESP is used in transport node. This is inherent in
any network-layer translation nechanism End-to-end | Psec protection
can be restored, using UDP encapsul ation as described in [ RFC3948].
The actual extensions to support |Psec are out of the scope of this
docunent .

5.2. Filtering

NAT64 creates binding state using packets flowing fromthe | Pv6 side
to the IPv4 side. 1In accordance with the procedures defined in this
docunent followi ng the guidelines defined in [ RFC4787] a NAT64 MJUST
of f er "Endpoi nt-1ndependent Mapping”. This means:

for any | Pv6 packet with source (S 1,sl1l) and destination (Pref64::
D1, d1) that creates an external mapping to (S1,slv4), (D1,d1), for
any subsequent packet from (S 1,sl1l) to (Pref64::D2,d2) that
creates an external mapping to (S2,s2v4), (D2,d2), within a given
bi ndi ng tinmer w ndow,

(S1,slv4) = (S2,s2v4) for all values of D2,d2
| mpl enent ati ons MAY al so provi de support for "Address-Dependent
Mappi ng" as also defined in this docunment and foll ow ng the
gui delines defined in [ RFC4787].

The security properties however are deternined by which packets the
NAT64 filter allows in and which it does not. The security

Bagnul o, et al. Expi res January 11, 2011 [ Page 39]



Internet-Draft St at eful NAT64 July 2010

properties are determned by the filtering behavior and filtering
configuration in the filtering portions of the NAT64, not by the
addr ess mappi ng behavior. For exanple,

Wthout filtering - Wen "Endpoint-Independent Mapping" is used in
NAT64, once a binding is created in the IPv6 ---> IPv4 direction
packets from any node on the I Pv4 side destined to the |IPv6
transport address will traverse the NAT64 gateway and be forwarded
to the 1 Pv6 transport address that created the binding. However,

Wth filtering - Wen "Endpoi nt -1 ndependent Mapping" is used in
NAT64, once a binding is created in the IPv6 ---> IPv4 direction
packets from any node on the I Pv4 side destined to the |IPv6

transport address will first be processed against the filtering
rules. If the source IPv4 address is pernmitted, the packets wll
be forwarded to the I Pv6 transport address. |If the source |Pv4
address is explicitly denied -- or the default policy is to deny
al | addresses not explicitly permtted -- then the packet will be
di scarded. A dynanmic filter may be enpl oyed where by the filter
will only allow packets fromthe | Pv4 address to which the

ori gi nal packet that created the binding was sent. This means
that only the I Pv4 addresses to which the I Pv6 host has initiated
connections will be able to reach the I Pv6 transport address, and
no others. This essentially narrows the effective operation of

t he NAT64 device to an "Address-Dependent Mappi ng" behavi or

t hough not by its mappi ng behavior, but instead by its filtering
behavi or.

As currently specified, the NAT64 only requires filtering traffic
based on the 5-tuple. In sone cases (e.g., statically configured
mappi ngs), this may nake it easy for an attacker to guess. An
attacker need not be able to guess other fields, e.g. the TCP
sequence nunber, to get a packet through the NAT64. \While such
traffic m ght be dropped by the final destination, it does not
provi de additional mitigations against bandw dth/ CPU attacks
targeting the internal network. To avoid this type of abuse, a NAT64
MAY keep track of the sequence nunber of TCP packets in order to
verify that proper sequenci ng of exchanged segments, in particular,
those of the SYNs and the FINs.

5.3. Attacks on NAT64

The NAT64 device itself is a potential victimof different types of
attacks. In particular, the NAT64 can be a victimof DoS attacks.
The NAT64 device has a limted nunber of resources that can be
consuned by attackers creating a DoS attack. The NAT64 has a linited
nunber of |Pv4 addresses that it uses to create the bindings. Even

t hough the NAT64 performs address and port translation, it is
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possi ble for an attacker to consune all the |IPv4 transport addresses
by sending | Pv6 packets with different source |Pv6 transport
addresses. This attack can only be launched fromthe IPv6 side,
since | Pv4 packets are not used to create binding state. DoS attacks
can also affect other linited resources available in the NAT64 such
as nmenory or link capacity. For instance, it is possible for an
attacker to launch a DoS attack on the nmenmory of the NAT64 device by
sendi ng fragnents that the NAT64 will store for a given period. |If
the nunber of fragments is high enough, the nmenory of the NAT64 coul d
be exhausted. Similarly, A DoS attack agai nst the NAT64 can be
crafted by sending either V4 or V6 SYN packets that consune nenory in
the formof session and/or binding table entries. |In the case of

I Pv4 SYNs the situation is aggravated by thee requirenent to al so
store the data packets for a given amount of time, requiring nore
menory fromthe NAT64 device. NAT64 devices MIST inpl ement proper
protection agai nst such attacks, for instance allocating a limted
anount of nmenory for fragnented packet storage as specified in
Section 3.4.

Anot her consideration related to NAT64 resource depletion refers to
the preservation of binding state. Attackers may try to keep a

bi nding state alive forever by sending periodic packets that refresh
the state. |In order to allow the NAT64 to defend agai nst such
attacks, the NAT64 MAY choose not to extend the session entry
lifetime for a specific entry upon the reception of packets for that
entry through the external interface. As described in the Framework
docunent [I-D.ietf-behave-v6v4-franmework], the NAT64 can be depl oyed
in nmultiple scenarios, sone of which the Internet side is the | Pv6
one and sone of which the Internet side is the IPv4 one. It is then
important to properly set which is the Internet side of the NAT64 in
each specific configuration.

5.4. Avoiding hairpinning | oops
If an I Pv6-only client can guess the |IPv4 binding address that will
be created, it can use the |Pv6 representation of it as source
address for creating this binding. Then any packet sent to the
bi nding’s |1 Pv4 address could loop in the NAT64. This is prevented in
the current specification by filtering incom ng packets contai ni ng
Pref64::/n in the source address as described next.
Consi der the follow ng exanpl e:
Suppose that the 1 Pv4 pool is 192.0.2.0/24

Then the I Pv6-only client sends this to NAT64:
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Source: [Pref64::192.0.2.1]:500

Desti nation: whatever
The NAT64 al l ocates 192.0.2.1:500 as | Pv4 binding address. Now
anything sent to 192.0.2.1:500, be it a hairpinned | Pv6 packet or an
| Pv4 packet, could I oop.
It is not hard to guess the I Pv4 address that will be allocated.
First the attacker creates a binding and use (for exanple) STUN to
learn its external |Pv4 address. New bindings will always have this
address. Then it uses a source port in the range 1-1023. This wll
i ncrease the chances to 1/512 (since range and parity are preserved
by NAT64 in UDP).
In order to address this vulnerability, the NAT64 MJST drop | Pv6
packets whose source address is in Pref64::/n as defined in
Section 3.5.

6. | ANA Consi derations

Thi s docunent contains no actions for | ANA
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