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Abst r act

Hosts are often connected by nultiple paths, but TCP restricts
comruni cations to a single path per transport connection. Resource
usage within the network woul d be nore efficient were these multiple
pat hs able to be used concurrently. This should enhance user
experience through i nproved resilience to network failure and hi gher
t hr oughput .

Thi s docunment outlines architectural guidelines for the devel opnent

of a Miultipath Transport Protocol, with references to how these
architectural conponents cone together in the devel opnent of a

Mul tipath TCP protocol. This docunent lists certain high |eve

desi gn deci sions that provide foundations for the design of the MPTCP
protocol, based upon these architectural requirenents.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on July 25, 2011
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This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these documents
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to this docunent. Code Conponents extracted fromthis docunent nust
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described in the Sinplified BSD License.
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1.

I nt roducti on

As the Internet evolves, demands on Internet resources are ever-

i ncreasing, but often these resources (in particular, bandw dth)
cannot be fully utilised due to protocol constraints both on the end-
systens and within the network. |If these resources could be used
concurrently, end user experience could be greatly inproved. Such
enhancenments woul d al so reduce the necessary expenditure on network
infrastructure that would otherw se be needed to create an equival ent
i mprovenent in user experience. By the application of resource
pooling [3], these avail abl e resources can be 'pool ed’ such that they
appear as a single logical resource to the user

Multipath transport ainms to realize some of the goals of resource
pool i ng by simnultaneously making use of multiple disjoint (or
partially disjoint) paths across a network. The two key benefits of
mul tipath transport are:

0 To increase the resilience of the connectivity by providing
mul tiple paths, protecting end hosts fromthe failure of one.

0 To increase the efficiency of the resource usage, and thus
i ncrease the network capacity available to end hosts.

Multipath TCP is a nodified version of TCP [1] that inplenents a

mul tipath transport and achi eves these goals by pooling multiple
paths within a transport connection, transparently to the
application. Miltipath TCP is prinmarily concerned with utilising
mul ti pl e paths end-to-end, where one or both end host is nulti-honed.
It may al so have applications where nultiple paths exist within the
network and can be mani pul ated by an end host, such as using
different port nunbers with ECWP [4].

MPTCP, defined in [5], is a specific protocol that instantiates the
Mul tipath TCP concept. This docunment |ooks both at genera
architectural principles for a Multipath TCP fulfilling the goals
described in Section 2, as well as the key design decisions behind
MPTCP, which are detailed in Section 5.

Al t hough nmulti hom ng and nultipath functions are not new to transport
protocols (SCTP [6] being a notable exanple), MPTCP ains to gain

wi de- scal e depl oynment by recogni sing the inportance of application
and network conpatibility goals. These goals, discussed in detail in
Section 2, relate to the appearance of MPTCP to the network (so non-
MPTCP-aware entities see it as TCP) and to the application (through
provi ding an service equivalent to TCP for non- MPTCP- awar e
appl i cations).
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Thi s docunent has three key purposes: (i) it describes goals for a
mul tipath transport - goals that MPTCP is designed to neet; (ii) it
| ays out an architectural basis for MPTCP s design - a discussion
that applies to other nultipath transports as well; and (iii) it

di scusses and docunents high-1evel design decisions nade in MPTCP' s
devel opnent, and considers their inplications.

Conpani on docunments to this architectural overview are those which
provi de details of the protocol extensions [5], congestion contro
algorithnms [7], and application-level considerations [8]. Put
toget her, these conponents specify a conplete Miultipath TCP design
We note that specific conponents are replaceable in accordance with
the layer and functional deconpositions discussed in this document.

1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [2].

1.2. Term nol ogy

Regul ar/ Si ngl e-Path TCP: The standard version of the TCP [1]
protocol in use today, operating between a single pair of IP
addr esses.

Multipath TCP: A nodified version of the TCP protocol that supports
the sinultaneous use of nultiple paths between hosts.

Pat h: A sequence of |inks between a sender and a receiver, defined
in this context by a source and destination address pair.

Host: An end host either initiating or termnating a Miltipath TCP
connecti on.

MPTCP: The proposed protocol extensions specified in [5] to provide
a Miltipath TCP inpl ementation

Subflow. A flow of TCP segnents operating over an individual path,
which forns part of a larger Miltipath TCP connecti on.

(Mul'tipath TCP) Connection: A set of one or nore subfl ows conbined

to provide a single Miultipath TCP service to an application at a
host .

Ford, et al. Expires July 25, 2011 [ Page 5]



Internet-Draft MPTCP Architecture January 2011

1.3. Reference Scenario

The di agram shown in Figure 1 illustrates a typical usage scenario
for Multipath TCP. Two hosts, A and B, are conmunicating with each
other. These hosts are multi-honed and nul ti-addressed, providing
two di sjoint connections to the Internet. The addresses on each host
are referred to as Al, A2, Bl and B2. There are therefore up to four
di fferent paths between the two hosts: Al-Bl, Al-B2, A2-Bl, A2-B2

Figure 1: Sinple Miultipath TCP Usage Scenario

The scenario could have any nunber of addresses (1 or nore) on each
host, as long as the nunber of paths avail abl e between the two hosts
is 2 or nore (i.e. numaddr(A) * numaddr(B) > 1). The paths created
by these address conbi nations through the Internet need not be
entirely disjoint - potential fairness issues introduced by shared
bottl enecks need to be handl ed by the Milti path TCP congesti on
controller. Furthernore, the paths through the Internet often do not
provide a pure end-to-end service, and instead may be affected by

m ddl eboxes such as NATs and Firewal | s.

2. Coals

This section outlines primary goals that Multipath TCP ains to neet.
These are broadly broken down into: functional goals, which steer
services and features that Miltipath TCP nust provide; and
conpatibility goals, which determ ne how Miulti path TCP shoul d appear
to entities that interact with it.

2. 1. Functional Goal s

In supporting the use of nmultiple paths, Miltipath TCP has the
followi ng two functional goals.

0 |Inprove Throughput: Miltipath TCP MJST support the concurrent use
of multiple paths. To meet the m ni mum performance incentives for
depl oynent, a Miultipath TCP connection over nultiple paths SHOULD
achi eve no | esser throughput than a single TCP connection over the
best constituent path.
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0 |Inprove Resilience: Miltipath TCP MJST support the use of nultiple
pat hs interchangeably for resilience purposes, by permtting
segnents to be sent and re-sent on any available path. 1t follows
that, in the worst case, the protocol MJST be no less resilient
than regul ar single-path TCP

As distribution of traffic anong avail abl e paths and responses to
congestion are done in accordance with resource pooling principles
[3], a secondary effect of nmeeting these goals is that w despread use
of Multipath TCP over the Internet should inprove overall network
utility by shifting | oad away from congested bottl enecks and by

t aki ng advantage of spare capacity wherever possible.

Furt hermore, Miultipath TCP SHOULD feature automatic negotiation of
its use. A host supporting Miultipath TCP that requires the other
host to do so too nust be able to detect reliably whether this host
does in fact support the required extensions, using themif so, and
ot herwi se automatically falling back to single-path TCP

2.2. Compatibility Goals

In addition to the functional goals |isted above, a Multipath TCP
must neet a nunber of conpatibility goals in order to support

depl oynent in today’'s Internet. These goals fall into the follow ng
cat egori es:

2.2.1. Application Conpatibility

Application conpatibility refers to the appearance of Miltipath TCP
to the application both in ternms of the API that can be used and the
expected service nodel that is provided

Multipath TCP MIUST foll ow the same service nodel as TCP [1]: in-
order, reliable, and byte-oriented delivery. Furthernore, a

Mul tipath TCP connection SHOULD provide the application with no worse
t hroughput or resilience than it would expect fromrunning a single
TCP connection over any one of its available paths. A Miltipath TCP
may not, however, be able to provide the same | evel of consistency of
t hroughput and |l atency as a single TCP connection. These, and other
application considerations are discussed in detail in [8].

A mul ti pat h- capabl e equival ent of TCP MJST retain sone |evel of
backward conpatibility with existing TCP APls, so that existing
applications can use the newer transport merely by upgrading the
operating systens of the end-hosts. This does not preclude the use
of an advanced APl to pernit nultipath-aware applications to specify
preferences, nor for users to configure their systens in a different
way fromthe default, for exanple switching on or off the automatic
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use of nultipath extensions.

It is possible for regular TCP sessions today to survive brief breaks
in connectivity by retaining state at end hosts before a tineout
occurs. It would be desirable to support sinilar session continuity
in MPTCP, however the circunstances could be different. Wilst in
regular TCP the I P addresses will remain constant across the break in
connectivity, in MPTCP a different interface may appear. It is
desirable (but not mandated) to support this kind of "break-before-
make" session continuity. This places constraints on security
mechani sns, however, as discussed in Section 5.8. Tinmeouts for this
function would be locally configured.

2.2.2. Network Conpatibility

In the traditional Internet architecture, network devices operate at
the network |layer and | ower layers, with the | ayers above the network
| ayer instantiated only at the end-hosts. While this architecture,
shown in Figure 2, was initially largely adhered to, this layering no
| onger reflects the "ground truth” in the Internet with the
proliferation of m ddl eboxes [9]. M ddl eboxes routinely interpose on
the transport |ayer; sonetinmes even conpletely ternminating transport
connections, thus leaving the application layer as the first rea
end-to-end | ayer, as shown in Figure 3.

B TS + B TS +
| Application |<------------ end-to-end ------------- >| Application |
S + S +
| Transport |<------------ end-to-end ------------- > Transport |
S + S + S + S +
[ Net wor k | <->| Net wor k | <->| Net wor k | <->| Net wor k [
B TS + B TS + B TS + B TS +
End Host Rout er Rout er End Host

Figure 2: Traditional Internet Architecture

o m e e oo o - + o m e e oo o - +
| Application |<------------ end-to-end ------------- >| Application |
e e e - + e e e - + e e e - +
| Transport |<------------------- > Transport |<->| Transport |
S + S + S + S +
[ Net wor k | <->| Net wor k | <->| Net wor k | <->| Net wor k [
o m e e oo o - + o m e e oo o - + o m e e oo o - + o m e e oo o - +
Firewal |,
End Host Rout er NAT, or Proxy End Host

Figure 3: Internet Reality
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M ddl eboxes that interpose on the transport |ayer result in |oss of
"fate-sharing" [10], that is, they often hold "hard" state that, when
|l ost or corrupted, results in loss or corruption of the end-to-end
transport connection

The network conpatibility goal requires that the nultipath extension
to TCP retains conmpatibility with the Internet as it exists today,

i ncl udi ng maki ng reasonable efforts to be able to traverse

predom nant m ddl eboxes such as firewalls, NATs, and perfornmance
enhancing proxies [9]. This requirenment cones from recogni zi ng

m ddl eboxes as a significant deploynment bottleneck for any transport
that is not TCP or UDP, and constrains Miltipath TCP to appear as TCP
does on the wire and to use established TCP extensions where
necessary. To ensure end-to-endness of the transport, we further
require Multipath TCP to preserve fate-sharing w thout making any
assunpti ons about mi ddl ebox behavi or

A detail ed anal ysis of mniddl ebox behaviour and the inmpact on the
Mul tipath TCP architecture is presented in Section 7. 1In addition
network conpatibility must be retained to the extent that Miltipath
TCP MJST fall back to regular TCP if there are insurnountable
inconpatibilities for the nultipath extension on a path.

M ddl eboxes may al so cause sone TCP features to be able to exist on
one subflow but not another. Typically these will be at the subfl ow
| evel (such as SACK [11]) and thus do not affect the connection-I|eve
behaviour. In the future, any proposed TCP connection-I|eve

ext ensi ons shoul d consi der how they can co-exist with MPTCP

The nodifications to support Miltipath TCP renain at the transport

| ayer, although some know edge of the underlying network |ayer is
required. Miltipath TCP SHOULD work with |1 Pv4 and | Pv6

i nterchangeably, i.e. one connection nmay operate over both |IPv4 and
| Pv6 networks.

2.2.3. Conpatibility with other network users

As a corollary to both network and application conpatibility, the
architecture nust enable new Miultipath TCP fl ows to coexi st
gracefully with existing single-path TCP flows, conpeting for
bandwi dt h neither unduly aggressively nor unduly timdly (unless |ow
precedence operation is specifically requested by the application
such as with LEDBAT). The use of nultiple paths MJST NOT unduly harm
users using single-path TCP at shared bottl enecks, beyond the inmpact
that woul d occur from another single-path TCP flow. Miltiple
Multipath TCP flows on a shared bottl eneck MJUST share bandw dth

bet ween each other with similar fairness to that which occurs at a
shared bottleneck with single-path TCP
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2.3. Security Goals

The extension of TCP with nultipath capabilities will bring with it a
nunber of new threats, analysed in detail in [12]. The security goa
for Multipath TCP is to provide a service no | ess secure than
regular, single-path TCP. This will be achieved through a

combi nation of existing TCP security mechanisns (potentially nodified
to align with the Miultipath TCP extensions) and of protection against
the new nultipath threats identified. The design decisions derived
fromthis goal are presented in Section 5. 8.

2.4. Related Protocols

There are several simlarities between SCTP [6] and MPTCP, in that
bot h can make use of multiple addresses at end hosts to give some
multi-path capability. |In SCIP, the primary use case is to support
redundancy and nobility for nultihonmed hosts (i.e. a single path wll
change one of its end host addresses); the sinmultaneous use of
multiple paths is not supported . Extensions are proposed to support
simul taneous multipath transport [13], but these are yet to be
standardi sed. By far the nost w dely used stream based transport
protocol is, however, TCP [1], and SCTP does not neet the network and
application conpatibility goals specified in Section 2.2. For
network conpatibility, there are issues with various mni ddl eboxes
(especially NATs) that are unaware of SCTP and consequently end up

bl ocking it. For application conpatibility, applications need to
actively choose to use SCTP, and with the depl oynent issues very few
choose to do so. MPTCP' s conpatibility goals are in part based on

t hese observations of SCTP' s depl oynent issues.

3. An Architectural Basis For Miltipath TCP

We now present one possible transport architecture that we believe
can effectively support the goals for Miltipath TCP. The new

I nternet nodel described here is based on ideas proposed earlier in
Tng ("Transport next-generation") [14]. VWile by no neans the only
possi bl e architecture supporting nultipath transport, Tng

i ncorporates many | essons | earned from previ ous transport research
and devel opnent practice, and offers a strong starting point from
which to consider the extant Internet architecture and its bearing on
the design of any new Internet transports or transport extensions.
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T +
| Appli cation |
R + ™ Application-oriented transport
[ | | functions (Semantic Layer)
+ - - Transport - -4 --------mmm oo
| | | Network-oriented transport
R R + v functions (Fl owtEndpoi nt Layer)
| Net wor k |
Fom e e e e e +

Exi sting Layers Tng Deconposition

Fi gure 4: Deconposition of Transport Functions

Tng | oosely splits the transport layer into "application-oriented"
and "network-oriented" |layers, as shown in Figure 4. The
application-oriented "Semantic" |ayer inplenents functions driven
primarily by concerns of supporting and protecting the application's
end-t o-end comuni cation, while the network-oriented "Fl ow+Endpoint"
I ayer inplenments functions such as endpoint identification (using
port nunbers) and congestion control. These network-oriented
functions, while traditionally located in the ostensibly "end-to-end"
Transport |ayer, have proven in practice to be of great concern to
networ k operators and the m ddl eboxes they deploy in the network to
enforce network usage policies [15] [16] or optim ze comunication
performance [17]. Figure 5 shows how mi ddl eboxes interact with
different layers in this deconposed nodel of the transport |ayer: the
application-oriented | ayer operates end-to-end, while the network-
oriented | ayer operates "segnent-by-segnent” and can be interposed
upon by ni ddl eboxes.

. + . +
| Application |<------------ end-to-end ------------- >| Application |
TSRS + TSRS +
| Semantic [<---ommmmm--- end-to-end ------------- >  Semantic [
. + eeeeenaaaaaan + Heeeeenaaaaaan + Heeeeenaaaaaan +
| Fl ow+Endpoi nt | <- >| Fl ow+Endpoi nt | <- >| Fl ow+Endpoi nt | <- >| FI ow+Endpoi nt |
. S TS S TS S TS +
| Net wor k | <->| Net wor k | <->| Net wor k | <->| Net wor k |
TSRS + TSRS + TSRS + TSRS +
Fi rewal | Per f or mance
End Host or NAT Enhanci ng Proxy End Host

Fi gure 5: M ddl eboxes in the new I nternet nodel

MPTCP' s architectural design follows Tng' s deconposition as shown in
Figure 6. MPTCP, which provides application conpatibility through
the preservation of TCP-like semantics of gl obal ordering of
application data and reliability, is an instantiation of the
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"application-oriented" Semantic |ayer; whereas the subflow TCP
component, which provides network compatibility by appearing and
behaving as a TCP flow in the network, is an instantiation of the
"net wor k-ori ented" Fl ow+Endpoi nt | ayer

oo e e e ia oo - + oo e e e e e e eeee oo - +
| Appli cation | | Appli cation |
Fo e e e e e e eam o + S +
| Semanti c | | MPTCP |
[------------ e e e - [ + - - - - - - -+ - - - - - - -+
| FlowtEndpt | Fl owt+Endpt | | Subflow (TCP) | Subflow (TCP)

TS S + o e oo o e oo +
[ Net wor k | Net wor k | | I P | I P |
s o m e e oo o - + B B +

Figure 6: Relationship between Tng (left) and MPTCP (ri ght)

As a protocol extension to TCP, MPTCP thus explicitly acknow edges

m ddl eboxes in its design, and specifies a protocol that operates at
two scal es: the MPTCP conponent operates end-to-end, while it allows
the TCP conponent to operate segnent-by-segnent.

4. A Functional Deconposition of MPTCP

The previous two sections have discussed the goals for a Miltipath
TCP design, and provided a basis for deconposing the functions of a
transport protocol in order to better understand the forma solution
should take. This section builds upon this analysis by presenting
the functional conponents that are used within the MPTCP design

MPTCP makes use of (what appear to the network to be) standard TCP
sessions, termed "subflows”, to provide the underlying transport per
path, and as such these retain the network conpatibility desired
MPTCP-specific information is carried in a TCP-conpati bl e manner,

al t hough this nechanismis separate fromthe actual information being
transferred so could evolve in future revisions. Figure 7
illustrates the |l ayered architecture.
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T T +
| Appli cation |
e e e o + Fom e e e e e e e e e e ee oo +
| Application | [ MPTCP [
e + T e I T T T TR
[ TCP [ | Subflow (TCP) | Subflow (TCP)
. + e +
[ I P [ [ I P [ I P [
e e e o + Fom e e e e e e e e e e ee oo +

Fi gure 7: Conparison of Standard TCP and MPTCP Protocol Stacks

Situated bel ow the application, the MPTCP extension in turn manages
multiple TCP subflows belowit. In order to do this, it nust
i npl ement the follow ng functions:

(0]

Ford,

Pat h Managenent: This is the function to detect and use nultiple
pat hs between two hosts. MPTCP uses the presence of multiple IP
addresses at one or both of the hosts as an indicator of this.
The pat h managenent features of the MPTCP protocol are the
mechani sms to signal alternative addresses to hosts, and
mechani sns to set up new subflows joined to an existing MPTCP
connecti on.

Packet Scheduling: This function breaks the bytestreamreceived
fromthe application into segnents to be transnmitted on one of the
avai |l abl e subfl ows. The MPTCP design nakes use of a data sequence
mappi ng, associ ating segnents sent on different subflows to a
connection-1l evel sequence nunbering, thus allow ng segnents sent
on different subflows to be correctly re-ordered at the receiver
The packet schedul er is dependent upon information about the
availability of paths exposed by the path managenent conponent,
and then nakes use of the subflows to transmt queued segments.
This function is al so responsi ble for connection-level re-ordering
on recei pt of packets fromthe TCP subfl ows, according to the
attached data sequence mappi ngs.

Subfl ow (single-path TCP) Interface: A subflow conmponent takes
segnments fromthe packet-scheduling conponent and transmits them
over the specified path, ensuring detectable delivery to the host.
MPTCP uses TCP underneath for network conpatibility; TCP ensures
in-order, reliable delivery. TCP adds its own sequence nunbers to
the segnments; these are used to detect and retransnit |ost packets
at the subflow layer. On receipt, the subflow passes its
reassenbl ed data to the packet scheduling conponent for
connection-1level reassenbly; the data sequence mapping fromthe
sender’s packet scheduling conponent allows re-ordering of the
entire bytestream
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0 Congestion Control: This function coordinates congestion contro
across the subflows. As specified, this congestion control
al gorithm MJUST ensure that a MPTCP connection does not unfairly
take nore bandwi dth than a single path TCP flow woul d take at a
shared bottleneck. An algorithmto support this is specified in

[7].

These functions fit together as follows. The Path Managenent | ooks
after the discovery (and if necessary, initialisation) of multiple
pat hs between two hosts. The Packet Schedul er then receives a stream
of data fromthe application destined for the network, and undertakes
the necessary operations on it (such as segnenting the data into
connection-1evel segnents, and adding a connection-Ilevel sequence
nunber) before sending it on to a subflow. The subflow then adds its
own sequence nunber, ACKs, and passes themto network. The receiving
subflow re-orders data (if necessary) and passes it to the packet
schedul i ng conponent, which perforns connection | evel re-ordering,
and sends the data streamto the application. Finally, the
congestion control conponent exists as part of the packet scheduling,
in order to schedul e which segnents should be sent at what rate on
whi ch subf | ow.

5. High-Level Design Decisions

There is seemingly a wi de range of choices when designing a nultipath
extension to TCP. However, the goals as discussed earlier in this
docunent constrain the possible solutions, leaving relative little
choice in many areas. Here, we outline high-level design choices
that draw fromthe architectural basis discussed earlier in

Section 3, which the design of MPTCP [5] takes into account.

5.1. Sequence Nunbering

MPTCP uses two | evel s of sequence spaces: a connection |evel sequence
nunber, and anot her sequence nunber for each subflow. This pernits
connection-level segnmentation and reassenbly, and retransm ssion of
the sane part of connection-level sequence space on different
subfl ow | evel sequence space.

The alternative approach would be to use a single connection |eve
sequence nunmber, which gets sent on nmultiple subflows. This has two
problens: first, the individual subflows will appear to the network
as TCP sessions with gaps in the sequence space; this in turn may
upset certain m ddl eboxes such as intrusion detection systens, or
certain transparent proxies, and would thus go agai nst the network
conpatibility goal. Second, the sender would not be able to
attribute packet |osses or receptions to the correct path when the
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same segnment is sent on multiple paths (i.e. in the case of
retransm ssi ons).

The sender nust be able to tell the receiver howto reassenble the
data, for delivery to the application. In order to achieve this, the
receiver nust determ ne how subflowlevel data (carrying subfl ow
sequence nunbers) maps at the connection level. W refer to this as
the Data Sequence Mapping. This mapping takes the form (data seq,
subfl ow seq, length), i.e. for a given nunber of bytes (the |ength),

t he subfl ow sequence space begi nning at the given sequence nunber
maps to the connection-level sequence space (beginning at the given
data seq nunber). This information could conceivably have vari ous
sour ces.

One option to signal the Data Sequence Mapping would be to use
existing fields in the TCP segnent (such as subfl ow seqgno, |ength)
and only add the data sequence nunber to each segnment, for instance
as a TCP option. This would be vul nerabl e, however, to niddl eboxes
that resegnment or assenble data, since there is no specified

behavi our for coal escing TCP options. |f one signalled (data seqno,
length), this would still be vulnerable to m ddl eboxes that coal esce
segnments and do not understand MPTCP signalling so do not correctly
rewite the options.

Because of these potential issues, the design decision taken in the
MPTCP protocol is that whenever a mapping for subflow data needs to
be conveyed to the other host, all three pieces of data (data seq,
subfl ow seq, length) nust be sent. To reduce the overhead, it would
be permissible for the napping to be sent periodically and cover nore
than a single segnent. Further experimentation is required to
determi ne what tradeoffs exist regarding the frequency at which

mappi ngs should be sent. It could also be excluded entirely in the
case of a connection before nore than one subflow is used, where the
dat a-1 evel and subfl ow | evel sequence space is the sane.

5.2. Reliability and Retransm ssions

MPTCP features acknow edgenents at connection-level as well as
subfl ow | evel acknow edgenents, in order to provide a robust service
to the application.

Under normal behaviour, MPTCP can use the data sequence nmappi ng and
subfl ow ACKs to deci de when a connection-|evel segnent was received
The transmi ssion of TCP ACKs for a subflow are handled entirely at

the subflow level, in order to maintain TCP semantics and trigger
subfl ow | evel retransm ssions. This has certain inplications on end-
to-end semantics. It nmeans that once a segnent is ACKed at the

subfl ow | evel it cannot be discarded in the re-order buffer at the
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connection level. Secondly, unlike in standard TCP, a receiver
cannot sinply drop out-of-order segnents if needed (for instance, due
to nenory pressure). Under certain circunstances, therefore, it may
be desirable to drop segnents after acknow edgenent on the subfl ow
but before delivery to the application, and this can be facilitated
by a connection-|evel acknow edgenent.

Furthermore, it is possible to conceive of some cases where
connection-1 evel acknow edgenents coul d i nprove robustness. Consider
a subflow traversing a transparent proxy: if the proxy ACKs a segnent
and then crashes, the sender will not retransmt the | ost segnent on
anot her subflow, as it thinks the segnment has been received. The
connection grinds to a halt despite having other working subfl ows,
and the sender would be unable to determine the cause of the problem
An exanpl e situation where this may occur would be nmobility between
wirel ess access points, each of which operates a transport-I|eve
proxy. Finally, as an optimisation, it nmay be feasible for a
connection-1l evel acknowl edgenment to be transnmitted over the shortest
Round-Trip Tine (RTT) path, potentially reducing send buffer
requirenents (see Section 5.3).

Therefore, to provide a fully robust nmultipath TCP sol ution given the
above constraints, MPTCP for use on the public Internet MJST feature
explicit connection-level acknow edgenments, in addition to subflow

| evel acknow edgenents. A connection-|evel acknow edgenent would
only be required in order to signal when the receive w ndow noves
forward; the heuristics for using such a signal are discussed in nore
detail in the protocol specification [5].

Regardi ng retransnissions, it MJST be possible for a segnents to be
retransmtted on a different subflow to that on which it was
originally sent. This is one of MPTCP's core goals, in order to
maintain integrity during tenporary or permanent subflow failure, and
this is enabl ed by the dual sequence nunber space.

The scheduling of retransmissions will have significant inmpact on
MPTCP user experience. The current MPTCP specification suggests that
dat a out standi ng on subflows that have tinmed out should be
reschedul ed for transm ssion on different subflows. This behaviour
ains to mninize disruption when a path breaks, and uses the first
timeout as indicators. Mre conservative versions would be to use
second or third tineouts for the sane segnent.

Typically, fast retransmt on an individual subfloww Il not trigger
retransm ssi on on another subflow, although this may still be
desirable in certain cases, for instance to reduce the receive buffer
requirenents. However, in all cases with retransni ssions on

di fferent subflows, the |ost segnents SHOULD still be sent on the
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path that lost them This is currently believed to be necessary to
mai ntain subflow integrity, as per the network conpatibility goal
By doing this, sonme efficiency is lost, and it is unclear at this
poi nt what the optinmal retransmt strategy is.

Large-scal e experinments are therefore required in order to determ ne
the nost appropriate retransni ssion strategy, and recommendati ons
will be refined once nore information is avail abl e.

5.3. Buffers

To ensure in-order delivery, MPTCP must use a connection |evel
receive buffer, where segnents are placed until they are in order and
can be read by the application

In regular, single-path TCP, it is usually recomended to set the
receive buffer to 2*BDP (Bandw dth-Delay Product, i.e. BDP = BWRIT,
where BW = Bandwi dth and RTT = Round-Trip Tine). One BDP all ows
supporting reordering of segments by the network. The other BDP

all ows the connection to continue during fast retransmt: when a
segnment is fast retransmtted, the receiver nmust be able to store

i ncom ng data during one nore RITT.

For MPTCP, the story is a bit nore conplicated. The ultinate goal is
that a subfl ow packet [oss or subflow failure should not affect the

t hroughput of other working subflows; the receiver should have enough
buffering to store all data until the m ssing segnent is re-
transmtted and reaches the destination

The worst case scenario woul d be when the subflow with the highest
RTT/ RTO (Round-Trip Time or Retransm ssion TimeQut) experiences a
timeout; in that case the receiver has to buffer data from al
subflows for the duration of the RTO Thus, the small est connection-
| evel receive buffer that woul d be needed to avoid stalling with
subflow failures is sun(BW.i)*RTO nmax, where BWi = Bandwi dth for
each subflow and RTO nmax is the largest RTO across all subfl ows.

This is an order of magnitude nore than the receive buffer required
for a single connection, and is probably too expensive for practica
purposes. A nore sensible requirenment is to avoid stalls in the
absence of timeouts. Therefore, the RECOMVENDED receive buffer is
2*sum(BW.i )*RTT_nmax, where RTT nax is the largest RTT across al
subflows. This buffer sizing ensures subflows do not stall when fast
retransmt is triggered on any subfl ow.

The resulting buffer size should be small enough for practical use.

However, there may be extrene cases where fast, high throughput paths
(e.g. 100Md/s, 10nms RTT) are used in conjunction with slow paths
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(e.g. 1Mb/s, 1000ms RTT). |In that case the required receive buffer
woul d be 12.5MB, which is likely too big. |In extreme cases such as
this exanple, it may be prudent to only use sonme of the fastest
avai | abl e paths for the MPTCP connection, potentially using the slow
pat h(s) for backup only.

Send Buffer: The RECOMMENDED send buffer is the sane size as the
recomended receive buffer i.e., 2*sum(BW.i)*RTT_nax. This is
because the sender nust store locally the segnents sent but
unacknow edged by the connection | evel ACK.  The send buffer size
matters particularly for hosts that naintain a | arge nunber of
ongoi ng connections. |If the required send buffer is too large, a
host can choose to only send data on the fast subflows, using the
sl ow subflows only in cases of failure.

5.4. Signalling

Since MPTCP uses TCP as its subflow transport nechanism a MPTCP
connection will also begin as a single TCP connection. Nevertheless,
it must signal to the peer that it supports MPTCP and w shes to use
it on this connection. As such, a TCP Option will be used to
transmt this information, since this is the established nechani sm
for indicating additional functionality on a TCP session

In addition, further signalling is required during the operation of a
MPTCP session, such as that for reassenbly for nultiple subflows, and
for informng the other host about potential other avail able

addr esses.

The MPTCP protocol design will, however, use TCP Options for this
additional signalling. This has been chosen as the mechani sm nost
fitting in with the goals as specified in Section 2. Wth this
mechani sm the signalling requires to operate MPTCP is transported
separately fromthe data, allowing it to be created and processed
separately fromthe data stream and retaining architectura
compatibility with network entities

This decision is the consensus of the Wrking Goup (foll ow ng
detail ed di scussions at |ETF78), and the main reasons for this are as
fol | ows:

0 TCP options are the traditional signalling nethod for TCP

0 A TCP option on a SYNis the nost conpatible way for an end host
to signal it is MPTCP-capabl e;

o |f connection-level ACKs are signalled in the payl oad then they
may suffer from packet |oss and nmay be congestion-controll ed,
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whi ch may affect the data throughput in the forward direction and
could | ead to head-of-line bl ocking;

0 M ddl eboxes, such as NAT traversal hel pers, can easily parse TCP
options, e. g., to rewite addresses.

On the other hand, the main drawbacks of TCP options conpared to TLV
encoding in the payl oad are:

o There is Iimted space for signalling nessages

0 A middl ebox may, potentially, drop a packet with an unknown
option;

o The transport of control information in options is not necessarily
reliable.

The detail ed design of MPTCP alleviates these issues as far as
possi bl e by carefully considering the size of MPTCP options, and
seam essly falling back to regular TCP on the | oss of control data.

Bot h option and payl oad encoding may interfere with offloading of TCP
processing to high speed network interface cards, such as
segnment ati on, checksumm ng, and reassenbly. For network cards
supporting MPTCP, signalling in TCP options should sinplify

of fl oadi ng due to the separate handling of MPTCP signalling and data.

5.5. Path Managenent

Currently, the network does not expose path diversity between pairs

of I P addresses. |In order to achieve path diversity fromtoday' s IP
networks, in the typical case MPTCP uses nultiple addresses at one or
both hosts to infer different paths across the network. It is

expected that these paths, whilst not necessarily entirely non-
overlapping, will be sufficiently disjoint to allow nultipath to
achi eve inproved throughput and robustness. The use of nultiple IP
addresses is a sinple nechanismthat requires no additional features
in the network.

Multiple different (source, destination) address pairs will thus be
used as path selectors in nost cases. Each path will be identified
by a standard five-tuple (i.e. source address, destination address,
source port, destination port, protocol), however, which can all ow
the extension of MPTCP to use ports as well as addresses as path
selectors. This will allow hosts to use port-based | oad bal anci ng
with MPTCP, for exanple if the network routes different ports over
different paths (which may be the case with technol ogi es such as
Equal Cost MultiPath (ECWP) routing [4]). It should be noted,
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however, that |SPs often undertake traffic engineering in order to
optinmise resource utilisation within their networks, and care should
be taken (by both |ISPs and devel opers) that MPTCP using broadly
simlar paths does not adversely interfere with this.

For increased chance of successfully setting up additional subflows
(such as when one end is behind a firewall, NAT, or other restrictive
m ddl ebox), either host SHOULD be able to add new subflows to a MPTCP
connection. MPTCP MIJST be able to handl e paths that appear and

di sappear during the lifetine of a connection (for exanple, through
the activation of an additional network interface).

The path nmanagenent is a separate function fromthe packet

schedul i ng, subflow interface, and congestion control functions of
MPTCP, as documented in Section 4. As such it wuld be feasible to
replace this | P-address-based design with an alternative path

sel ection nmechanismin the future, with no significant changes to the
ot her functional conponents.

5.6. Connection ldentification

Since a MPTCP connection may not be bound to a traditional 5-tuple
(source address and port, destination address and port, protoco
nunmber) for the entirety of its existence, it is desirable to provide
a new nechani sm for connection identification. This will be usefu
for MPTCP-aware applications, and for the MPTCP i npl enentation (and
MPTCP- awar e mi ddl eboxes) to have a unique identifier with which to
associate the nultiple subflows.

Theref ore, each MPTCP connection requires a connection identifier at
each host, which is locally unique within that host. |In many ways,
this is anal ogous to an epheneral port nunber in regular TCP. The
mani f est ati on and purpose of such an identifier is out of the scope
of this architecture docunent.

Legacy applications will not, however, have access to this identifier
and in such cases a MPTCP connection will be identified by the
5-tuple of the first TCP subflow. It is out of the scope of this
docunent, however, to define the behaviour of the MPTCP
implementation if the first TCP subflow later fails. |If there are
MPTCP- unawar € applications that nmake assunptions about continued

exi stence of the initial address pair, their behaviour could be

di srupted by carrying on regardless. It is expected that this is a
very small, possibly negligible, set of applications, however. MPTCP
MUST NOT be used for applications that request to bind to a specific
address or interface, since such applications are nmaking a deliberate
choice of path in use
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Since the requirenents of applications are not clear at this stage,
however, it is as yet unconfirmed whether carrying on in the event of
the loss of the initial address pair would be a damagi ng assunpti on
to make. This behaviour will be an inplenentation-specific solution
and as such it is expected to be chosen by inplenentors once nore
research has been undertaken to deternine its inpact.

5.7. Congestion Contro

As discussed in network-layer conpatibility requirenments

Section 2.2.3, there are three goals for the congestion contro

al gorithnms used by a MPTCP inpl enmentation: inprove throughput (at

| east as well as a single-path TCP connection would perform; do no
harmto other network users (do not take up nore capacity on any one
path than if it was a single path flow using only that route - this
is particularly relevant for shared bottl enecks); and bal ance
congestion by noving traffic away fromthe nost congested paths. To
achi eve these goals, the congestion control algorithnms on each
subfl ow rmust be coupled in some way. A proposal for a suitable
congestion control algorithmis given in [7].

5.8. Security

A detailed threat analysis for Miultipath TCP is presented in a
separate docunment [12]. This focuses on flooding attacks and
hi jacking attacks that can be | aunched against a Multipath TCP
connecti on.

The basic security goal of Multipath TCP, as introduced in
Section 2.3, can be stated as: "provide a solution that is no worse
than standard TCP".

Fromthe threat analysis, and with this goal in mnd, three key
security requirenments can be identified. A nulti-addressed Miltipath
TCP SHOULD be able to:

0 Provide a mechanismto confirmthat the parties in a subflow
handshake are the sane as in the original connection setup (e.qg.
require use of a key exchanged in the initial handshake in the
subfl ow handshake, to limt the scope for hijacking attacks).

o Provide verification that the peer can receive traffic at a new
address before adding it (i.e. verify that the address belongs to
the other host, to prevent flooding attacks).

o0 Provide replay protection, i.e. ensure that a request to add/
remove a subflowis ’'fresh’
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Addi tional nechani sns have been depl oyed as part of standard TCP
stacks to provide resistance to Denial -of -Service attacks. For
exanpl e, there are various nechanisns to protect against TCP reset
attacks [18], and Multipath TCP should continue to support simlar
protection. |In addition, TCP SYN Cookies [19] were devel oped to
allow a TCP server to defer the creation of session state in the
SYN_RCVD state, and renmain stateless until the ESTABLI SHED state had
been reached. Miltipath TCP should, ideally, continue to provide
such functionality and, at a mninmum avoid significant conputationa
burden prior to reaching the ESTABLI SHED state (of the Multipath TCP
connection as a whol e).

It should be noted that aspects of the Miltipath TCP desi gn space
pl ace constraints on the security solution

0 The use of TCP options significantly limts the anount of
information that can be carried in the handshake.

0 The need to work through m ddl eboxes results in the need to handl e
mut abi lity of packets.

0 The desire to support a 'break-before-nmake’ (as well as a 'nake-
bef ore-break’) approach to adding subflows (within a limted tine
period) inplies that a host cannot rely on using a pre-existing
subflow to support the addition of a new one.

The MPTCP protocol will be designed with these security requirenents
in mnd, and the protocol specification [5] will docunent how these
are net.

6. Software Interactions
6.1. Interactions with Applications

In the case of applications that have used an existing APl call to
bind to a specific address or interface, the MPTCP extensi on MJST NOT
be used. This is because the applications are indicating a clear
choice of path to use and thus will have expectations of behavi our
that nmust be maintained, in order to adhere to the application
conpatibility goals.

Interactions with applications are presented in [8] - including, but
not limted to, performances changes that may be expected, semantic
changes, and new features that may be requested through an enhanced
API .

TCP features the ability to send "Urgent" data, the delivery of which
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to the application nay or may not be out-of-band. The use of this
feature is not reconmended due to security inplications and

i npl ementation differences [20]. MPTCP requires contiguous data to
support its Data Sequence Mapping over nmultiple segnents, and
therefore the Urgent pointer cannot interrupt an existing nmapping.
An MPTCP i npl enent ati on MAY choose to support sending Urgent data,
and if it does, it SHOULD send the Urgent data on the soonest
avai | abl e unassi gned subfl ow sequence space. Incom ng Urgent data
SHOULD be mapped to connection-level sequence space and delivered to
the application anal ogous to Urgent data in regular TCP

6.2. Interactions with Managenent Systens

To enable interactions between TCP and network managenent systens,
the TCP [21] and TCP Extended Statistics (ESTATS) [22] M Bs have been
defined. MPTCP should share the these M Bs for aspects that are
designed to be transparent to the application

It is anticipated that a MPTCP MB will be defined in the future,
once experience of experinental MPTCP depl oyments is gathered. This
M B woul d provi de access to MPTCP-specific properties such as whether
MPTCP i s enabl ed, and the nunber and properties of the individual
pat hs in use.

7. Interactions with M ddl eboxes

As discussed in Section 2.2, it is a goal of MPTCP to be depl oyable
today and thus conpatible with the majority of m ddl eboxes. This
section sunmmari ses the issues that may arise with NATs, firewalls,
proxi es, intrusion detection systens, and ot her m ddl eboxes that, if
not considered in the protocol design, may hinder its depl oynent.

This section is intended prinmarily as a description of options and
consi derations only. Protocol-specific solutions to these issues
will be given in the conmpani on docunents.

Multipath TCP will be deployed in a network that no | onger provides
just basic datagramdelivery. A nyriad of m ddl eboxes are depl oyed
to optinmize various perceived problens with the Internet protocols:
NATs prinmarily address | P address space shortage [15], Perfornmance
Enhanci ng Proxi es (PEPs) optinize TCP for different |ink
characteristics [17], firewalls [16] and intrusion detection systens
try to block malicious content fromreaching a host, and traffic
normal i zers [23] ensure a consistent view of the traffic streamto

I ntrusion Detection Systens (IDS) and hosts.

Al'l these mi ddl eboxes optim ze current applications at the expense of
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future applications. |In effect, future applications will often need

to behave in a simlar fashion to existing ones, in order to increase
t he chances of successful deploynent. Further, the precise behaviour
of all these m ddl eboxes is not clearly specified, and inplenentation
errors nmake nmatters worse, raising the bar for the depl oynent of new
t echnol ogi es.

The following Iist of mddl ebox classes docunments behavi our that
could inpact the use of MPTCP. This list is used in [5] to describe
the features of the MPTCP protocol that are used to nmitigate the

i mpact of these niddl ebox behaviours.

0 NATs: Network Address Translators decouple the host’s local IP
address (and, in the case of NAPTs, port) with that which is seen
in the wider Internet when the packets are transmtted through a
NAT. This adds conplexity, and reduces the chances of success,
when signalling | P addresses.

0 PEPs: Performance Enhancing Proxies, which aimto inprove the
performance of protocols over |ow performance (e.g. high | atency
or high error rate) links. As such, they may "split" a TCP
connection and behavi our such as proactive ACKing may occur, and
therefore it is no | onger guaranteed that one host is
communi cating directly with another. PEPs, firewalls or other
m ddl eboxes may al so change the decl ared recei ve wi ndow si ze.

o Traffic Normalizers: These aimto elimnate anbiguities and
potential attacks at the network | evel, and anongst ot her things
are unlikely to permit holes in TCP-1evel sequence space (which
has i nmpact on MPTCP' s retransm ssion and subfl ow sequence
nunmberi ng desi gn choi ces).

o Firewalls: on top of preventing incomng connections, firewalls
may al so attenpt additional protection such as sequence nunber
randoni zation (so a sender cannot reliably know what TCP sequence
nunber the receiver will see).

0 Intrusion Detection Systems: IDSs may | ook for traffic patterns to
protect a network, and may have fal se positives with MPTCP and
drop the connections during nornmal operation. Future MPTCP-aware
m ddl eboxes will require the ability to correlate the various
pat hs in use.

o0 Content-aware Firewalls: Sone niddl eboxes may actively change data
in packets, such as re-witing URIs in HITP traffic.

In addition, all classes of m ddl eboxes may affect TCP traffic in the
foll owi ng ways:
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o0 TCP Options: some middl eboxes may drop packets with unknown TCP
options, or strip those options fromthe packets.

0 Segnentation and Coal esci ng: m ddl eboxes (or even sonething as
close to the end host as TCP Segnentation O floading (TSO on a
Network Interface Card (NIC)) may change the packet boundaries
fromthose which the sender intended. It may do this by splitting
packets, or coal escing themtogether. This leads to two mgjor
i mpacts: we cannot guarantee where a packet boundary wll be, and
we cannot say for sure what a mddlebox will do with TCP options
in these cases (they may be repeated, dropped, or sent only once).
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10. | ANA Consi derations

None.

11. Security Considerations

Thi s informational docunment provides an architectural overview for

Mul tipath TCP and so does not, in itself, raise any security issues.
A separate threat analysis [12] lists threats that can exist with a
Mul ti path TCP. However, a protocol based on the architecture in this
docunent will have a nunmber of security requirenents. The high | eve
goal s for such a protocol are identified in Section 2.3, whilst
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12.

12.

12.

Section 5.8 provides nore detailed discussion of security
requi renents and desi gn decisions which are applied in the MPTCP
prot ocol design [5].
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Appendi x A.  Changel og

(For renoval by the RFC Editor)
A. 1. Changes since draft-ietf-nptcp-architecture-04

0 Responded to | ETF Last Call and | ESG revi ew comrent s.
A. 2. Changes since draft-ietf-nptcp-architecture-03

0 Responded to AD revi ew conments.

A. 3. Changes since draft-ietf-nptcp-architecture-02

0 Responded to WG | ast call review conments. |ncluded editori al
fixes, adding Section 2.4, and inproving Section 5.4 and
Section 7.

A. 4. Changes since draft-ietf-nptcp-architecture-01
0 Responded to revi ew conments.
0 Added security sections.
A.5. Changes since draft-ietf-nptcp-architecture-00
0 Added m ddl ebox conpatibility discussion (Section 7).
0o Carified path identification (TCP 4-tuple) in Section 5.5.

0 Added brief scenario and diagramto Section 1.3.
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