Abstract

This draft describes the methodology for benchmarking MPLS Fast Reroute (FRR) protection mechanisms for link and node protection. This document provides test methodologies and testbed setup for measuring failover times of Fast Reroute techniques while considering factors (such as underlying links) that might impact recovery times for real-time applications bound to MPLS traffic engineered (MPLS-TE) tunnels.
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1. Introduction

This document describes the methodology for benchmarking MPLS Fast Reroute (FRR) protection mechanisms. This document uses much of the terminology defined in [RFC 6414].

Protection mechanisms provide recovery of client services from a planned or an unplanned link or node failures. MPLS FRR protection mechanisms are generally deployed in a network infrastructure where MPLS is used for provisioning of point-to-point traffic engineered tunnels (tunnel). MPLS FRR protection mechanisms aim to reduce service disruption period by minimizing recovery time from most common failures.

Network elements from different manufacturers behave differently to network failures, which impacts the network’s ability and performance for failure recovery. It therefore becomes imperative for service providers to have a common benchmark to understand the performance behaviors of network elements.

There are two factors impacting service availability: frequency of failures and duration for which the failures persist. Failures can be classified further into two types: correlated and uncorrelated. Correlated and uncorrelated failures may be planned or unplanned.

Planned failures are generally predictable. Network implementations should be able to handle both planned and unplanned failures and recover gracefully within a time frame to maintain service assurance. Hence, failover recovery time is one of the most important benchmark that a service provider considers in choosing the building blocks for their network infrastructure.

A correlated failure is a result of the occurrence of two or more failures. A typical example is failure of a logical resource (e.g. layer-2 links) due to a dependency on a common physical resource (e.g. common conduit) that fails. Within the context of MPLS protection mechanisms, failures that arise due to Shared Risk Link Groups (SRLG) [RFC 4202] can be considered as correlated failures.

MPLS FRR [RFC 4090] allows for the possibility that the Label Switched Paths can be re-optimized in the minutes following Failover. IP Traffic would be re-routed according to the preferred path for the post-failure topology. Thus, MPLS-FRR may include additional steps following the occurrence of the failure detection [RFC 6414] and failover event [RFC 6414].
1. Failover Event - Primary Path (Working Path) fails
2. Failure Detection - Failover Event is detected
3. a. Failover - Working Path switched to Backup path
   b. Re-Optimization of Working Path (possible change from Backup Path)
4. Restoration [RFC 6414]
5. Reversion [RFC 6414]

2. Document Scope

This document provides detailed test cases along with different topologies and scenarios that should be considered to effectively benchmark MPLS FRR protection mechanisms and failover times on the Data Plane. Different Failover Events and scaling considerations are also provided in this document.

All benchmarking test-cases defined in this document apply to Facility backup [RFC 4090]. The test cases cover set of interesting failure scenarios and the associated procedures benchmark the performance of the Device Under Test (DUT) to recover from failures. Data plane traffic is used to benchmark failover times. Testing scenarios related to MPLS-TE protection mechanisms when applied to MPLS Transport Profile and IP fast reroute applied to MPLS networks were not considered and are out of scope of this document. However, the test setups considered for MPLS based Layer 3 and Layer 2 services consider LDP over MPLS RSVP-TE configurations.

Benchmarking of correlated failures is out of scope of this document. Detection using Bi-directional Forwarding Detection (BFD) is outside the scope of this document, but mentioned in discussion sections.

The Performance of control plane is outside the scope of this benchmarking.

As described above, MPLS-FRR may include a Re-optimization of the Working Path, with possible packet transfer impairments. Characterization of Re-optimization is beyond the scope of this memo.

3. Existing Definitions and Requirements

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
document are to be interpreted as described in BCP 14, [RFC 2119]. While [RFC 2119] defines the use of these key words primarily for Standards Track documents however, this Informational track document may use some of uses these keywords.

The reader is assumed to be familiar with the commonly used MPLS terminology, some of which is defined in [RFC 4090]. This document uses much of the terminology defined in [RFC 6414]. This document also uses existing terminology defined in other BMWG Work [RFC 1242], [RFC 2285], [RFC 4689]. Appendix B provide abbreviations used in the document

4. General Reference Topology

Figure 1 illustrates the basic reference testbed and is applicable to all the test cases defined in this document. The Tester is comprised of a Traffic Generator (TG) & Test Analyzer (TA) and Emulator. A Tester is connected to the test network and depending upon the test case, the DUT could vary. The Tester sends and receives IP traffic to the tunnel ingress and performs signaling protocol emulation to simulate real network scenarios in a lab environment. The Tester may also support MPLS-TE signaling to act as the ingress node to the MPLS tunnel. The lines in figures represent physical connections.

```
+---------------------------+  +---------------------------+  +---------------------------+
|                            |  |                            |  |                            |
|                            |  |                            |  |                            |
+--------+     +--------+    +--------+    +--------+   +--------+  +--------+
|        |-----|        |----|        |----|        |---|        |
+--------+     +--------+    +--------+    +--------+   +--------+  +--------+
|             |              |            |            |            |
|             |              |            |            |            |
|         +--------+         |            |           TA |
+---------|   R6   |---------+            |
|        |----------------------+
+--------+
```

Fig. 1 Fast Reroute Topology
The tester MUST record the number of lost, duplicate, and out-of-order packets. It should further record arrival and departure times so that Failover Time, Additive Latency, and Reversion Time can be measured. The tester may be a single device or a test system emulating all the different roles along a primary or backup path.

The label stack is dependent of the following 3 entities:

1. Type of protection (Link Vs Node)
2. # of remaining hops of the primary tunnel from the PLR [RFC 6414]
3. # of remaining hops of the backup tunnel from the PLR

Due to this dependency, it is RECOMMENDED that the benchmarking of failover times be performed on all the topologies provided in section 6.

5. Test Considerations

This section discusses the fundamentals of MPLS Protection testing:

1. The types of network events that causes failover (section 5.1)
2. Indications for failover (section 5.2)
3. the use of data traffic (section 5.3)
4. LSP Scaling (Section 5.4)
5. IGP Selection (Section 5.5)
6. Reversion of LSP (Section 5.6)
7. Traffic generation (section 5.7)

5.1. Failover Events [RFC 6414]

The failover to the backup tunnel is primarily triggered by either link or node failures observed downstream of the Point of Local repair (PLR). The failure events are listed below.

Link Failure Events
- Interface Shutdown on PLR side with physical/link Alarm
- Interface Shutdown on remote side with physical/link Alarm
- Interface Shutdown on PLR side with RSVP hello enabled
- Interface Shutdown on remote side with RSVP hello enabled
- Interface Shutdown on PLR side with BFD
- Interface Shutdown on remote side with BFD
- Fiber Pull on the PLR side (Both TX & RX or just the TX)
- Fiber Pull on the remote side (Both TX & RX or just the RX)
- Online insertion and removal (OIR) on PLR side
- OIR on remote side
- Sub-interface failure on PLR side (e.g. shutting down of a VLAN)
- Sub-interface failure on remote side
- Parent interface shutdown on PLR side (an interface bearing multiple sub-interfaces)
- Parent interface shutdown on remote side

Node Failure Events

- A System reload initiated either by a graceful shutdown or by a power failure.
- A system crash due to a software failure or an assert.

5.2. Failure Detection [RFC 6414]

Link failure detection time depends on the link type and failure detection protocols running. For SONET/SDH, the alarm type (such as LOS, AIS, or RDI) can be used. Other link types have layer-two alarms, but they may not provide a short enough failure detection time. Ethernet based links enabled with MPLS/IP do not have layer 2 failure indicators, and therefore relies on layer 3 signaling for failure detection. However for directly connected devices, remote fault indication in the ethernet auto-negotiation scheme could be considered as a type of layer 2 link failure indicator.

MPLS has different failure detection techniques such as BFD, or use of RSVP hellos. These methods can be used for the layer 3 failure indicators required by Ethernet based links, or for some other non-Ethernet based links to help improve failure detection time. However, these fast failure detection mechanisms are out of scope.

The test procedures in this document can be used for a local failure or remote failure scenarios for comprehensive benchmarking and to evaluate failover performance independent of the failure detection techniques.
5.3. Use of Data Traffic for MPLS Protection benchmarking

Currently end customers use packet loss as a key metric for Failover Time [RFC 6414]. Failover Packet Loss [RFC 6414] is an externally observable event and has direct impact on application performance. MPLS protection is expected to minimize the packet loss in the event of a failure. For this reason it is important to develop a standard router benchmarking methodology for measuring MPLS protection that uses packet loss as a metric. At a known rate of forwarding, packet loss can be measured and the failover time can be determined. Measurement of control plane signaling to establish backup paths is not enough to verify failover. Failover is best determined when packets are actually traversing the backup path.

An additional benefit of using packet loss for calculation of failover time is that it allows use of a black-box test environment. Data traffic is offered at line-rate to the device under test (DUT) and an emulated network failure event is forced to occur, and packet loss is externally measured to calculate the convergence time. This setup is independent of the DUT architecture.

In addition, this methodology considers the packets in error and duplicate packets [RFC 4689] that could have been generated during the failover process. The methodologies consider lost, out-of-order [RFC 4689] and duplicate packets to be impaired packets that contribute to the Failover Time.

5.4. LSP and Route Scaling

Failover time performance may vary with the number of established primary and backup tunnel label switched paths (LSP) and installed routes. However the procedure outlined here should be used for any number of LSPs (L) and number of routes protected by PLR(R). The amount of L and R must be recorded.

5.5. Selection of IGP

The underlying IGP could be ISIS-TE or OSPF-TE for the methodology proposed here. See [RFC 6412] for IGP options to consider and report.

5.6. Restoration and Reversion [RFC 6414]

Path restoration provides a method to restore an alternate primary LSP upon failure and to switch traffic from the Backup Path to the restored Primary Path (Reversion). In MPLS-FRR, Reversion can be implemented as Global Reversion or Local Reversion. It is important to include Restoration and Reversion as a step in each test case to
measure the amount of packet loss, out of order packets, or duplicate packets that is produced.

Note: In addition to restoration and reversion, re-optimization can take place while the failure is still not recovered but it depends on the user configuration, and re-optimization timers.

5.7. Offered Load

It is suggested that there be three or more traffic streams as long as there is a steady and constant rate of flow for all the streams. In order to monitor the DUT performance for recovery times, a set of route prefixes should be advertised before traffic is sent. The traffic should be configured towards these routes.

Prefix-dependency behaviors are key in IP and tests with route-specific flows spread across the routing table will reveal this dependency. Generating traffic to all of the prefixes reachable by the protected tunnel (probably in a Round-Robin fashion, where the traffic is destined to all the prefixes but one prefix at a time in a cyclic manner) is not recommended. Round-Robin traffic generation is not recommended to all prefixes, as time to hit all the prefixes may be higher than the failover time. This phenomenon will reduce the granularity of the measured results and the results observed may not be accurate.

5.8. Tester Capabilities

It is RECOMMENDED that the Tester used to execute each test case have the following capabilities:

1. Ability to establish MPLS-TE tunnels and push/pop labels.
2. Ability to produce Failover Event [RFC 6414].
3. Ability to insert a timestamp in each data packet’s IP payload.
4. An internal time clock to control timestamping, time measurements, and time calculations.
5. Ability to disable or tune specific Layer-2 and Layer-3 protocol functions on any interface(s).
6. Ability to react upon the receipt of path error from the PLR

The Tester MAY be capable to make non-data plane convergence observations and use those observations for measurements.

5.9. Failover Time Measurement Methods

Failover Time is calculated using one of the following three methods:

1. Packet-Loss Based method (PLBM): (Number of packets dropped / packets per second * 1000) milliseconds. This method could also be referred as Loss-Derived method.

2. Time-Based Loss Method (TBLM): This method relies on the ability of the Traffic generators to provide statistics which reveal the duration of failure in milliseconds based on when the packet loss occurred (interval between non-zero packet loss and zero loss).

3. Timestamp Based Method (TBM): This method of failover calculation is based on the timestamp that gets transmitted as payload in the packets originated by the generator. The Traffic Analyzer records the timestamp of the last packet received before the failover event and the first packet after the failover and derives the time based on the difference between these 2 timestamps. Note: The payload could also contain sequence numbers for out-of-order packet calculation and duplicate packets.

The timestamp based method would be able to detect Reversion impairments beyond loss, thus it is RECOMMENDED method as a Failover Time method.

6. Reference Test Setup

In addition to the general reference topology shown in figure 1, this section provides detailed insight into various proposed test setups that should be considered for comprehensively benchmarking the failover time in different roles along the primary tunnel.

This section proposes a set of topologies that covers all the scenarios for local protection. All of these topologies can be mapped to the reference topology shown in Figure 1. Topologies provided in this section refer to the testbed required to benchmark failover time when the DUT is configured as a PLR in either Headend or midpoint role. Provided with each topology below is the label stack at the PLR. Penultimate Hop Popping (PHP) MAY be used and must be reported when used.
Figures 2 thru 9 use the following convention and are subset of figure 1:

- **HE** is Headend
- **TE** is Tail-End
- **MID** is Mid point
- **MP** is Merge Point
- **PLR** is Point of Local Repair
- **PRI** is Primary Path
- **BKP** denotes Backup Path and Nodes
- **UR** is Upstream Router

### 6.1. Link Protection

#### 6.1.1. Link Protection - 1 hop primary (from PLR) and 1 hop backup TE tunnels

![Diagram of link protection](attachment:linkProtectionDiagram.png)

<table>
<thead>
<tr>
<th>Traffic</th>
<th>Num of Labels before failure</th>
<th>Num of labels after failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP TRAFFIC (P-P)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Layer3 VPN (PE-PE)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Layer3 VPN (PE-P)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Layer2 VC (PE-PE)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Layer2 VC (PE-P)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Mid-point LSPs</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Note:** Please note the following:

- a) For P-P case, R2 and R3 acts as P routers
- b) For PE-PE case, R2 acts as PE and R3 acts as a remote PE
- c) For PE-P case, R2 acts as a PE router, R3 acts as a P router and R5 acts as remote PE router (Please refer to figure 1 for complete setup)
- d) For Mid-point case, R1, R2 and R3 act as shown in above figure HE, Midpoint/PLR and TE respectively
6.1.2. Link Protection - 1 hop primary (from PLR) and 2 hop backup TE tunnels

![Diagram of 1 hop primary and 2 hop backup TE tunnels]

Traffic before failure Num of Labels Num of labels after failure

- IP TRAFFIC (P-P) 0 1
- Layer3 VPN (PE-PE) 1 2
- Layer3 VPN (PE-P) 2 3
- Layer2 VC (PE-PE) 1 2
- Layer2 VC (PE-P) 2 3
- Mid-point LSPs 0 1

Note: Please note the following:

a) For P-P case, R2 and R3 acts as P routers
b) For PE-PE case, R2 acts as PE and R3 acts as a remote PE
c) For PE-P case, R2 acts as a PE router, R3 acts as a P router and R5 acts as remote PE router (Please refer to figure 1 for complete setup)
d) For Mid-point case, R1, R2 and R3 act as shown in above figure HE, Midpoint/PLR and TE respectively

6.1.3. Link Protection - 2+ hop (from PLR) primary and 1 hop backup TE tunnels
Figure 4.

<table>
<thead>
<tr>
<th>Traffic</th>
<th>Num of Labels before failure</th>
<th>Num of labels after failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP TRAFFIC (P-P)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Layer3 VPN (PE-PE)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Layer3 VPN (PE-P)</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Layer2 VC (PE-PE)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Layer2 VC (PE-P)</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Mid-point LSPs</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Note: Please note the following:

a) For P-P case, R2, R3 and R4 acts as P routers
b) For PE-PE case, R2 acts as PE and R4 acts as a remote PE
c) For PE-P case, R2 acts as a PE router, R3 acts as a P router and R5 acts as remote PE router (Please refer to figure 1 for complete setup)
d) For Mid-point case, R1, R2, R3 and R4 act as shown in above figure HE, Midpoint/PLR and TE respectively

6.1.4. Link Protection - 2+ hop (from PLR) primary and 2 hop backup TE tunnels
Figure 5.

<table>
<thead>
<tr>
<th>Traffic</th>
<th>Num of Labels before failure</th>
<th>Num of labels after failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP TRAFFIC (P-P)</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Layer3 VPN (PE-PE)</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Layer3 VPN (PE-P)</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Layer2 VC (PE-PE)</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Layer2 VC (PE-P)</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Mid-point LSPs</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Note: Please note the following:

a) For P-P case, R2, R3 and R4 acts as P routers
b) For PE-PE case, R2 acts as PE and R4 acts as a remote PE
c) For PE-P case, R2 acts as a PE router, R3 acts as a P router and R5 acts as a remote PE router (Please refer to figure 1 for complete setup)
d) For Mid-point case, R1, R2, R3 and R4 act as shown in above figure HE, Midpoint/PLR and TE respectively

6.2. Node Protection

6.2.1. Node Protection - 2 hop primary (from PLR) and 1 hop backup TE tunnels
Figure 6.

<table>
<thead>
<tr>
<th>Traffic</th>
<th>Num of Labels before failure</th>
<th>Num of labels after failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP TRAFFIC (P-P)</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Layer3 VPN (PE-PE)</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Layer3 VPN (PE-P)</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Layer2 VC (PE-PE)</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Layer2 VC (PE-P)</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Mid-point LSPs</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Note: Please note the following:

a) For P-P case, R2, R3 and R3 acts as P routers
b) For PE-PE case, R2 acts as PE and R4 acts as a remote PE
c) For PE-P case, R2 acts as a PE router, R4 acts as a P router and R5 acts as remote PE router (Please refer to figure 1 for complete setup)
d) For Mid-point case, R1, R2, R3 and R4 act as shown in above figure HE, Midpoint/PLR and TE respectively

6.2.2. Node Protection – 2 hop primary (from PLR) and 2 hop backup TE tunnels

Figure 7.
<table>
<thead>
<tr>
<th>Traffic</th>
<th>Num of Labels before failure</th>
<th>Num of labels after failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP TRAFFIC (P-P)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Layer3 VPN (PE-PE)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Layer3 VPN (PE-P)</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Layer2 VC (PE-PE)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Layer2 VC (PE-P)</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Mid-point LSPs</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Note: Please note the following:

a) For P-P case, R2, R3 and R4 acts as P routers
b) For PE-PE case, R2 acts as PE and R4 acts as a remote PE
c) For PE-P case, R2 acts as a PE router, R4 acts as a P router and R5 acts as remote PE router (Please refer to figure 1 for complete setup)
d) For Mid-point case, R1, R2, R3 and R4 act as shown in above figure HE, Midpoint/PLR and TE respectively

6.2.3. Node Protection - 3+ hop primary (from PLR) and 1 hop backup TE tunnels

+--------+ +--------+PRI+--------+PRI+--------+PRI+--------+PRI+--------+
| R1     | R2     | R3     | R4     | R5     |
| UR/HE  | HE/MID | MID    | MP     | TE     |
| PLR    |        |        |        |        |
| +--------+ +--------+ +--------+ +--------+ +--------+
| BKP     |        |        |        |        |

Figure 8.
a) For P-P case, R2, R3, R4 and R5 acts as P routers
b) For PE-PE case, R2 acts as PE and R5 acts as a remote PE
c) For PE-P case, R2 acts as a PE router, R4 acts as a P router and R5 acts as remote PE router (Please refer to figure 1 for complete setup)
d) For Mid-point case, R1, R2, R3, R4 and R5 act as shown in above figure

HE, Midpoint/PLR and TE respectively

6.2.4. Node Protection - 3+ hop primary (from PLR) and 2 hop backup TE tunnels

Traffic before failure Num of Labels after failure Num of labels
IP TRAFFIC (P-P) 1 2
Layer3 VPN (PE-PE) 2 3
Layer3 VPN (PE-P) 3 4
Layer2 VC (PE-PE) 2 3
Layer2 VC (PE-P) 3 4
Mid-point LSPs 1 2

Note: Please note the following:

a) For P-P case, R2, R3, R4 and R5 acts as P routers
b) For PE-PE case, R2 acts as PE and R5 acts as a remote PE
c) For PE-P case, R2 acts as a PE router, R4 acts as a P router and R5 acts as remote PE router (Please refer to figure 1 for complete setup)
d) For Mid-point case, R1, R2, R3, R4 and R5 act as shown in above figure

HE, Midpoint/PLR and TE respectively
7. Test Methodology

The procedure described in this section can be applied to all the 8 base test cases and the associated topologies. The backup as well as the primary tunnels are configured to be alike in terms of bandwidth usage. In order to benchmark failover with all possible label stack depth applicable as seen with current deployments, it is RECOMMENDED to perform all of the test cases provided in this section. The forwarding performance test cases in section 7.1 MUST be performed prior to performing the failover test cases.

The considerations of Section 4 of [RFC 2544] are applicable when evaluating the results obtained using these methodologies as well.

7.1. MPLS FRR Forwarding Performance

Benchmarking Failover Time [RFC 6414] for MPLS protection first requires baseline measurement of the forwarding performance of the test topology including the DUT. Forwarding performance is benchmarked by the Throughput as defined in [RFC 5695] and measured in units pps. This section provides two test cases to benchmark forwarding performance. These are with the DUT configured as a Headend PLR, Mid-Point PLR, and Egress PLR.

7.1.1. Headend PLR Forwarding Performance

Objective:

To benchmark the maximum rate (pps) on the PLR (as headend) over primary LSP and backup LSP.

Test Setup:

A. Select any one topology out of the 8 from section 6.

B. Select or enable IP, Layer 3 VPN or Layer 2 VPN services with DUT as Headend PLR.

C. The DUT will also have 2 interfaces connected to the traffic Generator/analyzer. (If the node downstream of the PLR is not a simulated node, then the Ingress of the tunnel should have one link connected to the traffic generator and the node downstream to the PLR or the egress of the tunnel should have a link connected to the traffic analyzer).

Procedure:
1. Establish the primary LSP on R2 required by the topology selected.

2. Establish the backup LSP on R2 required by the selected topology.

3. Verify primary and backup LSPs are up and that primary is protected.

4. Verify Fast Reroute protection is enabled and ready.

5. Setup traffic streams as described in section 5.7.

6. Send MPLS traffic over the primary LSP at the Throughput supported by the DUT (section 6, RFC 2544).

7. Record the Throughput over the primary LSP.

8. Trigger a link failure as described in section 5.1.

9. Verify that the offered load gets mapped to the backup tunnel and measure the Additive Backup Delay (RFC 6414).

10. 30 seconds after Failover, stop the offered load and measure the Throughput, Packet Loss, Out-of-Order Packets, and Duplicate Packets over the Backup LSP.

11. Adjust the offered load and repeat steps 6 through 10 until the Throughput values for the primary and backup LSPs are equal.

12. Record the final Throughput, which corresponds to the offered load that will be used for the Headend PLR failover test cases.

7.1.2. Mid-Point PLR Forwarding Performance

Objective:

To benchmark the maximum rate (pps) on the PLR (as mid-point) over primary LSP and backup LSP.

Test Setup:
A. Select any one topology out of the 8 from section 6.

B. The DUT will also have 2 interfaces connected to the traffic generator.

Procedure:

1. Establish the primary LSP on R1 required by the topology selected.

2. Establish the backup LSP on R2 required by the selected topology.

3. Verify primary and backup LSPs are up and that primary is protected.

4. Verify Fast Reroute protection is enabled and ready.

5. Setup traffic streams as described in section 5.7.

6. Send MPLS traffic over the primary LSP at the Throughput supported by the DUT (section 6, RFC 2544).

7. Record the Throughput over the primary LSP.

8. Trigger a link failure as described in section 5.1.

9. Verify that the offered load gets mapped to the backup tunnel and measure the Additive Backup Delay (RFC 6414).

10. 30 seconds after Failover, stop the offered load and measure the Throughput, Packet Loss, Out-of-Order Packets, and Duplicate Packets over the Backup LSP.

11. Adjust the offered load and repeat steps 6 through 10 until the Throughput values for the primary and backup LSPs are equal.

12. Record the final Throughput which corresponds to the offered load that will be used for the Mid-Point PLR failover test cases.
7.2. Headend PLR with Link Failure

Objective:

To benchmark the MPLS failover time due to link failure events described in section 5.1 experienced by the DUT which is the Headend PLR.

Test Setup:

A. Select any one topology out of the 8 from section 6.

B. Select or enable IP, Layer 3 VPN or Layer 2 VPN services with DUT as Headend PLR.

C. The DUT will also have 2 interfaces connected to the traffic Generator/Analyzer. (If the node downstream of the PLR is not a simulated node, then the Ingress of the tunnel should have one link connected to the traffic generator and the node downstream to the PLR or the egress of the tunnel should have a link connected to the traffic analyzer).

Test Configuration:

1. Configure the number of primaries on R2 and the backups on R2 as required by the topology selected.

2. Configure the test setup to support Reversion.

3. Advertise prefixes (as per FRR Scalability Table described in Appendix A) by the tail end.

Procedure:

Test Case "7.1.1. Headend PLR Forwarding Performance" MUST be completed first to obtain the Throughput to use as the offered load.

1. Establish the primary LSP on R2 required by the topology selected.
2. Establish the backup LSP on R2 required by the selected topology.

3. Verify primary and backup LSPs are up and that primary is protected.

4. Verify Fast Reroute protection is enabled and ready.

5. Setup traffic streams for the offered load as described in section 5.7.

6. Provide the offered load from the tester at the Throughput [RFC 1242] level obtained from test case 7.1.1.

7. Verify traffic is switched over Primary LSP without packet loss.

8. Trigger a link failure as described in section 5.1.

9. Verify that the offered load gets mapped to the backup tunnel and measure the Additive Backup Delay.

10. 30 seconds after Failover [RFC 6414], stop the offered load and measure the total Failover Packet Loss [RFC 6414].

11. Calculate the Failover Time [RFC 6414] benchmark using the selected Failover Time Calculation Method (TBLM, PLBM, or TBM) [RFC 6414].

12. Restart the offered load and restore the primary LSP to verify Reversion [RFC 6414] occurs and measure the Reversion Packet Loss [RFC 6414].

13. Calculate the Reversion Time [RFC 6414] benchmark using the selected Failover Time Calculation Method (TBLM, PLBM, or TBM) [RFC 6414].

14. Verify Headend signals new LSP and protection should be in place again.

IT is RECOMMENDED that this procedure be repeated for each of the link failure triggers defined in section 5.1.

7.3. Mid-Point PLR with Link Failure

Objective:
To benchmark the MPLS failover time due to link failure events described in section 5.1 experienced by the DUT which is the Mid-Point PLR.

Test Setup:

A. Select any one topology out of the 8 from section 6.

B. The DUT will also have 2 interfaces connected to the traffic generator.

Test Configuration:

1. Configure the number of primaries on R1 and the backups on R2 as required by the topology selected.

2. Configure the test setup to support Reversion.

3. Advertise prefixes (as per FRR Scalability Table described in Appendix A) by the tail end.

Procedure:

Test Case "7.1.2. Mid-Point PLR Forwarding Performance" MUST be completed first to obtain the Throughput to use as the offered load.

1. Establish the primary LSP on R1 required by the topology selected.

2. Establish the backup LSP on R2 required by the selected topology.

3. Perform steps 3 through 14 from section 7.2 Headend PLR with Link Failure.

IT is RECOMMENDED that this procedure be repeated for each of the link failure triggers defined in section 5.1.
7.4. Headend PLR with Node Failure

Objective:

To benchmark the MPLS failover time due to Node failure events described in section 5.1 experienced by the DUT which is the Headend PLR.

Test Setup:

A. Select any one topology out of the 8 from section 6.

B. Select or enable IP, Layer 3 VPN or Layer 2 VPN services with DUT as Headend PLR.

C. The DUT will also have 2 interfaces connected to the traffic generator/ analyzer.

Test Configuration:

1. Configure the number of primaries on R2 and the backups on R2 as required by the topology selected.

2. Configure the test setup to support Reversion.

3. Advertise prefixes (as per FRR Scalability Table described in Appendix A) by the tail end.

Procedure:

Test Case "7.1.1. Headend PLR Forwarding Performance" MUST be completed first to obtain the Throughput to use as the offered load.

1. Establish the primary LSP on R2 required by the topology selected.

2. Establish the backup LSP on R2 required by the selected topology.

3. Verify primary and backup LSPs are up and that primary is protected.
4. Verify Fast Reroute protection is enabled and ready.

5. Setup traffic streams for the offered load as described in section 5.7.

6. Provide the offered load from the tester at the Throughput [RFC 1242] level obtained from test case 7.1.1.

7. Verify traffic is switched over Primary LSP without packet loss.

8. Trigger a node failure as described in section 5.1.

9. Perform steps 9 through 14 in 7.2 Headend PLR with Link Failure.

IT is RECOMMENDED that this procedure be repeated for each of the node failure triggers defined in section 5.1.

7.5. Mid-Point PLR with Node Failure

Objective:

To benchmark the MPLS failover time due to Node failure events described in section 5.1 experienced by the DUT which is the Mid-Point PLR.

Test Setup:

A. Select any one topology from section 6.1 to 6.2.

B. The DUT will also have 2 interfaces connected to the traffic generator.

Test Configuration:

1. Configure the number of primaries on R1 and the backups on R2 as required by the topology selected.

2. Configure the test setup to support Reversion.

3. Advertise prefixes (as per FRR Scalability Table described in Appendix A) by the tail end.
Procedure:

Test Case "7.1.1. Mid-Point PLR Forwarding Performance" MUST be completed first to obtain the Throughput to use as the offered load.

1. Establish the primary LSP on R1 required by the topology selected.
2. Establish the backup LSP on R2 required by the selected topology.
3. Verify primary and backup LSPs are up and that primary is protected.
4. Verify Fast Reroute protection is enabled and ready.
5. Setup traffic streams for the offered load as described in section 5.7.
6. Provide the offered load from the tester at the Throughput [RFC 1242] level obtained from test case 7.1.1.
7. Verify traffic is switched over Primary LSP without packet loss.
8. Trigger a node failure as described in section 5.1.
9. Perform steps 9 through 14 in 7.2 Headend PLR with Link Failure.

IT is RECOMMENDED that this procedure be repeated for each of the node failure triggers defined in section 5.1.

8. Reporting Format

For each test, it is RECOMMENDED that the results be reported in the following format.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>IGP used for the test</td>
<td>ISIS-TE/</td>
</tr>
<tr>
<td></td>
<td>OSPF-TE</td>
</tr>
</tbody>
</table>
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Interface types: Gige, POS, ATM, VLAN etc.

Packet Sizes offered to the DUT: Bytes (at layer 3)

Offered Load (Throughput): packets per second

IGP routes advertised: Number of IGP routes

Penultimate Hop Popping: Used/Not Used

RSVP hello timers: Milliseconds

Number of Protected tunnels: Number of tunnels

Number of VPN routes installed: Number of VPN routes on the Headend

Number of VC tunnels: Number of VC tunnels

Number of mid-point tunnels: Number of tunnels

Number of Prefixes protected by Primary Tunnel: Number of LSPs

Topology being used: Section number, and figure reference

Failover Event: Event type

Re-optimization: Yes/No

Benchmarks (to be recorded for each test case):

Failover-
  Failover Time: seconds
  Failover Packet Loss: packets
  Additive Backup Delay: seconds
  Out-of-Order Packets: packets
  Duplicate Packets: packets
  Failover Time Calculation Method: Method Used

Reversion-
  Reversion Time: seconds
  Reversion Packet Loss: packets
  Additive Backup Delay: seconds
  Out-of-Order Packets: packets
  Duplicate Packets: packets
  Failover Time Calculation Method: Method Used
9. Security Considerations

Benchmarking activities as described in this memo are limited to technology characterization using controlled stimuli in a laboratory environment, with dedicated address space and the constraints specified in the sections above.

The benchmarking network topology will be an independent test setup and MUST NOT be connected to devices that may forward the test traffic into a production network, or misroute traffic to the test management network.

Further, benchmarking is performed on a "black-box" basis, relying solely on measurements observable external to the DUT/SUT.

Special capabilities SHOULD NOT exist in the DUT/SUT specifically for benchmarking purposes. Any implications for network security arising from the DUT/SUT SHOULD be identical in the lab and in production networks.

10. IANA Considerations

This draft does not require any new allocations by IANA.
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Appendix A. Fast Reroute Scalability Table

This section provides the recommended numbers for evaluating the scalability of fast reroute implementations. It also recommends the typical numbers for IGP/VPNv4 Prefixes, LSP Tunnels and VC entries. Based on the features supported by the device under test (DUT), appropriate scaling limits can be used for the test bed.

A1. FRR IGP Table

<table>
<thead>
<tr>
<th>No. of Headend TE Tunnels</th>
<th>IGP Prefixes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>500</td>
</tr>
<tr>
<td>1</td>
<td>1000</td>
</tr>
<tr>
<td>1</td>
<td>2000</td>
</tr>
<tr>
<td>1</td>
<td>5000</td>
</tr>
<tr>
<td>2 (Load Balance)</td>
<td>100</td>
</tr>
<tr>
<td>2 (Load Balance)</td>
<td>500</td>
</tr>
<tr>
<td>2 (Load Balance)</td>
<td>1000</td>
</tr>
<tr>
<td>2 (Load Balance)</td>
<td>2000</td>
</tr>
<tr>
<td>2 (Load Balance)</td>
<td>5000</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>2000</td>
<td>2000</td>
</tr>
</tbody>
</table>
### A2. FRR VPN Table

<table>
<thead>
<tr>
<th>No. of Headend TE Tunnels</th>
<th>VPNv4 Prefixes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>500</td>
</tr>
<tr>
<td>1</td>
<td>1000</td>
</tr>
<tr>
<td>1</td>
<td>2000</td>
</tr>
<tr>
<td>1</td>
<td>5000</td>
</tr>
<tr>
<td>1</td>
<td>10000</td>
</tr>
<tr>
<td>1</td>
<td>20000</td>
</tr>
<tr>
<td>1</td>
<td>Max</td>
</tr>
<tr>
<td>2 (Load Balance)</td>
<td>100</td>
</tr>
<tr>
<td>2 (Load Balance)</td>
<td>500</td>
</tr>
<tr>
<td>2 (Load Balance)</td>
<td>1000</td>
</tr>
<tr>
<td>2 (Load Balance)</td>
<td>2000</td>
</tr>
<tr>
<td>2 (Load Balance)</td>
<td>5000</td>
</tr>
<tr>
<td>2 (Load Balance)</td>
<td>10000</td>
</tr>
<tr>
<td>2 (Load Balance)</td>
<td>20000</td>
</tr>
<tr>
<td>2 (Load Balance)</td>
<td>Max</td>
</tr>
</tbody>
</table>

### A3. FRR Mid-Point LSP Table

No of Mid-point TE LSPs could be configured at recommended levels - 100, 500, 1000, 2000, or max supported number.
<table>
<thead>
<tr>
<th>No. of Headend TE Tunnels</th>
<th>VC entries</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>500</td>
</tr>
<tr>
<td>1</td>
<td>1000</td>
</tr>
<tr>
<td>1</td>
<td>2000</td>
</tr>
<tr>
<td>1</td>
<td>Max</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>2000</td>
<td>2000</td>
</tr>
</tbody>
</table>

Appendix B. Abbreviations

AIS - Alarm Indication Signal
BFD - Bidirectional Fault Detection
BGP - Border Gateway protocol
CE - Customer Edge
DUT - Device Under Test
FRR - Fast Reroute
IGP - Interior Gateway Protocol
IP - Internet Protocol
LOS - Loss of Signal
LSP - Label Switched Path
MP - Merge Point
MPLS - Multi Protocol Label Switching
N-Nhop - Next - Next Hop
Nhop - Next Hop
OIR - Online Insertion and Removal
P - Provider
PE - Provider Edge
PHP - Penultimate Hop Popping
PLR - Point of Local Repair
RSVP - Resource reSerVation Protocol
SRLG - Shared Risk Link Group
TA - Traffic Analyzer
TE - Traffic Engineering
TG - Traffic Generator
VC - Virtual Circuit
VPN - Virtual Private Network
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Abstract

This document provides common terminology and metrics for benchmarking the performance of sub-IP layer protection mechanisms. The performance benchmarks are measured at the IP-Layer with protection may be provided at the Sub-IP layer. The benchmarks and terminology can be applied in methodology documents for different sub-IP layer protection mechanisms such as Automatic Protection Switching (APS), Virtual Router Redundancy Protocol (VRRP), Stateful High Availability (HA), and Multi-Protocol Label Switching Fast Reroute (MPLS-FRR).
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1. Introduction

The IP network layer provides route convergence to protect data traffic against planned and unplanned failures in the internet. Fast convergence times are critical to maintain reliable network connectivity and performance. Convergence Events [6] are recognized at the IP Layer so that Route Convergence [6] occurs. Technologies that function at sub-IP layers can be enabled to provide further protection of IP traffic by providing the failure recovery at the sub-IP layers so that the outage is not observed at the IP-layer. Such sub-IP protection technologies include, but are not limited to, High Availability (HA) stateful failover, Virtual Router Redundancy Protocol (VRRP) [8], Automatic Link Protection (APS) for SONET/SDH, Resilient Packet Ring (RPR) for Ethernet, and Fast Reroute for Multi-Protocol Label Switching (MPLS-FRR) [9].

1.1 Scope

Benchmarking terminology was defined for IP-layer convergence in [6]. Different terminology and methodologies specific to benchmarking sub-IP layer protection mechanisms are required. The metrics for benchmarking the performance of sub-IP protection mechanisms are measured at the IP layer, so that the results are always measured in reference to IP and independent of the specific protection mechanism being used. The purpose of this document is to provide a single terminology for benchmarking sub-IP protection mechanisms.

A common terminology for Sub-IP layer protection mechanism benchmarking enables different implementations of a protection mechanism to be benchmarked and evaluated. In addition, implementations of different protection mechanisms can be benchmarked and evaluated. It is intended that there can exist unique methodology documents for each sub-IP protection mechanism based upon this common terminology document. The terminology can be applied to methodologies that benchmark sub-IP protection mechanism performance with a single stream of traffic or multiple streams of traffic. The traffic flow may be uni-directional or bi-directional as to be indicated in the methodology.

1.2 General Model

The sequence of events to benchmark the performance of Sub-IP Protection Mechanisms is as follows:

1. Failover Event - Primary Path fails
2. Failure Detection- Failover Event is detected
3. Failover - Backup Path becomes the Working Path due to Failover Event
4. Restoration - Primary Path recovers from a Failover Event
5. Reversion (optional) - Primary Path becomes the Working Path

These terms are further defined in this document.
Figures 1 through 5 show models that MAY be used when benchmarking Sub-IP Protection mechanisms, which MUST use a Protection Switching System that consists of a minimum of two Protection-Switching Nodes, an Ingress Node known as the Headend Node and an Egress Node known as the Merge Node. The Protection Switching System MUST include either a Primary Path and Backup Path, as shown in Figures 1 through 4, or a Primary Node and Standby Node, as shown in Figure 5. A Protection Switching System may provide link protection, node protection, path protection, local link protection, and high availability, as shown in Figures 1 through 5 respectively. A Failover Event occurs along the Primary Path or at the Primary Node. The Working Path is the Primary Path prior to the Failover Event and the Backup Path after the Failover Event. A Tester is set outside the two paths or nodes as it sends and receives IP traffic along the Working Path. The tester MUST record the IP packet sequence numbers, departure time, and arrival time so that the metrics of Failover Time, Additive Latency, Packet Reordering, Duplicate Packets, and Reversion Time can be measured. The Tester may be a single device or a test system. If Reversion is supported then the Working Path is the Primary Path after Restoration (Failure Recovery) of the Primary Path.

Link Protection, as shown in Figure 1, provides protection when a Failover Event occurs on the link between two nodes along the Primary Path. Node Protection, as shown in Figure 2, provides protection when a Failover Event occurs at a Node along the Primary Path. Path Protection, as shown in Figure 3, provides protection for link or node failures for multiple hops along the Primary Path. Local Link Protection, as shown in Figure 4, provides Sub-IP Protection of a link between two nodes, without a Backup Node. An example of such a Sub-IP Protection mechanism is SONET APS. High Availability Protection, as shown in Figure 5, provides protection of a Primary Node with a redundant Standby Node. State Control is provided between the Primary and Standby Nodes. Failure of the Primary Node is detected at the Sub-IP layer to force traffic to switch to the Standby Node, which has state maintained for zero or minimal packet loss.
Figure 2. System Under Test (SUT) for Sub-IP Node Protection

Figure 3. System Under Test (SUT) for Sub-IP Path Protection

Figure 4. System Under Test (SUT) for Sub-IP Local Link Protection
Some protection switching technologies may use a series of steps that differ from the general model. The specific differences SHOULD be highlighted in each technology-specific methodology. Note that some protection switching technologies are endowed with the ability to re-optimize the working path after a node or link failure.

2. Existing definitions
This document uses existing terminology defined in other BMWG work. Examples include, but are not limited to:

- Latency [Ref.[2], section 3.8]
- Frame Loss Rate [Ref.[2], section 3.6]
- Throughput [Ref.[2], section 3.17]
- Device Under Test (DUT) [Ref.[3], section 3.1.1]
- System Under Test (SUT) [Ref.[3], section 3.1.2]
- Offered Load [Ref.[3], section 3.5.2]
- Out-of-order Packet [Ref.[4], section 3.3.2]
- Duplicate Packet [Ref.[4], section 3.3.3]
- Forwarding Delay [Ref.[4], section 3.2.4]
- Jitter [Ref.[4], section 3.2.5]
- Packet Loss [Ref.[6], Section 3.5]
- Packet Reordering [Ref.[7], section 3.3]

This document has the following frequently used acronyms:
- DUT Device Under Test
- SUT System Under Test

This document adopts the definition format in Section 2 of RFC 1242 [2]. Terms defined in this document are capitalized when used within this document.

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14, RFC 2119 [5].
RFC 2119 defines the use of these key words to help make the intent of standards track documents as clear as possible. While this document uses these keywords, this document is not a standards track document.

3. Test Considerations

3.1. Paths

3.1.1 Path

Definition:
A unidirectional sequence of nodes, <R1, ..., Rn>, and links <L12,... L(n-1)n> with the following properties:

a. R1 is the ingress node and forwards IP packets, which input into DUT/SUT, to R2 as sub-IP frames over link L12.

b. Ri is a node which forwards data frames to R(i+1) over Link Li(i+1) for all i, 1<i<n-1, based on information in the sub-IP layer.

c. Rn is the egress node and it outputs sub-IP frames from DUT/SUT as IP packets. L(n-1)n is the link between the R(n-1) and Rn.

Discussion:
The path is defined in the sub-IP layer in this document, unlike an IP path in RFC 2026 [1]. One path may be regarded as being equivalent to one IP link between two IP nodes, i.e., R1 and Rn. The two IP nodes may have multiple paths for protection. A packet will travel on only one path between the nodes. Packets belonging to a microflow [10] will traverse one or more paths. The path is unidirectional. For example, the link between R1 and R2 in the direction from R1 to R2 is L12. For traffic flowing in the reverse direction from R2 to R1, the link is L21. Example paths are the SONET/SDH path and the label switched path for MPLS.

Measurement units:

n/a

Issues:
"A bidirectional path", which transmits traffic in both directions along the same nodes, consists of two unidirectional paths. Therefore, the two unidirectional paths belonging to "one bidirectional path" will be treated independently when benchmarking for "a bidirectional path".

See Also:
Working Path
Primary Path
Backup Path
3.1.2. Working Path

Definition:
The path that the DUT/SUT is currently using to forward packets.

Discussion:
A Primary Path is the Working Path before occurrence of a Failover Event. A Backup Path shall become the Working Path after a Failover Event.

Measurement units:
n/a

Issues:

See Also:
Path
Primary Path
Backup Path

3.1.3. Primary Path

Definition:
The preferred point to point path for forwarding traffic between two or more nodes.

Discussion:
The Primary Path is the Path that traffic traverses prior to a Failover Event.

Measurement units:
n/a

Issues:
None

See Also:
Path
Failover Event

3.1.4. Protected Primary Path

Definition:
A Primary Path that is protected with a Backup Path.

Discussion:
A Protected Primary Path must include at least one Protection Switching Node.
3.1.5. Backup Path

Definition:
A path that exists to carry data traffic only if a Failover Event occurs on a Primary Path.

Discussion:
The Backup Path shall become the Working Path upon a Failover Event. A Path may have one or more Backup Paths. A Backup Path may protect one or more Primary Paths. There are various types of Backup Paths:

a. dedicated recovery Backup Path (1+1) or (1:1), which has 100% redundancy for a specific ordinary path,
b. shared Backup Path (1:N), which is dedicated to the protection for more than one specific Primary Path,
c. associated shared Backup Path (M:N) for which a specific set of Backup Paths protects a specific set of more than one Primary Path.

A Backup Path may be signaled or unsignaled. The Backup Path must be created prior to the Failover Event. The backup path generally originates at the point of local repair (PLR), and terminates at a node along a primary path.

Measurement units:
\text{n/a}

Issues:

See Also:
Path
Working Path
Primary Path
3.1.6. Standby Backup Path

Definition:
A Backup Path that is established prior to a Failover Event to protect a Primary Path.

Discussion:
The Standby Backup Path and Dynamic Backup Path provide protection, but are established at different times.

Measurement units: n/a

Issues: None

See Also:
Backup Path
Primary Path
Failover Event

3.1.7. Dynamic Backup Path

Definition:
A Backup Path that is established upon occurrence of a Failover Event.

Discussion:
The Standby Backup Path and Dynamic Backup Path provide protection, but are established at different times.

Measurement units: n/a

Issues: None

See Also:
Backup Path
Standby Backup Path
Failover Event

3.1.8. Disjoint Paths

Definition:
A pair of paths that do not share a common link or nodes.

Discussion:
Two paths are disjoint if they do not share a common node or link other than the ingress and egress.
3.1.9. Point of Local Repair (PLR)
Definition: A node capable of Failover along the Primary Path that is also the ingress node for the Backup Path to protect another node or link.

Discussion: Any node along the Primary Path from the ingress node to the penultimate node may be a PLR. The PLR may use a single Backup Path for protecting one or more Primary Paths. There can be multiple PLRs along a Primary Path. The PLR must be an ingress to a Backup Path. The PLR can be any node along the Primary Path except the egress node of the Primary Path. The PLR may simultaneously be a Headend Node when it is serving the role as ingress to the Primary Path and the Backup Path. If the PLR is also the Headend Node, then the Backup Path is a Disjoint Path from the ingress to the Merge Node.

Measurement units: n/a

Issues: None

See Also: Primary Path Backup Path Failover

3.1.10. Shared Risk Link Group (SRLG)
Definition: SRLG is a set of links which share the same risk (physical or logical) within a network.

Discussion: SRLG is considered the set of links to be avoided when the primary and secondary paths are considered disjoint. The SRLG will fail as a group if the shared resource (physical or anything abstract such as software version) fails.

Measurement units: n/a

Issues: None

See Also: Path Primary Path
3.2. Protection

3.2.1. Link Protection

Definition:
A Backup Path that is signaled to at least one Backup Node to protect for failure of interfaces and links along a Primary Path.

Discussion:
Link Protection may or may not protect the entire Primary Path. Link protection is shown in Figure 1.

Measurement units: n/a

Issues: None

See Also:
Primary Path
Backup Path

3.2.2. Node Protection

Definition:
A Backup Path that is signaled to at least one Backup Node to protect for failure of interfaces, links, and nodes along a Primary Path.

Discussion:
Node Protection may or may not protect the entire Primary Path. Node Protection also provides Link Protection. Node Protection is shown in Figure 2.

Measurement units: n/a

Issues: None

See Also:
Link Protection

3.2.3. Path Protection

Definition:
A Backup Path that is signaled to at least one Backup Node to provide protection along the entire Primary Path.

Discussion:
Path Protection provides Node Protection and Link Protection for every node and link along the Primary Path. A Backup Path providing Path Protection may have the same ingress node as the Primary Path. Path Protection is shown in Figure 3.

Measurement units: n/a

Issues: None
See Also:
    Primary Path
    Backup Path
    Node Protection
    Link protection

3.2.4. Backup Span

Definition:
The number of hops used by a Backup Path.

Discussion:
The Backup Span is an integer obtained by counting the
number of nodes along the Backup Path.

Measurement units:
    number of nodes

Issues:
    None

See Also:
    Primary Path
    Backup Path

3.2.5. Local Link Protection

Definition:
A Backup Path that is a redundant path between two nodes
which does not use a Backup Node.

Discussion:
Local Link Protection must be provided as a Backup Path
between two nodes along the Primary Path without the use
of a Backup Node. Local Link Protection is provided by
Protection Switching Systems such as SONET APS. Local
Link Protection is shown in Figure 4.

Measurement units: None

Issues: None

See Also:
    Backup Path
    Backup Node
3.2.6. Redundant Node Protection

Definition:
A Protection Switching System with a Primary Node protected by a Standby Node along the Primary Path.

Discussion:
Redundant Node Protection is provided by Protection Switching Systems such as VRRP and HA. The protection mechanisms occur at Sub-IP layers to switch traffic from a Primary Node to Backup Node upon a Failover Event at the Primary Node. Traffic continues to traverse the Primary Path through the Standby Node. The failover may be stateful, in which the state information may be exchanged in-band or over an out-of-band state control interface. The Standby Node may be active or passive. Redundant Node Protection is shown in Figure 5.

Measurement units: None

Issues: None

See Also:
Primary Path
Primary Node
Standby Node

3.2.7. State Control Interface

Definition:
An out-of-band control interface used to exchange state information between the Primary Node and Standby Node.

Discussion:
The State Control Interface may be used for Redundant Node Protection. The State Control Interface should be out-of-band. It is possible to have Redundant Node Protection in which there is no state control or state control is provided in-band. The State Control Interface between the Primary and Standby Node may be one or more hops.

Measurement units: None

Issues: None

See Also:
Primary Node
Standby Node
3.2.8. Protected Interface

Definition:
An interface along the Primary Path that is protected by a Backup Path.

Discussion:
A Protected Interface is an interface protected by a Protection Switching System that provides Link Protection, Node Protection, Path Protection, Local Link Protection, and Redundant Node Protection.

Measurement units: None

Issues: None

See Also:
Primary Path
Backup Path

3.3. Protection Switching

3.3.1. Protection Switching System

Definition:
A DUT/SUT that is capable of Failure Detection and Failover from a Primary Path to a Backup Path or Standby Node when a Failover Event occurs.

Discussion:
The Protection Switching System must include either a Primary Path and Backup Path, as shown in Figures 1 through 4, or a Primary Node and Standby Node, as shown in Figure 5. The Backup Path may be a Standby Backup Path or a dynamic Backup Path. The Protection Switching System includes the mechanisms for both Failure Detection and Failover.

Measurement units: n/a

Issues: None

See Also:
Primary Path
Backup Path
Failover

3.3.2. Failover Event

Definition:
The occurrence of a planned or unplanned action in the network that results in a change in the Path that data traffic traverses.
Discussion:
Failover Events include, but are not limited to, link failure and router failure. Routing changes are considered Convergence Events [6] and are not Failover Events. This restricts Failover Events to sub-IP layers. Failover may be at the PLR or at the ingress. If the failover is at the ingress it is generally on a disjoint path from the ingress to egress.

Failover Events may result from failures such as link failure or router failure. The change in path after Failover may have a Backup Span of one or more nodes. Failover Events are distinguished from routing changes and Convergence Events [6] by the detection of the failure and subsequent protection switching at a sub-IP layer. Failover occurs at a Point of Local Repair (PLR) or Primary Node.

Measurement units:
  n/a

Issues: None

See Also:
  Path
  Failure Detection
  Disjoint Path

3.3.3. Failure Detection

Definition:
The process to identify at a sub-IP layer a Failover Event at a Primary Node or along the Primary Path.

Discussion:
Failure Detection occurs at the Primary Node or ingress node of the Primary Path. Failure Detection occurs via a sub-IP mechanism such as detection of a link down event or timeout for receipt of a control packet. A failure may be completely isolated. A failure may affect a set of links which share a single SRLG (e.g. port with many sub-interfaces). A failure may affect multiple links that are not part of SRLG.

Measurement units: n/a

Issues:

See Also:
  Primary Path
3.3.4. Failover

Definition:
The process to switch data traffic from the protected Primary Path to the Backup Path upon Failure Detection of a Failover Event.

Discussion:
Failover to a Backup Path provides Link Protection, Node Protection, or Path Protection. Failover is complete when Packet Loss [6], Out-of-order Packets [4], and Duplicate Packets [4] are no longer observed. Forwarding Delay [4] may continue to be observed.

Measurement units:

n/a

Issues:

See Also:
Primary Path
Backup Path
Failover Event

3.3.5. Restoration

Definition:
The state of failover recovery in which the Primary Path has recovered from a Failover Event, but is not yet forwarding packets because the Backup Path remains the Working Path.

Discussion:
Restoration must occur while the Backup Path is the Working Path. The Backup Path is maintained as the Working Path during Restoration. Restoration produces a Primary Path that is recovered from failure, but is not yet forwarding traffic. Traffic is still being forwarded by the Backup Path functioning as the Working Path.

Measurement units:

n/a

Issues:

See Also:
Primary Path
Failover Event
Failure Recovery
Working Path
Backup Path
3.3.6. Reversion

Definition:
The state of failover recovery in which the Primary Path has become the Working Path so that it is forwarding packets.

Discussion:
Protection Switching Systems may or may not support Reversion. Reversion, if supported, must occur after Restoration. Packet forwarding on the Primary Path resulting from Reversion may occur either fully or partially over the Primary Path. A potential problem with Reversion is the discontinuity in end to end delay when the Forwarding Delays [4] along the Primary Path and Backup Path are different, possibly causing Out of Order Packets [4], Duplicate Packets [4], and increased Jitter [4].

Measurement units: n/a

Issues: None

See Also:
Protection Switching System
Working Path
Primary Path

3.4. Nodes

3.4.1. Protection-Switching Node

Definition:
A node that is capable of participating in a Protection Switching System.

Discussion:
The Protection Switching Node may be an ingress or egress for a Primary Path or Backup Path, such as used for MPLS Fast Reroute configurations. The Protection Switching Node may provide Redundant Node Protection as a Primary Node in a Redundant chassis configuration with a Standby Node, such as used for VRRP and HA configurations.

Measurement units:

n/a

Issues:

See Also:
Protection Switching System
3.4.2. Non-Protection Switching Node

Definition:
A node that is not capable of participating in a Protection Switching System, but may exist along the Primary Path or Backup Path.

Discussion:

Measurement units: n/a

Issues:

See Also:
Protection Switching System
Primary Path
Backup Path

3.4.3. Headend Node

Definition:
The ingress node of the Primary Path.

Discussion:
The Headend Node may also be a PLR when it is serving in the dual role as the ingress to the Backup Path.

Measurement units: n/a

Issues:

See Also:
Primary Path
Point of Local Repair (PLR)
Failover

3.4.4. Backup Node

Definition:
A node along the Backup Path.

Discussion:
The Backup Node can be any node along the Backup Path. There may be one or more Backup Nodes along the Backup Path. A Backup Node may be the ingress, mid-point, or egress of the Backup Path. If the Backup Path has only one Backup Node, then that Backup Node is the ingress and egress of the Backup Path.
3.4.5. Merge Node

Definition:
A node along the Primary Path where Backup Path terminates.

Discussion:
The Merge Node can be any node along the Primary Path except the ingress node of the Primary Path. There can be multiple Merge Nodes along a Primary Path. A Merge Node can be the egress node for a single or multiple Backup Paths. The Merge Node must be the egress to the Backup Path. The Merge Node may also be the egress of the Primary Path or Point of Local Repair (PLR).

Measurement units: n/a

Issues:

See Also:
Backup Path

3.4.6. Primary Node

Definition:
A node along the Primary Path that is capable of Failover to a redundant Standby Node.

Discussion:
The Primary Node may be used for Protection Switching Systems that provide Redundant Node Protection, such as VRRP and HA.

Measurement units: n/a

Issues:

See Also:
Protection Switching System
Redundant Node Protection
Standby Node
3.4.7. Standby Node

Definition:
A redundant node to a Primary Node that forwards traffic along the Primary Path upon Failure Detection of the Primary Node.

Discussion:
The Standby Node must be used for Protection Switching Systems that provide Redundant Node Protection, such as VRRP and HA. The Standby Node must provide protection along the same Primary Path. If the failover is to a Disjoint Path then it is a Backup Node. The Standby Node may be configured for 1:1 or N:1 protection.

The communication between the Primary Node and Standby Node may be in-band or across an out-of-band State Control interface. The Standby Node may be geographically dispersed from the Primary Node. When geographically dispersed, the number of hops of separation may increase failover time.

The Standby Node may be passive or active. The Passive Standby Node is not offered traffic and does not forward traffic until Failure Detection of the Primary Node. Upon Failure Detection of the Primary Node, traffic offered to the Primary Node is instead offered to the Passive Standby Node. The Active Standby Node is offered traffic and forwards traffic along the Primary Path while the Primary Node is also active. Upon Failure Detection of the Primary Node, traffic offered to the Primary Node is switched to the Active Standby Node.

Measurement units: n/a

Issues:
See Also:
Primary Node
State Control Interface

3.5. Benchmarks

3.5.1. Failover Packet Loss
Definition:
The amount of packet loss produced by a Failover Event until Failover completes, where the measurement begins when the last unimpaired packet is received by the Tester on the Protected Primary Path and ends when the first unimpaired packet is received by the Tester on the Backup Path.
Discussion:
Packet loss can be observed as a reduction of forwarded traffic from the maximum forwarding rate. Failover Packet Loss includes packets that were lost, reordered, or delayed. Failover Packet Loss may reach 100% of the offered load.

Measurement units:
  Number of Packets

Issues: None

See Also:
  Failover Event
  Failover

3.5.2. Reversion Packet Loss

Definition:
The amount of packet loss produced by Reversion, where the measurement begins when the last unimpaired packet is received by the Tester on the Backup Path and ends when the first unimpaired packet is received by the Tester on the Protected Primary Path.

Discussion:
Packet loss can be observed as a reduction of forwarded traffic from the maximum forwarding rate. Reversion Packet Loss includes packets that were lost, reordered, or delayed. Reversion Packet Loss may reach 100% of the offered load.

Measurement units: Number of Packets

Issues: None

See Also:
  Reversion

3.5.3. Failover Time

Definition:
The amount of time it takes for Failover to successfully complete.

Discussion:
Failover Time can be calculated using the Time-Based Loss Method (TBLM), Packet-Loss Based Method (PLBM), or Timestamp-Based Method (TBM). It is RECOMMENDED that the TBM is used.
3.5.4. Reversion Time

Definition:
The amount of time it takes for Reversion to complete so that the Primary Path is restored as the Working Path.

Discussion:
Reversion Time can be calculated using the Time-Based Loss Method (TBLM), Packet-Loss Based Method (PLBM), or Timestamp-Based Method (TBM). It is RECOMMENDED that the TBM is used.

Measurement units:
milliseconds

Issues: None

See Also:
Reversion
Primary Path
Working Path
Reversion Packet Loss
Time-Based Loss Method (TBLM)
Packet-Loss Based Method (PLBM)
Timestamp-Based Method (TBM)

3.5.5. Additive Backup Delay

Definition:
The amount of increased Forwarding Delay [4] resulting from data traffic traversing the Backup Path instead of the Primary Path.

Discussion:
Additive Backup Delay is calculated using Equation 1 as shown below:

(Equation 1)
Additive Backup Delay = Forwarding Delay(Backup Path) - Forwarding Delay(Primary Path).
Measurement units:
milliseconds

Issues:
Additive Backup Latency may be a negative result. This is theoretically possible, but could be indicative of a sub-optimum network configuration.

See Also:
Primary Path
Backup Path
Primary Path Latency
Backup Path Latency

3.6 Failover Time Calculation Methods

The following Methods may be assessed on a per-flow basis using at least 16 flows spread over the routing table (more flows is better). Otherwise, the impact of a prefix-dependency in the implementation of a particular protection technology could be missed. However, the test designer must be aware of the number of packets per second sent to each prefix, as this establishes sampling of the path and the time resolution for measurement of Failover time on a per-flow basis.

3.6.1 Time-Based Loss Method (TBLM)

Definition:
The method to calculate Failover Time (or Reversion Time) using a time scale on the Tester to measure the interval of Failover Packet Loss.

Discussion:
The Tester must provide statistics which show the duration of failure on a time scale based on occurrence of packet loss on a time scale. This is indicated by the duration of non-zero packet loss. The TBLM includes failure detection time and time for data traffic to begin traversing the Backup Path. Failover Time and Reversion Time are calculated using the TBLM as shown in Equation 2:

(Equation 2)

\[
\text{TBLM Failover Time} = \text{Time(Failover)} - \text{Time(Failover Event)}
\]

(Equation 2a)

\[
\text{TBLM Reversion Time} = \text{Time(Reversion)} - \text{Time(Restoration)}
\]

Where as \(\text{Time(Failover)}\) = Time on the tester at the receipt of the first unimpaired packet at egress node after the backup path became the working path

\(\text{Time(Failover Event)}\) = Time on the tester at the receipt of the last unimpaired packet at egress node on the primary path before failure

Measurement units:
milliseconds

Issues:
None
3.6.2 Packet-Loss Based Method (PLBM)

Definition:
The method used to calculate Failover Time (or Reversion Time) from the amount of Failover Packet Loss.

Discussion:
PLBM includes failure detection time and time for data traffic to begin traversing the Backup Path. Failover Time can be calculated using PLBM from the amount Failover Packet Loss as shown below in Equation 3. Note: If traffic is sent to more than 1 destination, PLBM gives the average loss over the measured destinations

(Equation 3)
(Equation 3a)
PLBM Failover Time =
(Number of packets lost / Offered Load rate) * 1000

(Equation 3b)
PLBM Restoration Time =
(Number of packets lost / Offered Load rate) * 1000

Units are packets/(packets/second) = seconds

Measurement units:
milliseconds

Issues:
None

See Also:
Failover
Packet-Loss Based Method

3.6.3 Timestamp-Based Method (TBM)

Definition:
The method to calculate Failover Time (or Reversion Time) using a time scale to quantify the interval between unimpaired packets arriving in the test stream.

Discussion:
The purpose of this method is to quantify the duration of failure or reversion on a time scale based on the observation of unimpaired packets. The TBM is calculated from Equation 2 with the values obtained from the timestamp in the packet payload, rather than from the Tester clock as is used for the values when using the TBLM.

Unimpaired packets are normal packets that are not lost, reordered, or duplicated. A reordered packet is defined in
A duplicate packet is defined in [4, section 3.3.3]. A lost packet is defined in [7, Section 3.5]. Unimpaired packets may be detected by checking a sequence number in the payload, where the sequence number equals the next expected number for an unimpaired packet. A sequence gap or sequence reversal indicates impaired packets.

For calculating Failover Time, the TBM includes failure detection time and time for data traffic to begin traversing the Backup Path. For calculating Reversion Time, the TBM includes Reversion Time and time for data traffic to begin traversing the Primary Path.

Measurement units:
milliseconds

Issues: None

See Also:
Failover
Failover Time
Reversion
Reversion Time
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5. IANA Considerations
This document requires no IANA considerations.

6. Security Considerations
Benchmarking activities as described in this memo are limited to technology characterization using controlled stimuli in a laboratory environment, with dedicated address space and the constraints specified in the sections above.

The benchmarking network topology will be an independent test setup and MUST NOT be connected to devices that may forward the test traffic into a production network, or misroute traffic to the test management network.

Further, benchmarking is performed on a "black-box" basis, relying solely on measurements observable external to the DUT/SUT.

Special capabilities SHOULD NOT exist in the DUT/SUT specifically for benchmarking purposes. Any implications for network security arising from the DUT/SUT SHOULD be identical in the lab and in production networks.
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Abstract

This document provides a methodology for benchmarking the Session Initiation Protocol (SIP) performance of devices. Terminology related to benchmarking SIP devices is described in the companion terminology document. Using these two documents, benchmarks can be obtained and compared for different types of devices such as SIP Proxy Servers, Registrars and Session Border Controllers. The term "performance" in this context means the capacity of the device-under-test (DUT) to process SIP messages. Media streams are used only to study how they impact the signaling behavior. The intent of the two documents is to provide a normalized set of tests that will enable an objective comparison of the capacity of SIP devices. Test setup parameters and a methodology are necessary because SIP allows a wide range of configuration and operational conditions that can influence performance benchmark measurements.
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1. Terminology

In this document, the key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" are to be interpreted as described in BCP 14, conforming to [RFC2119] and indicate requirement levels for compliant implementations.

RFC 2119 defines the use of these key words to help make the intent of standards track documents as clear as possible. While this document uses these keywords, this document is not a standards track document. The term Throughput is defined in [RFC2544].

Terms specific to SIP [RFC3261] performance benchmarking are defined in [I-D.sip-bench-term].

2. Introduction

This document describes the methodology for benchmarking Session Initiation Protocol (SIP) performance as described in the Terminology document [I-D.sip-bench-term]. The methodology and terminology are to be used for benchmarking signaling plane performance with varying signaling and media load. Media streams, when used, are used only to study how they impact the signaling behavior. This document concentrates on benchmarking SIP session setup and SIP registrations only.

The device-under-test (DUT) is a RFC3261-capable [RFC3261] network intermediary that plays the role of a registrar, redirect server, stateful proxy, a Session Border Controller (SBC) or a B2BUA. This document does not require the intermediary to assume the role of a stateless proxy. Benchmarks can be obtained and compared for different types of devices such as a SIP proxy server, Session Border Controllers (SBC), SIP registrars and a SIP proxy server paired with a media relay.

The test cases provide metrics for benchmarking the maximum 'SIP Registration Rate' and maximum 'SIP Session Establishment Rate' that the DUT can sustain over an extended period of time without failures (extended period of time is defined in the algorithm in Section 4.10). Some cases are included to cover encrypted SIP. The test topologies that can be used are described in the Test Setup section. Topologies in which the DUT handles media as well as those in which the DUT does not handle media are both considered. The measurement of the performance characteristics of the media itself is outside the scope of these documents.
Benchmark metrics could possibly be impacted by Associated Media. The selected values for Session Duration and Media Streams per Session enable benchmark metrics to be benchmarked without Associated Media. Session Setup Rate could possibly be impacted by the selected value for Maximum Sessions Attempted. The benchmark for Session Establishment Rate is measured with a fixed value for maximum Session Attempts.

Finally, the overall value of these tests is to serve as a comparison function between multiple SIP implementations. One way to use these tests is to derive benchmarks with SIP devices from Vendor-A, derive a new set of benchmarks with similar SIP devices from Vendor-B and perform a comparison on the results of Vendor-A and Vendor-B. This document does not make any claims on the interpretation of such results.

3. Benchmarking Topologies

Test organizations need to be aware that these tests generate large volumes of data and consequently ensure that networking devices like hubs, switches or routers are able to handle the generated volume.

The test cases enumerated in Section 6.1 to Section 6.6 operate on two test topologies: one in which the DUT does not process the media (Figure 1) and the other in which it does process media (Figure 2). In both cases, the tester or emulated agent (EA) sends traffic into the DUT and absorbs traffic from the DUT. The diagrams in Figure 1 and Figure 2 represent the logical flow of information and do not dictate a particular physical arrangement of the entities.

Figure 1 depicts a layout in which the DUT is an intermediary between the two interfaces of the EA. If the test case requires the exchange of media, the media does not flow through the DUT but rather passes directly between the two endpoints. Figure 2 shows the DUT as an intermediary between the two interfaces of the EA. If the test case requires the exchange of media, the media flows through the DUT between the endpoints.
The test cases enumerated in Section 6.7 and Section 6.8 use the topology in Figure 3 below.

Figure 3: Registration and Re-registration tests
During registration or re-registration, the DUT may involve backend network elements and data stores. These network elements and data stores are not shown in Figure 3, but it is understood that they will impact the time required for the DUT to generate a response.

This document explicitly separates a registration test (Section 6.7) from a re-registration test (Section 6.8) because in certain networks, the time to re-register may vary from the time to perform an initial registration due to the backend processing involved. It is expected that the registration tests and the re-registration test will be performed with the same set of backend network elements in order to derive a stable metric.

4. Test Setup Parameters

4.1. Selection of SIP Transport Protocol

Test cases may be performed with any transport protocol supported by SIP. This includes, but is not limited to, TCP, UDP, TLS and websockets. The protocol used for the SIP transport protocol must be reported with benchmarking results.

SIP allows a DUT to use different transports for signaling on either side of the connection to the EAs. Therefore, this document assumes that the same transport is used on both sides of the connection; if this is not the case in any of the tests, the transport on each side of the connection MUST be reported in the test reporting template.

4.2. Connection-oriented Transport Management

SIP allows a device to open one connection and send multiple requests over the same connection (responses are normally received over the same connection that the request was sent out on). The protocol also allows a device to open a new connection for each individual request. A connection management strategy will have an impact on the results obtained from the test cases, especially for connection-oriented transports such as TLS. For such transports, the cryptographic handshake must occur every time a connection is opened.

The connection management strategy, i.e., use of one connection to send all requests or closing an existing connection and opening a new connection to send each request, MUST be reported with the benchmarking result.
4.3. Signaling Server

The Signaling Server is defined in the companion terminology document, ([I-D.sip-bench-term], Section 3.2.2). The Signaling Server is a DUT.

4.4. Associated Media

Some tests require Associated Media to be present for each SIP session. The test topologies to be used when benchmarking DUT performance for Associated Media are shown in Figure 1 and Figure 2.

4.5. Selection of Associated Media Protocol

The test cases specified in this document provide SIP performance independent of the protocol used for the media stream. Any media protocol supported by SIP may be used. This includes, but is not limited to, RTP, and SRTP. The protocol used for Associated Media MUST be reported with benchmarking results.

4.6. Number of Associated Media Streams per SIP Session

Benchmarking results may vary with the number of media streams per SIP session. When benchmarking a DUT for voice, a single media stream is used. When benchmarking a DUT for voice and video, two media streams are used. The number of Associated Media Streams MUST be reported with benchmarking results.

4.7. Codec Type

The test cases specified in this document provide SIP performance independent of the media stream codec. Any codec supported by the EAs may be used. The codec used for Associated Media MUST be reported with the benchmarking results.

4.8. Session Duration

The value of the DUT’s performance benchmarks may vary with the duration of SIP sessions. Session Duration MUST be reported with benchmarking results. A Session Duration of zero seconds indicates transmission of a BYE immediately following a successful SIP establishment. Setting this parameter to the value ‘0’ indicates that a BYE will be sent by the EA immediately after the EA receives a 200 OK to the INVITE. Setting this parameter to a time value greater than the duration of the test indicates that a BYE is never sent.
4.9. Attempted Sessions per Second (sps)

The value of the DUT’s performance benchmarks may vary with the Session Attempt Rate offered by the tester. Session Attempt Rate MUST be reported with the benchmarking results.

The test cases enumerated in Section 6.1 to Section 6.6 require that the EA is configured to send the final 2xx-class response as quickly as it can. This document does not require the tester to add any delay between receiving a request and generating a final response.

4.10. Benchmarking algorithm

In order to benchmark the test cases uniformly in Section 6, the algorithm described in this section should be used. A prosaic description of the algorithm and a pseudo-code description are provided below, and a simulation written in the R statistical language [Rtool] is provided in Appendix A.

The goal is to find the largest value, R, a SIP Session Attempt Rate, measured in sessions-per-second (sps), which the DUT can process with zero errors over a defined, extended period. This period is defined as the amount of time needed to attempt N SIP sessions, where N is a parameter of test, at the attempt rate, R. An iterative process is used to find this rate. The algorithm corresponding to this process converges to R.

If the DUT vendor provides a value for R, the tester can use this value. In cases where the DUT vendor does not provide a value for R, or where the tester wants to establish the R of a system using local media characteristics, the algorithm should be run by setting "r", the session attempt rate, equal to a value of the tester’s choice. For example the tester may initialize "r = 100" to start the algorithm and observe the value at convergence. The algorithm dynamically increases and decreases "r" as it converges to the a maximum sps value for R. The dynamic increase and decrease rate is controlled by the weights "w" and "d", respectively.

The pseudo-code corresponding to the description above follows, and a simulation written in the R statistical language is provided in Appendix A.

```plaintext
; ---- Parameters of test, adjust as needed
N := 50000 ; Global maximum; once largest session rate has been established, send this many requests before calling the test a success
m := {...} ; Other attributes that affect testing, such
```
; as media streams, etc.

r := 100    ; Initial session attempt rate (in sessions/sec).
; Adjust as needed (for example, if DUT can handle
; thousands of calls in steady state, set to
; appropriate value in the thousands).

w := 0.10   ; Traffic increase weight (0 < w <= 1.0)

d := max(0.10, w / 2)    ; Traffic decrease weight

; ---- End of parameters of test

proc find_R

R = max_sps(r, m, N)  ; Setup r sps, each with m media
; characteristics until N sessions have been attempted.
; Note that if a DUT vendor provides this number, the tester
; can use the number as a Session Attempt Rate, R, instead
; of invoking max_sps()

end proc

; Iterative process to figure out the largest number of
; sps that we can achieve in order to setup n sessions.
; This function converges to R, the Session Attempt Rate.

proc max_sps(r, m, n)

s := 0    ; session setup rate
old_r := 0    ; old session setup rate
h := 0    ; Return value, R
count := 0

; Note that if w is small (say, 0.10) and r is small
; (say, <= 9), the algorithm will not converge since it
; uses floor() to increment r dynamically. It is best
; off to start with the defaults (w = 0.10 and
; r >= 100)

while (TRUE) {

s := send_traffic(r, m, n) ; Send r sps, with m media
; characteristics until n sessions have been attempted.

if (s == n)  {

if (r > old_r)  {

old_r = r
}

else  {

count = count + 1

if (count >= 10)  {

# We’ve converged.

h := max(r, old_r)

break

} // end proc max_sps

} // end proc find_R

5. Reporting Format

5.1. Test Setup Report

SIP Transport Protocol = ___________________________
(valid values: TCP|UDP|TLS|SCTP|websockets|specify-other)
(specify if same transport used for connections to the DUT
and connections from the DUT. If different transports
used on each connection, enumerate the transports used)

Connection management strategy for connection oriented
transports
DUT receives requests on one connection = _______
(Yes or no. If no, DUT accepts a new connection for
every incoming request, sends a response on that
connection and closes the connection)
DUT sends requests on one connection = _______
(yes or no. If no, DUT initiates a new connection to
send out each request, gets a response on that
connection and closes the connection)

Session Attempt Rate _____________________________
(Session attempts/sec)
(The initial value for "r" in Benchmarking Algorithm of
Section 4.10)

Session Duration = _____________________________
(In seconds)
Total Sessions Attempted = _________________________
(Total sessions to be created over duration of test)

Media Streams Per Session = _______________________
(number of streams per session)

Associated Media Protocol = _______________________
(RTP|SRTP|specify-other)

Codec = _________________________________________
(Codec type as identified by the organization that specifies the codec)

Media Packet Size (audio only) = _________________
(Number of bytes in an audio packet)

Establishment Threshold time = _________________
(Seconds)

TLS ciphersuite used
(for tests involving TLS) = _______________________
(E.g., TLS_RSA_WITH_AES_128_CBC_SHA)

IPSec profile used
(For tests involving IPSEC) = _____________________

5.2. Device Benchmarks for session setup

Session Establishment Rate, "R" = _________________
(sessions per second)
Is DUT acting as a media relay (yes/no) = ________

5.3. Device Benchmarks for registrations

Registration Rate = ______________________________
(registrations per second)

Re-registration Rate = ____________________________
(registrations per second)

Notes = _______________________________________
(List any specific backend processing required or other parameters that may impact the rate)
6. Test Cases

6.1. Baseline Session Establishment Rate of the test bed

Objective:
To benchmark the Session Establishment Rate of the Emulated Agent (EA) with zero failures.

Procedure:
1. Configure the DUT in the test topology shown in Figure 1.
2. Set media streams per session to 0.
3. Execute benchmarking algorithm as defined in Section 4.10 to get the baseline session establishment rate. This rate MUST be recorded using any pertinent parameters as shown in the reporting format of Section 5.1.

Expected Results: This is the scenario to obtain the maximum Session Establishment Rate of the EA and the test bed when no DUT is present. The results of this test might be used to normalize test results performed on different test beds or simply to better understand the impact of the DUT on the test bed in question.

6.2. Session Establishment Rate without media

Objective:
To benchmark the Session Establishment Rate of the DUT with no associated media and zero failures.

Procedure:
1. Configure a DUT according to the test topology shown in Figure 1 or Figure 2.
2. Set media streams per session to 0.
3. Execute benchmarking algorithm as defined in Section 4.10 to get the session establishment rate. This rate MUST be recorded using any pertinent parameters as shown in the reporting format of Section 5.1.

Expected Results: Find the Session Establishment Rate of the DUT when the EA is not sending media streams.

6.3. Session Establishment Rate with Media not on DUT

Objective:
To benchmark the Session Establishment Rate of the DUT with zero failures when Associated Media is included in the benchmark test but the media is not running through the DUT.
6.4. Session Establishment Rate with Media on DUT

Objective:
To benchmark the Session Establishment Rate of the DUT with zero failures when Associated Media is included in the benchmark test and the media is running through the DUT.

Procedure:
1. Configure a DUT according to the test topology shown in Figure 2.
2. Set media streams per session to 1.
3. Execute benchmarking algorithm as defined in Section 4.10 to get the session establishment rate with media. This rate MUST be recorded using any pertinent parameters as shown in the reporting format of Section 5.1.

Expected Results: Session Establishment Rate results obtained with Associated Media may be lower than those obtained without media in the case where the DUT and the Media Relay are running on the same platform. It may be helpful for the tester to be aware of the reasons for this degradation, although these reasons are not parameters of the test. For example, the degree of performance degradation may be due to what the DUT does with the media (e.g., relaying vs. transcoding), the type of media (audio vs. video vs. data), and the codec used for the media. There may also be cases where there is no performance impact, if the DUT has dedicated media-path hardware.

6.5. Session Establishment Rate with TLS Encrypted SIP
Objective:
To benchmark the Session Establishment Rate of the DUT with zero failures when using TLS encrypted SIP signaling.

Procedure:
1. If the DUT is being benchmarked as a proxy or B2BUA, then configure the DUT in the test topology shown in Figure 1 or Figure 2.
2. Configure the tester to enable TLS over the transport being used during benchmarking. Note the ciphersuite being used for TLS and record it in Section 5.1.
3. Set media streams per session to 0 (media is not used in this test).
4. Execute benchmarking algorithm as defined in Section 4.10 to get the session establishment rate with TLS encryption.

Expected Results: Session Establishment Rate results obtained with TLS Encrypted SIP may be lower than those obtained with plaintext SIP.

6.6. Session Establishment Rate with IPsec Encrypted SIP

Objective:
To benchmark the Session Establishment Rate of the DUT with zero failures when using IPsec Encrypted SIP signaling.

Procedure:
1. Configure a DUT according to the test topology shown in Figure 1 or Figure 2.
2. Set media streams per session to 0 (media is not used in this test).
3. Configure tester for IPsec. Note the IPsec profile being used for and record it in Section 5.1.
4. Execute benchmarking algorithm as defined in Section 4.10 to get the session establishment rate with encryption.

Expected Results: Session Establishment Rate results obtained with IPsec Encrypted SIP may be lower than those obtained with plaintext SIP.

6.7. Registration Rate

Objective:
To benchmark the maximum registration rate the DUT can handle over an extended time period with zero failures.
Procedure:
1. Configure a DUT according to the test topology shown in Figure 3.
2. Set the registration timeout value to at least 3600 seconds.
3. Each register request MUST be made to a distinct address of record (AoR). Execute benchmarking algorithm as defined in Section 4.10 to get the maximum registration rate. This rate MUST be recorded using any pertinent parameters as shown in the reporting format of Section 5.1. For example, the use of TLS or IPSec during registration must be noted in the reporting format. In the same vein, any specific backend processing (use of databases, authentication servers, etc.) SHOULD be recorded as well.

Expected Results: Provides a maximum registration rate.

6.8. Re-Registration Rate

Objective:
To benchmark the re-registration rate of the DUT with zero failures using the same backend processing and parameters used during Section 6.7.

Procedure:
1. Configure a DUT according to the test topology shown in Figure 3.
2. First, execute test detailed in Section 6.7 to register the endpoints with the registrar and obtain the registration rate.
3. After at least 5 minutes of Step 2, but no more than 10 minutes after Step 2 has been performed, re-register the same AoRs used in Step 3 of Section 6.7. This will count as a re-registration because the SIP AoRs have not yet expired.

Expected Results: Note the rate obtained through this test for comparison with the rate obtained in Section 6.7.

7. IANA Considerations

This document does not requires any IANA considerations.

8. Security Considerations

Documents of this type do not directly affect the security of Internet or corporate networks as long as benchmarking is not performed on devices or systems connected to production networks.
Security threats and how to counter these in SIP and the media layer is discussed in RFC3261, RFC3550, and RFC3711 and various other drafts. This document attempts to formalize a set of common methodology for benchmarking performance of SIP devices in a lab environment.
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Appendix A. R Code Component to simulate benchmarking algorithm

```r
# Copyright (c) 2014 IETF Trust and Vijay K. Gurbani. All
# rights reserved.
#
# Redistribution and use in source and binary forms, with
# or without modification, are permitted provided that the
# following conditions are met:
# *
# * Redistributions of source code must retain the above
# copyright notice, this list of conditions and the following
# disclaimer.
# * Redistributions in binary form must reproduce the above
# copyright notice, this list of conditions and the following
# disclaimer in the documentation and/or other materials
# provided with the distribution.
# * Neither the name of Internet Society, IETF or IETF Trust,
# nor the names of specific contributors, may be used
# to endorse or promote products derived from this software
# without specific prior written permission.
#
# THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND
# CONTRIBUTORS "AS IS" AND ANY EXPRESS OR IMPLIED WARRANTIES,
# INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF
# MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE
# DISCLAIMED. IN NO EVENT SHALL THE COPYRIGHT OWNER OR
# CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL,
# SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING,
# BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR
# SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS
# INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY,
# WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING
# NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE
# USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY
# OF SUCH DAMAGE.

w = 0.10
d = max(0.10, w / 2)
DUT_max_sps = 460     # Change as needed to set the max sps value
                     # for a DUT

# Returns R, given r (initial session attempt rate).
# E.g., assume that a DUT handles 460 sps in steady state
# and you have saved this code in a file simulate.r. Then,
# start an R session and do the following:
# > source("simulate.r")
```

Thus, the max sps that the DUT can handle is 458 sps, which is close to the absolute maximum of 460 sps the DUT is specified to do.

```r
find_R <- function(r)  {
  s     = 0
  old_r = 0
  h     = 0
  count = 0

  # Note that if w is small (say, 0.10) and r is small
  # (say, <= 9), the algorithm will not converge since it
  # uses floor() to increment r dynamically. It is best
  # off to start with the defaults (w = 0.10 and
  # r >= 100)

cat("r   old_r    w     d \n")
while (TRUE)  {
  cat(r, ' ', old_r, ' ', w, ' ', d, ' \n')
  s = send_traffic(r)
  if (s == TRUE)  {     # All sessions succeeded
    if (r > old_r)  {
      old_r = r
    }
    else  {
      count = count + 1
      if (count >= 10)  {
        # We’ve converged.
        h = max(r, old_r)
        break
      }
    }
    r  = floor(r + (w * r))
  }
  else  {
    r = floor(r - (d * r))
    d = max(0.10, d / 2)
    w = max(0.10, w / 2)
  }
}

h
```

send_traffic <- function(r) {
  n = TRUE

  if (r > DUT_max_sps) {
    n = FALSE
  }

  n
}
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Abstract

This document provides a terminology for benchmarking the Session Initiation Protocol (SIP) performance of devices. Methodology related to benchmarking SIP devices is described in the companion methodology document. Using these two documents, benchmarks can be obtained and compared for different types of devices such as SIP Proxy Servers, Registrars and Session Border Controllers. The term "performance" in this context means the capacity of the device-under-test (DUT) to process SIP messages. Media streams are used only to study how they impact the signaling behavior. The intent of the two documents is to provide a normalized set of tests that will enable an objective comparison of the capacity of SIP devices. Test setup parameters and a methodology is necessary because SIP allows a wide range of configuration and operational conditions that can influence performance benchmark measurements. A standard terminology and methodology will ensure that benchmarks have consistent definition and were obtained following the same procedures.
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1. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14, RFC2119 [RFC2119]. RFC 2119 defines the use of these key words to help make the intent of standards track documents as clear as possible. While this document uses these keywords, this document is not a standards track document. The term Throughput is defined in RFC2544 [RFC2544].

For the sake of clarity and continuity, this document adopts the template for definitions set out in Section 2 of RFC 1242 [RFC1242].

The term Device Under Test (DUT) is defined in the following BMWG documents:

Device Under Test (DUT) (c.f., Section 3.1.1 RFC 2285 [RFC2285]).

Many commonly used SIP terms in this document are defined in RFC 3261 [RFC3261]. For convenience the most important of these are reproduced below. Use of these terms in this document is consistent with their corresponding definition in the base SIP specification [RFC3261] as amended by [RFC4320], [RFC5393] and [RFC6026].

- Call Stateful: A proxy is call stateful if it retains state for a dialog from the initiating INVITE to the terminating BYE request. A call stateful proxy is always transaction stateful, but the converse is not necessarily true.
- Stateful Proxy: A logical entity, as defined by [RFC3261], that maintains the client and server transaction state machines during the processing of a request. (Also known as a transaction stateful proxy.) The behavior of a stateful proxy is further defined in Section 16 of RFC 3261 [RFC3261]. A transaction stateful proxy is not the same as a call stateful proxy.
- Back-to-back User Agent: A back-to-back user agent (B2BUA) is a logical entity that receives a request and processes it as a user agent server (UAS). In order to determine how the request should be answered, it acts as a user agent client (UAC) and generates requests. Unlike a proxy server, it maintains dialog state and must participate in all requests sent on the dialogues it has established. Since it is a concatenation of a UAC and a UAS, no explicit definitions are needed for its behavior.

2. Introduction

Service Providers and IT Organizations deliver Voice Over IP (VoIP) and Multimedia network services based on the IETF Session Initiation...
Protocol (SIP) [RFC3261]. SIP is a signaling protocol originally intended to be used to dynamically establish, disconnect and modify streams of media between end users. As it has evolved it has been adopted for use in a growing number of services and applications. Many of these result in the creation of a media session, but some do not. Examples of this latter group include text messaging and subscription services. The set of benchmarking terms provided in this document is intended for use with any SIP-enabled device performing SIP functions in the interior of the network, whether or not these result in the creation of media sessions. The performance of end-user devices is outside the scope of this document.

A number of networking devices have been developed to support SIP-based VoIP services. These include SIP Servers, Session Border Controllers (SBC) and Back-to-back User Agents (B2BUA). These devices contain a mix of voice and IP functions whose performance may be reported using metrics defined by the equipment manufacturer or vendor. The Service Provider or IT Organization seeking to compare the performance of such devices will not be able to do so using these vendor-specific metrics, whose conditions of test and algorithms for collection are often unspecified.

SIP functional elements and the devices that include them can be configured many different ways and can be organized into various topologies. These configuration and topological choices impact the value of any chosen signaling benchmark. Unless these conditions-of-test are defined, a true comparison of performance metrics across multiple vendor implementations will not be possible.

Some SIP-enabled devices terminate or relay media as well as signaling. The processing of media by the device impacts the signaling performance. As a result, the conditions-of-test must include information as to whether or not the device under test processes media. If the device processes media during the test, a description of the media must be provided. This document and its companion methodology document [I-D.ietf-bmwg-sip-bench-meth] provide a set of black-box benchmarks for describing and comparing the performance of devices that incorporate the SIP User Agent Client and Server functions and that operate in the network’s core.

The definition of SIP performance benchmarks necessarily includes definitions of Test Setup Parameters and a test methodology. These enable the Tester to perform benchmarking tests on different devices and to achieve comparable results. This document provides a common set of definitions for Test Components, Test Setup Parameters, and Benchmarks. All the benchmarks defined are black-box measurements of the SIP signaling plane. The Test Setup Parameters and Benchmarks defined in this document are intended for use with the companion
2.1. Scope

The scope of this document is summarized as follows:

- This terminology document describes SIP signaling performance benchmarks for black-box measurements of SIP networking devices. Stress and debug scenarios are not addressed in this document.
- The DUT must be RFC 3261 capable network equipment. This may be a Registrar, Redirect Server, or Stateful Proxy. This document does not require the intermediary to assume the role of a stateless proxy. A DUT may also include a B2BUA, SBC functionality.
- The Tester acts as multiple "Emulated Agents" (EA) that initiate (or respond to) SIP messages as session endpoints and source (or receive) associated media for established connections.
- SIP Signaling in presence of media:
  * The media performance is not benchmarked.
  * Some tests require media, but the use of media is limited to observing the performance of SIP signaling. Tests that require media will annotate the media characteristics as a condition of test.
  * The type of DUT dictates whether the associated media streams traverse the DUT. Both scenarios are within the scope of this document.
  * SIP is frequently used to create media streams; the signaling plane and media plane are treated as orthogonal to each other in this document. While many devices support the creation of media streams, benchmarks that measure the performance of these streams are outside the scope of this document and its companion methodology document [I-D.ietf-bmwg-sip-bench-meth]. Tests may be performed with or without the creation of media streams. The presence or absence of media streams MUST be noted as a condition of the test as the performance of SIP devices may vary accordingly. Even if the media is used during benchmarking, only the SIP performance will be benchmarked, not the media performance or quality.
- Both INVITE and non-INVITE scenarios (registrations) are addressed in this document. However, benchmarking SIP presence or subscribe-notify extensions is not a part of this document.
- Different transport -- such as UDP, TCP, SCTP, or TLS -- may be used. The specific transport mechanism MUST be noted as a condition of the test as the performance of SIP devices may vary accordingly.
- REGISTER and INVITE requests may be challenged or remain unchallenged for authentication purpose. Whether or not the REGISTER and INVITE requests are challenged is a condition of test which will be recorded along with other such parameters which may impact the SIP performance of the device or system under test.
Re-INVITE requests are not considered in scope of this document since the benchmarks for INVITEs are based on the dialog created by the INVITE and not on the transactions that take place within that dialog.

Only session establishment is considered for the performance benchmarks. Session disconnect is not considered in the scope of this document. This is because our goal is to determine the maximum capacity of the device or system under test, that is the number of simultaneous SIP sessions that the device or system can support. It is true that there are BYE requests being created during the test process. These transactions do contribute to the load on the device or system under test and thus are accounted for in the metric we derive. We do not seek a separate metric for the number of BYE transactions a device or system can support.

IMS-specific scenarios are not considered, but test cases can be applied with 3GPP-specific SIP signaling and the P-CSCF as a DUT.

The benchmarks described in this document are intended for a laboratory environment and are not intended to be used on a production network. Some of the benchmarks send enough traffic that a denial of service attack is possible if used in production networks.

### 3. Term Definitions

#### 3.1. Protocol Components

##### 3.1.1. Session

**Definition:**
The combination of signaling and media messages and associated processing that enable a single SIP-based audio or video call, or SIP registration.

**Discussion:**
The term "session" commonly implies a media session. In this document the term is extended to cover the signaling and any media specified and invoked by the corresponding signaling.

**Measurement Units:**
N/A.

**Issues:**
None.
3.1.2. Signaling Plane

Definition:
The plane in which SIP messages [RFC3261] are exchanged between SIP Agents [RFC3261].

Discussion:
SIP messages are used to establish sessions in several ways: directly between two User Agents [RFC3261], through a Proxy Server [RFC3261], or through a series of Proxy Servers. The Session Description Protocol (SDP) is included in the Signaling Plane.

Measurement Units:
N/A.

Issues:
None.

See Also:
Media Plane
EAs

3.1.3. Media Plane

Definition:
The data plane in which one or more media streams and their associated media control protocols (e.g., RTCP [RFC3550]) are exchanged between User Agents after a media connection has been created by the exchange of signaling messages in the Signaling Plane.

Discussion:
Media may also be known as the "bearer channel". The Media Plane MUST include the media control protocol, if one is used, and the media stream(s). Examples of media are audio and video. The media streams are described in the SDP of the Signaling Plane.

Measurement Units:
N/A.

Issues:
None.

See Also:
Signaling Plane

3.1.4. Associated Media

Definition:
Media that corresponds to an ‘m’ line in the SDP payload of the Signaling Plane.

Discussion:
The format of the media is determined by the SDP attributes for the corresponding ‘m’ line.

Measurement Units:
N/A.

Issues:
None.

3.1.5. Overload

Definition:
Overload is defined as the state where a SIP server does not have sufficient resources to process all incoming SIP messages [RFC6357].

Discussion:
The distinction between an overload condition and other failure scenarios is outside the scope of black box testing and of this document. Under overload conditions, all or a percentage of Session Attempts will fail due to lack of resources. In black box testing the cause of the failure is not explored. The fact that a failure occurred for whatever reason, will trigger the tester to reduce the offered load, as described in the companion methodology document, [I-D.ietf-bmwg-sip-bench-meth]. SIP server resources may include CPU processing capacity, network bandwidth, input/output queues, or disk resources. Any combination of resources may be fully utilized when a SIP server (the DUT) is in the overload condition. For proxy-only (or intermediary) devices, it is expected that the proxy will be driven into overload based on the delivery rate of signaling requests.
3.1.6. Session Attempt

Definition:
A SIP INVITE or REGISTER request sent by the EA that has not received a final response.

Discussion:
The attempted session may be either an invitation to an audio/video communication or a registration attempt. When counting the number of session attempts we include all requests that are rejected for lack of authentication information. The EA needs to record the total number of session attempts including those attempts that are routinely rejected by a proxy that requires the UA to authenticate itself. The EA is provisioned to deliver a specific number of session attempts per second. But the EA must also count the actual number of session attempts per given time interval.

Measurement Units:
N/A.

Issues:
None.

See Also:
Session
Session Attempt Rate

3.1.7. Established Session

Definition:
A SIP session for which the EA acting as the UE/UA has received a 200 OK message.

Discussion:
An Established Session may be either an invitation to an audio/video communication or a registration attempt. Early dialogues for INVITE requests are out of scope for this work.

Measurement Units:
3.1.8. Session Attempt Failure

Definition:
A session attempt that does not result in an Established Session.

Discussion:
The session attempt failure may be indicated by the following observations at the EA:
1. Receipt of a SIP 3xx-, 4xx-, 5xx-, or 6xx-class response to a Session Attempt.
2. The lack of any received SIP response to a Session Attempt within the Establishment Threshold Time (c.f. Section 3.3.2).

Measurement Units:
N/A.

Issues:
None.

See Also:
Session Attempt

3.2. Test Components

3.2.1. Emulated Agent

Definition:
A device in the test topology that initiates/responds to SIP messages as one or more session endpoints and, wherever applicable, sources/receives Associated Media for Established Sessions.

Discussion:
The EA functions in the Signaling and Media Planes. The Tester may act as multiple EAs.
Measurement Units:
N/A

Issues:
None.

See Also:
Media Plane
Signaling Plane
Established Session
Associated Media

3.2.2. Signaling Server

Definition:
Device in the test topology that facilitates the creation of sessions between EAs. This device is the DUT.

Discussion:
The DUT is a RFC3261-capable network intermediary such as a Registrar, Redirect Server, Stateful Proxy, B2BUA or SBC.

Measurement Units:
NA

Issues:
None.

See Also:
Signaling Plane

3.2.3. SIP Transport Protocol

Definition:
The protocol used for transport of the Signaling Plane messages.

Discussion:
Performance benchmarks may vary for the same SIP networking device depending upon whether TCP, UDP, TLS, SCTP, websockets [RFC7118] or any future transport layer protocol is used. For this reason it is necessary to measure the SIP Performance Benchmarks using these various transport protocols. Performance Benchmarks MUST report the SIP Transport Protocol used to obtain the benchmark results.
Measurement Units:
While these are not units of measure, they are attributes that are one of many factors that will contribute to the value of the measurements to be taken. TCP, UDP, SCTP, TLS over TCP, TLS over UDP, TLS over SCTP, and websockets are among the possible values to be recorded as part of the test.

Issues:
None.

See Also:
None.

3.3. Test Setup Parameters

3.3.1. Session Attempt Rate

Definition:
Configuration of the EA for the number of sessions per second (sps) that the EA attempts to establish using the services of the DUT.

Discussion:
The Session Attempt Rate is the number of sessions per second that the EA sends toward the DUT. Some of the sessions attempted may not result in a session being established.

Measurement Units:
Session attempts per second

Issues:
None.

See Also:
Session
Session Attempt

3.3.2. Establishment Threshold Time

Definition:
Configuration of the EA that represents the amount of time that an EA client will wait for a response from an EA server before declaring a Session Attempt Failure.
Discussion:
This time duration is test dependent.

It is RECOMMENDED that the Establishment Threshold Time value be
set to Timer B or Timer F as specified in RFC 3261, Table 4
[RFC3261].

Measurement Units:
Seconds

Issues:
None.

See Also:
None.

3.3.3. Session Duration

Definition:
Configuration of the EA that represents the amount of time that
the SIP dialog is intended to exist between the two EAs associated
with the test.

Discussion:
The time at which the BYE is sent will control the Session
Duration.

Measurement Units:
seconds

Issues:
None.

See Also:
None.

3.3.4. Media Packet Size

Definition:
Configuration on the EA for a fixed number of frames or samples to
be sent in each RTP packet of the media stream when the test
involves Associated Media.
Discussion:
This document describes a method to measure SIP performance. If the DUT is processing media as well as SIP messages the media processing will potentially slow down the SIP processing and lower the SIP performance metric. The tests with associated media are designed for audio codecs and the assumption was made that larger media packets would require more processor time. This document does not define parameters applicable to video codecs.

For a single benchmark test, media sessions use a defined number of samples or frames per RTP packet. If two SBCs, for example, used the same codec but one puts more frames into the RTP packet, this might cause variation in the performance benchmark results.

Measurement Units:
An integer number of frames or samples, depending on whether hybrid- or sample-based codec are used, respectively.

Issues:
None.

See Also:
None.

3.3.5. Codec Type

Definition:
The name of the codec used to generate the media session.

Discussion
For a single benchmark test, all sessions use the same size packet for media streams. The size of packets can cause a variation in the performance benchmark measurements.

Measurement Units:
This is a textual name (alphanumeric) assigned to uniquely identify the codec.

Issues:
None.

See Also:
None.

3.4. Benchmarks
3.4.1. Session Establishment Rate

Definition:
The maximum value of the Session Attempt Rate that the DUT can handle for an extended, pre-defined, period with zero failures.

Discussion:
This benchmark is obtained with zero failure. The session attempt rate provisioned on the EA is raised and lowered as described in the algorithm in the accompanying methodology document [I-D.ietf-bmwg-sip-bench-meth], until a traffic load over the period of time necessary to attempt N sessions completes without failure, where N is a parameter specified in the algorithm and recorded in the Test Setup Report.

Measurement Units:
sessions per second (sps)

Issues:
None.

See Also:
Invite-Initiated Sessions
Non-Invite-Initiated Sessions
Session Attempt Rate

3.4.2. Registration Rate

Definition:
The maximum value of the Registration Attempt Rate that the DUT can handle for an extended, pre-defined, period with zero failures.

Discussion:
This benchmark is obtained with zero failures. The registration rate provisioned on the Emulated Agent is raised and lowered as described in the algorithm in the companion methodology draft [I-D.ietf-bmwg-sip-bench-meth], until a traffic load consisting of registration attempts at the given attempt rate over the period of time necessary to attempt N registrations completes without failure, where N is a parameter specified in the algorithm and recorded in the Test Setup Report.

This benchmark is described separately from the Session Establishment Rate (Section 3.4.1), although it could be considered a special case of that benchmark, since a REGISTER request is a request for a Non-Invite-Initiated session. It is defined separately because it is a very important benchmark for most SIP installations. An example demonstrating its use is an
avalanche restart, where hundreds of thousands of end points register simultaneously following a power outage. In such a case, an authoritative measurement of the capacity of the device to register endpoints is useful to the network designer. Additionally, in certain controlled networks, there appears to be a difference between the registration rate of new endpoints and the registering rate of existing endpoints (register refreshes). This benchmark can capture these differences as well.

Measurement Units:
registrations per second (rps)

Issues:
None.

See Also:
None.

3.4.3. Registration Attempt Rate

Definition:
Configuration of the EA for the number of registrations per second that the EA attempts to send to the DUT.

Discussion:
The Registration Attempt Rate is the number of registration requests per second that the EA sends toward the DUT.

Measurement Units:
Registrations per second (rps)

Issues:
None.

See Also: Non-Invite-Initiated Session

4. IANA Considerations

This document requires no IANA considerations.

5. Security Considerations

Documents of this type do not directly affect the security of Internet or corporate networks as long as benchmarking is not performed on devices or systems connected to production networks. Security threats and how to counter these in SIP and the media layer
is discussed in RFC3261 [RFC3261], RFC 3550 [RFC3550] and RFC3711 [RFC3711]. This document attempts to formalize a set of common terminology for benchmarking SIP networks. Packets with unintended and/or unauthorized DSCP or IP precedence values may present security issues. Determining the security consequences of such packets is out of scope for this document.
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1. Introduction

Energy Efficiency is becoming increasingly important in the operation of network infrastructure. Data traffic is exploding at an accelerated rate. Networks provide communication channels that facilitate components of the infrastructure to exchange critical information and are always on. On the other hand, a lot of devices run at very low average utilization rates. Various strategies are being defined to improve network utilization of these devices and thus improve power consumption.

The first step to obtain a network wide view is to start with an individual device view of the system and address different devices in the network on a per device basis. The easiest way to measure the power consumption of a device is to use a power meter. This can be used to measure power under a variety of conditions affecting power usage on a networking device.

Various techniques have been defined for energy management of networking devices. However, there is no common strategy to actually benchmark power utilization of networking devices like routers or switches. This document defines the mechanism to correctly characterize and benchmark the power consumption of various networking devices so as to be able to correctly measure and compare the power usage of various devices. This will enable intelligent decisions to optimize the power consumption for individual devices and the network as a whole. Benchmark are also required to compare effectiveness of various energy optimization techniques.

The Network Energy Consumption Rate (NECR) as well as Network Energy Proportionality Index (NEPI) is also defined here.

The procedures/ metrics defined in this document have been used to perform live measurement with a variety of networking equipment from three large well known vendors.

2. Challenges in defining benchmarks

Using the "Maximum Rated Power" and spec sheets of devices and adding the values for all devices are of little use because the measurement gives the maximum power that can consumed by the device, however that does not accurately reflect the power consumed by the device under a normal work load. Typical energy requirements of a networking device are dependent on device configuration and traffic.

The ratio of the actual power consumed by the device on an average, to its maximum rated power varies widely across different device
families. Thus, relying merely on the maximum rated power can
grossly overestimate the total energy consumed by networking
equipment.

There are a wide variety of networking equipment and finding a
general benchmark to work across a variety of devices, requires a lot
of flexibility in benchmarking methodology. The workload and test
conditions will also depend on the kind of device.

A network device consists of a lot of individual components, each of
which consume power. For example, only considering the power
consumption of the CPU/ data forwarding ASIC we may ignore the power
consumption of the other components like external memory.

Power instrumentation of a device in a live network involves
unplugging the device and plugging it into a power meter. This can
in turn lead to traffic loss. Unfortunately, most current equipment
is not equipped with internal instrumentation to report power usage
of the device or its components. It is for this reason the power
measurement is done on an individual device under different network
conditions using a traffic generator.

The network devices can also dissipate significant heat. Past
studies have shown dissipation ratios of 2.5. Which means if the
power in is 2.5 Watt, only 1 Watt is used for actual work, the rest
is dissipated as heat. This heating can lead to more power consumed
by fan/ compressor for cooling the devices. Though this methodology
does not measure the power consumed by external cooling
infrastructure, it measures the power consumed internally. It also
(optionally) measures the temperature change of the device which can
be correlated to the amount of external power consumed to cool the
device.

The amount of power used at startup can be more than the average
power usage of the device. This is also measured as part of the test
methodology.

3. Factors for power consumption

The metrics defined here will help operators get a more accurate idea
of power consumed by network equipment and hence forecast their power
budget. These will also help device vendors test and compare the new
power efficiency enhancements on various devices.
3.1. Network Factors affecting power consumption

The first and the most important factor from the network perspective which can determine the power consumption is the traffic load. Benchmarks must be performed with different traffic loads in the network.

There are now various kinds of transceivers/ connectors on a network device. For the same bandwidth the power usage of a device depends on the kind of connector used. The connector/ interface type used needs to be specified in the benchmark.

The length of the cable used also defines the amount of power consumed by the system. Benchmarks should specify the cable length used. For example, a 5 meter cable can be used wherever possible.

3.2. Device Factors affecting power consumption

Base Chassis Power - typically, higher end network devices come with a chassis and card slots. Each slot may have a number of ports. For the lower end devices there are no removable card slots. In both these cases the base chassis power consists of processors, fans, memory, etc.

Number of line cards - In switches that support inserting linecards, there is a limit on the number of ports per linecard as well as the aggregate bandwidth that each linecard can accommodate. This mechanism allows network operators the flexibility to only plug in as many linecards as they need. For each benchmark the total number of line cards plugged into the system needs to be specified.

Number of active ports - This term refers to the total number of ports on the switch (across all the linecards) that are active (with cables plugged in). The remaining ports on the switch are explicitly disabled using the switches command line interface. For each benchmark the number of active and passive ports must be specified.

Port settings - Setting this parameter limits the line rate forwarding capacity of individual ports. For each benchmark the port configuration and settings need to be specified.

Port Utilization - This term describes the actual throughput flowing through a port relative to its specified capacity. For each benchmark the port utilization of each port must be specified. The actual traffic can use the information defined in RFC 2544 [RFC2544].

TCAM - Network vendors typically implement packet classification in hardware. TCAMs are supported by most vendors as they have very fast
look-up times. However, they are are notoriously power-hungry. The size of the TCAM in a switch is widely variable. The size of the TCAM needs to be reported in the benchmark document. The number of TCAM entries does not affect power consumption.

Firmware - Vendors periodically release upgraded versions of their switch/router firmware. Different versions of firmware may also impact the device power consumption. The firmware version needs to be reported in the benchmark document. Different firmware versions have resulted in different power usage.

3.3. Traffic Factors affecting power consumption

Packet Size - Different packet sizes typically do not effect power consumption.

Inter-Packet Delay - time between successive packets may affect power usage but we do not measure the effects in detail.

CPU traffic - Percentage of CPU traffic. For our benchmarks we can assume different values of CPU bound traffic. The different percentage of CPU bound traffic must be specified in the benchmark.

4. Network Energy Consumption Rate (NECR)

To optimize the run time energy usage for different devices, the additional energy consumption that will result as a factor of additional traffic needs to be known. The NECR defines the power usage increase in MilliWatts per Mbps of data at the physical layer.

The NECR will depend on the line card, the port and the other factors defined earlier.

For the effective use of the NECR the base power of the chassis, a line card and a port needs to be specified when there is no load. The measurements must take into consideration power optimization techniques when there is no traffic on any port of a line card.

5. Network Energy Proportionality Index (NEPI)

In the ideal case the power consumed by a device is proportional to its network load. The average difference between the ideal(I) and the measured (M) power consumption defines the EPI.

The ideal power is measured by assuming the power consumed by a device at 100% traffic load and using that to derive the ideal power
usage for different traffic loads.

\[
\text{EPI}_x = \frac{(M_x - I_x)}{M_x} \times 100
\]

\[
\text{EPI} = \text{EPI}_1 + \text{EPI}_2 + \ldots + \text{EPI}_n \div n
\]

The EPI is independent of the actual traffic load. It can thus be used to define the energy efficiency of a networking device. A value of 0 means the power usage is agnostic to traffic and a value of 100 means that the device has perfect energy proportionality.

6. Benchmark details

All power measurements are done in MilliWatts, except NECR which is done in MilliWatts/ Mbps.

7. IANA Considerations

This document makes no request of IANA.

Note to RFC Editor: this section may be removed on publication as an RFC.

8. Security Considerations

This document raises no new security issues.
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