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Abst ract

Thi s docunment describes the requirenment for an I P nulticast
performance nonitoring systemfor service provider |P nulticast
networks. This system enables efficient performance nonitoring in
Servi ce Providers’ production networks and provi des di agnostic
information in case of performance degradation or failure.
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1. Introduction
Service providers (SPs) have been leveraging IP nulticast to provide

revenue-generating services, such as IP television (I1PTV), video
conferencing, as well as the distribution of stock quotes or news.
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These services are usually | oss-sensitive or delay-sensitive, and
their data packets need to be delivered over a large scale | P network
inreal-time. Meanwhile, these services demand relatively strict
service-level agreenents (SLAs). For exanple, loss rate over 5%is
general |y consi dered unacceptable for |IPTV delivery. Video
conferencing normally demands del ays no nore than 150 milli seconds.
However, the real-time nature of the traffic and the depl oynent scale
of service make it very challenging for I P nulticast perfornmance
monitoring in a SPs production network. Wth increasing depl oynent
of multicast service in SP networks, it becomes mandatory to devel op
an efficient systemthat is designed for SPs to accommpdate the

foll owi ng functions.

0 SLA nonitoring and verification: verify whether the performance of
a production multicast network nmeets SLA requirenents

o Network optim zation: identify bottlenecks when the perfornmance
metrics do not neet the SLA requirenents.

o Fault localization: pin-point inpaired conponents in case of
performance degradati on and service disruption.

These functions alleviate the OAM cost of I P nulticast network for
SPs, and ensure the quality of services.

However, the existing IP rmulticast nonitoring tools and systens,
whi ch were nostly designed either for prinmtive connectivity

di agnosi s or for experimental evaluations, do not suit an SP
production network, given the follow ng facts:

o Most of them provide end-to-end reachability check only [2][4][6].
They cannot provi de sophisticated neasurenent netrics such as
packet | oss, one-way delay, and jitter, for the purpose of SLA
verification.

o0 Most of them can perform end-to-end neasurenents only. For exanpl e,
RTCP- based nonitoring system[5] can report end-to-end packet |oss
rate and jitter. End-to-end neasurenents are usually inadequate
for fault localization, which needs finer grain neasurenent data
to pin-point exact root causes.

o0 Most of them use probing packets to probe network performance [ 2]
[4]. The approach might yield biased or even irrelevant results
because the probing results are sanpled and the out-of - band
probi ng packets might be forwarded differently fromthe nonitored
user traffic.
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o Most of themare not scalable in a |arge depl oynent |ike an SPs’
production network. For exanple, in |IPTV depl oynent, the nunber of
group nenbers mght be in the order of thousands. |In this scale,
an RTCP-based nulticast nonitoring system|[5] becones al nost
unusabl e because RTCP report intervals of each receiver mght be
del ayed up to minutes or even hours because of over-crowded
reporting multicast channel [12].

o Sone of themrely on the information from external protocols,
whi ch make their capabilities and depl oynent scenarios limted by
the external protocols. The exanpl es are passive neasurenent tools
that collect and anal yze nessages from protocols such as multicast
routing protocols [7], IGW [9], or RTCP [5], etc. Another
exanple is a SNMP-based system [8] that collects and anal yzes
rel evant multicast MB information

Thi s docunent describes the requirenent for an I[P nulticast
performance nonitoring systemfor service provider (SP) IP nulticast
networks. This system should enable efficient nonitoring of
performance netrics of any given nulticast channel (*, G or (S, G and
provi des diagnostic information in case of performance degradation or
failure, which help SPs to do SLA verification, network optim zation
and fault localizations in a |large production network.

2. Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC-2119 [1].

3. Term nol ogi es

0 SSM (source specific multicast): Wien a multicast group is
operating in SSM node, only one designated node is eligible to
send traffic through the nulticast channel. An SSM nulticast group
with the designated source address s and group address Gis
denoted by (s, G.

0 ASM (any source multicast): Wen a nulticast group is operating in
ASM node, any node can mnulticast packets through the nulticast
channel to other group nenbers. An ASM nul ticast group with group
address Gis denoted by (*, Q.

0 Root (of a multicast group): In an SSMmulticast group (s, G, the
root of this group is the first-hop router next to the source node
s. In an ASMnul ticast group (*, G, the root of this group is the
sel ected rendezvous point router.
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0 Receiver: The termreceiver refers to any node in the nulticast
group that should receive multicast traffic.

o Internal forwarding path: Gven a multicast group and a forwarding
node in the group, the internal forwarding path inside the node
refers to the data path between the upstreaminterface towards the
root and one of the downstreaminterfaces toward a receiver

o Multicast forwarding path: Gven a multicast group, a nulticast
forwarding path refers to the sequence of the interfaces, |inks
and internal forwarding paths fromthe downstreaminterface at the
root until the upstreaminterface at a receiver

o Multicast forwarding tree: Gven a nulticast group G the union of
all nulticast forwardi ng paths conposes the multicast forwarding
tree.

o Segnent (of nulticast forwarding path): The segnent of a nulticast
forwarding path refers to part of the path between any two given
i nterfaces.

0 Measurenent session: A neasurenent session refers to the period of
time in which certain perfornmance netrics over a segment of
mul ticast forwarding path is nonitored and neasured.

0 Mnitoring node: A nonitoring node is a node on a nulticast
forwarding path that is capable of performng traffic performance
measurenents on its interfaces

0 Active interface: An interface of a nonitoring node that is turned
on to start a neasurenent session is said to be active

0 Measurenent session control packets: The packets are used for
dynamic configuration for active interface to coordinate
neasur enent sessi ons.

Figure 1 shows a nulticast forwarding tree rooted at a root’s
interface A Wthin router 1, B-C and B-D are two internal forwarding
paths. Path A-B-CE-G 1| is a multicast forwarding path, which starts
at root’s downstreaminterface A and ends at receiver 2's upstream
interface I. A-B, B-C-E are two segnents of this forwardi ng path.
When a nmeasurenment session for a netric such as loss rate is turned
on over segnent A-B, interfaces A and B are active interfaces.
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Figure 1. Exanple of nulticast forwarding tree
4. Functional Requirenents
4.1. Topol ogy di scovery and nonitoring

The monitor system SHOULD have nechani snms to col | ect topol ogy
information of the nulticast forwarding trees for any given nulticast
group. The function can be an integrated part of this nonitoring
system Alternatively, the function mght rely on other tools and
protocols, such as ntrace [3], MANTRA[ 7], etc. The topol ogy
information will be referenced by network operators to deci de where
to enabl e nmeasurement sessions.

4.2. Performance neasurenent

The performance nmetrics that a nonitoring node needs to collect
include, but are not limt to, the foll ow ng.

4,.2.1. Loss rate

Loss rate over a segnent is the ratio of user packets not delivered
to the total nunber of user packets delivered over this segnent
during a given interval. The nunmber of user packets not delivered
over a segnment is the difference between the nunber of packets
transmitted at the starting interface of the segnment and received at
the ending interface of this segnent. Loss rate is crucial for

mul ti medi a streaning, such as |PTV, video/audi o conferencing.

Loss rate over any segment of a mnulticast forwardi ng path MJST be
provi ded. The neasurement interval MJST be confi gurable.
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4.2.2. One-way del ay

One-way del ay over a segnent is the average time that user packets
take to traverse this segment of forwarding path during a given
interval. The tinme that a user packet traversing a segnent is the

di fference between the time when the user packet |eaves the starting
interface of this segnment and the tine when the same user packet
arrives at the ending interface of this segnent. The one-way del ay
metric is essential for real-tinme interactive applications, such as
vi deo/ audi o conferencing, multiplayer gan ng.

One-way del ay over any segnent of a nulticast forwarding path SHOULD
be able to be nmeasured. The measurenent interval MJST be confi gurable.

To get accurate one-way del ay measurenent results, the two end
moni tori ng nodes of the investigated segnents m ght need to have
cl ock synchroni zed.

4.2.3. Jitter

Jitter over a segment is the variance of one-way delay over this
segnment during a given interval. The nmetric is of great inportance
for real-tine streanming and interactive applications, such as |IPTV,
audi o/ vi deo conf erenci ng.

One-way delay jitter over any segnment of a nulticast forwarding path
SHOULD be able to be neasured. The neasurenent interval MJST be
confi gurabl e.

Sane as One-way del ay neasurenent, to get accurate jitter, the clock
frequencies at the two end nonitoring nodes mght need to be
synchroni zed so that the clocks at two systenms will proceed at the
same pace.

4.2.4. Throughput

Throughput of nulticast traffic for a group over a segnent is the
average nunber of bytes of user packets of this nulticast group
transmtted over this segnment in unit tine during a given interval
The informati on m ght be useful for resource managenent.

Throughput of nulticast traffic over any segnent of a nulticast

forwardi ng path MAY be neasured. The neasurenent interval MJST be
confi gurabl e.
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4. 3. Measurenent session nmanagenent

A measurenment session refers to the period of tinme in which
measurenent for certain performance netrics is enabl ed over a segnent
of multicast forwarding path or over a conplete nulticast forwarding
path. During a neasurenent session, the two end interfaces are said
active. Wien an interface is activated, the interfaces start
collecting statistics, such as nunber or tinestanps of user packets
whi ch bel ongs to the given nulticast group and pass through the
interface. Wien both interfaces are activated, the neasurenent
session starts. During a neasurenent session, data fromtwo active
interfaces are periodically correlated and the performance netrics,
such as loss rate or delay, are derived. The correlation can be done
either on the downstreaminterface if the upstreaminterface passes
its data to it or on a third-party if the raw data on two active
interfaces are reported to it. Wen one of the two interfaces is
deactivated, the neasurenent session stops.

4.3.1. Segnent v.s. Path

Net wor k operators SHOULD be able to turn on or off measurements
sessions for specific performance netrics over either a segnent of
mul ticast forwardi ng path or over a conplete nulticast forwarding
path at any time. For exanple in Figure 1, network operator can turn
on the measurenent session of loss rate over path A-B-D-F and segnent
A-B-C as well as jitter over segnent CG-E-G 1 sinmultaneously. This
feature allows network operators to zoominto the suspicious
components when degradation or failure occurs.

4,.3.2. Static v.s. Dynamic configuration

A measurenent session can be configured statically. In this case,
networ k operators activate the two interfaces or configure their
paraneter settings on the rel evant nodes either manually or
automatically through agents of network managenent system ( NVBS)

Optionally, a neasurenment session can be configured dynanically. In
this case, an interface nay coordi nate another interface on its
forwarding path to start or stop a session. Accordingly, the format
and process routines of the measurenent session control packets need
to be specified. The delivery of such packets SHOULD be reliable and
it MJUST be possible to secure the delivery of such packets.

4.3.3. Proactive v.s. on-denand
A nmeasurenent session can be started either proactively or on demand

Proactive nonitoring is either configured to be carried out
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periodically and continuously or preconfigured to act on certain
events such as alarmsignals. To save resources, operators may turn
on measurement sessions proactively for critical performance netrics
over the backbone segnents of nulticast forwarding tree only. This
keeps the overall nonitoring overhead m nimal during normal network
operations.

In contrast to proactive nonitoring, on-demand nonitoring is
initiated manually and for a linited amount of tine to carry out

di agnostics. Wien network performance degradation or service

di sruption occurs, operators mght turn on neasurenent sessions on-
demand over the interested segnents to facilitate fault localization

4.4. Measurenment result report

The measurenent results might be present in tw forms: reports or
al arms.

4.4.1. Performance reports

Performance reports contain streans of neasurenent data over a period
of time. A data collection agent MAY actively poll the nonitoring
nodes and col |l ect the nmeasurenent reports fromall active interfaces.
Al ternatively, the nonitoring nodes might be configured to upload the
reports to the specific data collection agents once the data becone
avai l abl e. To save bandw dth, the content of the reports mnight be
aggregat ed and conpressed. The period of reporting SHOULD be able to
be configured or controlled by rate limtation nmechanisns (e.g.
exponentially increasing).

4.4.2. Exceptional alarns

On the other hand, the active interfaces of a nonitoring node or a
third-party MAY be configured to raise alarnms when exceptional events
such as performance degradation or service disruption occur. Alarm

t hreshol ds and the nanagenent shoul d be specified for each of the
performance nmetric when the measurenent session is configured on this
interface. During neasurenent session, once the value of certain
performance netric exceeds the threshold, alarmw Il be raised and
reported to the configured nodes. To prevent huge vol une of alarns
from overl oadi ng the managenent nodes and network congestion, alarm
suppressi on and aggregati on nmechani sne SHOULD be enpl oyed on the
interfaces to linmit the rate of alarmreport and the vol une of data.
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5. Design considerations

To nmake the nmonitoring systemfeasible and optimal for a SP
production network, the follow ng considerations should take into
account when design the system

5.1. Inline data-plane neasurenent

Measurement results collected by probing packets m ght be biased or
even totally irrelevant given the facts that (1) probing packets
collect sanpled results only and mi ght not capture the real statistic
characteristics of the nonitored user traffic. Experinents have
denmonstrated that the neasurenent sanpled by the probing packets,
such as ping probes, might be incorrect if sanpling interval is too
long [10]; (2) probing packets introduce extra | oad onto the network.
In order to inprove accuracy, sanpling frequency has to be high
enough, which in turn increase network overhead and further bias the
measur enent results; (3) probing packets are usually not in the sane
mul ticast group as user packets and night take different forwarding
path given that equal cost multi-path routing (ECW) and I|ink
aggregation (LAG have been w dely adopted in SP network. An out-of-
band probi ng packet m ght take a path totally different fromthe user
packets of the nulticast group that it is nonitoring. Even if the
forwarding path is the sane, the internedi ate node ni ght apply

di fferent queuing and scheduling strategy for the probing packets. As
a result, the neasured results night be irrel evant.

The performance neasurenent should be "inline" in the sense that the
measurenent statistics are derived directly from user packets,

i nstead of probing packets. At the sane tine, unlike offline packet
anal ysis, the neasurenent is counting user packets at |line-speed in
real -tine without any packet duplication or buffering.

To acconplish the inline measurenent, sone extra packets m ght need
to be injected into user traffic to coordi nate neasurenent across

nodes. The vol une of these packets SHOULD be keep nininal such that
the injection of such packets will not inpact measurenent accuracy.

5.2. Scalability

The neasur enent net hodol ogy and system architecture MJIST be scal abl e.
A multicast network for an SP production network usually conprises of
t housands of nodes. G ven the scale, the collecting, processing and
reporting overhead of performance neasurenent data SHOULD NOT
overwhel m ei t her nonitoring nodes or managenent nodes. The vol une of
reporting traffic should be reasonabl e and not cause any network
congesti on.
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5. 3. Robustness

The measurenents MJST be i ndependent of the failure of the underlying
mul ti cast network. For exanple, the nonitor SHOULD generate correct
measurenent result even if sone neasurenent coordinating packets are
lost; invalid performance reports should be able to be identified in
case that the underlying multicast network i s undergoing drastic
changes.

If dynamic configuration is supported, the delivery of neasurenent
session control packets SHOULD be reliable so that the neasurenent
sessions can be started, ended and performed in a predictabl e manner.
Meanwhil e, the control packets SHOULD not be delivered based on the
mul ticast routing decision. This nulticast independent characteristic
guarantees that the active interfaces are still under control even if
the multicast service is malfunctioning.

Simlarly, if an NMS is used to control the nonitoring nodes renotely,
t he conmuni cati on between nonitoring nodes and the NM5 SHOULD be
reliable.

5.4. Security

The nonitoring system MJUST not inpose security risks on the network.
For exanpl e, the nonitoring nodes should be prevented from bei ng
exploited by third parties to control neasurenment sessions
arbitrarily, which m ght nmake the nodes vul nerabl e for DDoS attacks.

If dynamic configuration is supported, the neasurenent session
control packets need to be encrypted and aut henti cat ed.

5.5. Device flexibility

Both the software and hardware depl oyment requirenent for the

nmoni toring system SHOULD be reasonabl e. For exanple, one-way del ay
measur enent needs cl ock synchroni zati on across nodes. To require the
installation of expensive hardware clock synchronization devices on
all nonitoring nodes might be too costly to make the nonitoring
systeminfeasible for |arge depl oynent.

The nonitor system SHOULD be increnental |y depl oyabl e, which neans
that the system can enable nonitoring functionality even if sone of
the nodes in the network are not equipped with the required software
and hardware or does not neet the software and hardware depl oynent
requirenents
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The non-nonitoring nodes without the nonitoring capabilities SHOULD
be able to coexist with nonitoring nodes and function. The packets
exchanged between nonitoring nodes SHOULD be transparent to other
nodes and MJST not cause any mal function of the non-nonitoring nodes.
5.6. Extensibility
The system shoul d be easy to be extended for new functionalities. For
exanpl e, the system should be easily extended to collect newy
defined perfornmance netrics.
6. Security Considerations

The security issues have been taken into account in design
consi derations (see Section 5.4).

7. | ANA Consi derations

There is no | ANA action required by this draft.
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