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Abstr act
G obal | Pv6 depl oyment was slower than originally expected. As |Pv4

addr ess exhausti on approaches, I1Pv4 to IPv6 transition issues becone
nmore critical and |less tractable. Host-based transition mechani sns
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used in dual stack environments cannot neet all transition

requi renents. Mbst end users are not sufficiently expert to configure
or mai ntain host-based transition mechanisnms. Carrier-Gade NAT (CGN)
devices with integrated transition nechani sns can reduce the
operational changes required during the IPv4 to I Pv6 mgration or
coexi stence peri od.

Thi s docunent proposes an increnmental CGN approach for |Pv6
transition. It can provide |IPv6 access services for |Pv6 hosts and
| Pv4 access services for | Pv4 hosts, while |leaving nuch of a | egacy
| SP network unchanged during the initial stage of IPv4d to | Pv6

nmgration. Unlike CGN al one, incremental CCGN al so supports and
encourages snooth transition towards dual -stack or |Pv6-only |SP
networ ks. An integrated configurable CGN device and an adaptive Home

Gateway (HG) device are described. Both are re-usable during
different transition phases, avoiding nultiple upgrades. This enables
IPv6 mgration to be increnentally achieved according to real user
requirenents.
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1. Introduction

A obal | Pv6 deploynment did not happen as was forecast 10 years ago.
Net work providers were hesitant to nake the first nove while | Pv4 was
and is still working well. However, |Pv4 address exhaustion is

i mmi nent. The dynanical |l y-updated | Pv4 Address Report [l PUSAGE] has
anal yzed this issue. It predicts early 2011 for | ANA unall ocated
address pool exhaustion and mddle 2012 for RIR unall ocated address
pool exhaustion. Based on this fact, the Internet industry appears to
have reached consensus that gl obal |Pv6 deploynent is inevitable and
has to be done expeditiously.

IPv4 to IPv6 transition issues therefore beconme nore critical and
complicated for the approaching global |1Pv6 depl oynent. Host-based
transition nechani sns alone are not able to neet the requirenments in
all cases. Therefore, network-based supporting functions and/ or new
transition nechani sns with sinple user-side operation are needed.

Carrier-Grade NAT (CGN) [I-D.nishitani-cgn], also called NAT444 CGN
or Large Scal e NAT, conpounds | Pv4 operational problens when used

al one, but does nothing to encourage IPv4 to IPv6 transition

Depl oynment of NAT444 CGN allows |1SPs to delay the transition, and

t heref ore causes double transition costs (once to add CG\, and again
to support |Pv6).

CCN depl oynents that integrate nultiple transition mechani snms can
simplify the operation of end user services during the IPv4 to | Pv6
m gration and coexi stence periods. CG\s are depl oyed on the network
si de and nanaged/ nai ntai ned by professionals. On the user side, new
Honme Gateway (HG devices nay be needed too. They may be provi ded by
net wor k provi ders, depending on the specific business nodel. Dual -
stack lite [I-D.ietf-softwire-dual -stack-lite], also called DS-Lite,
is a CG\Nbased solution that supports transition, but it requires the
ISP to upgrade its network to | Pv6 i mmediately. Many | SPs hesitate to
do this as the first step. Theoretically, DS-Lite can be used with
doubl e encapsul ation (I Pv4-in-1Pv6-in-1Pv4) but this seens even | ess
likely to be accepted by an ISP and is not discussed in this
docunent .

Thi s docunent proposes an increnmental CGN approach for |Pv6
transition. It does not define any new protocols or nechani sms, but
descri bes how to combi ne existing proposals in an incremental

depl oynent. The approach is simlar to DS-Lite, but the other way
around. It mainly conbines v4-v4 NAT with v6-over-v4 tunneling
functions. It can provide |Pv6 access services for |Pv6-enabl ed hosts
and | Pv4 access services for | Pv4 hosts, while |eaving nost of |egacy

Jiang, et al. Expires July 4, 2011 [ Page 3]



Internet-Draft draft-ietf-v6ops-increnental -cgn-03.txt January 2011

| Pv4 | SP networ ks unchanged. The depl oynent of this technol ogy does
not affect |egacy IPv4 hosts with global |Pv4 addresses at all. It is
suitable for the initial stage of IPv4 to IPv6 mgration. It also
supports transition towards dual -stack or |Pv6-only | SP networks.

A snooth transition mechanismis also described in this docunent. It
i ntroduces an integrated configurable CGN device and an adaptive HG
device. Both CGN and HG are re-usabl e devices during different
transition periods, so they do not need to be replaced as the
transition proceeds. This enables IPv6 migration to be increnmentally
achi eved according to the real user requirenents.

2. An Increnmental CGN Approach

Today, nost consumers primarily use | Pv4. Network providers are
starting to provide |IPv6 access services for end users. At the
initial stage of IPv4 to IPv6 migration, |Pv4 connectivity and
traffic would continue to represent the mgjority of traffic for nost
| SP networks. |1SPs would like to nininize the changes to their |Pv4
networ ks. Switching the whole ISP network into |IPv6-only would be
considered as a radical strategy. Switching the whole ISP network to
dual stack is less radical, but introduces operational costs and
conmplications. Although sone | SPs have successfully depl oyed dua
stack networks, others prefer not to do this as their first step in
| Pv6. However, they currently face two urgent pressures - to
compensate for an imredi ate shortage of |Pv4 addresses by depl oyi ng
some met hod of address sharing, and to prepare actively for the use
of deploynent of |Pv6 address space and services. |SPs facing only
one pressure out of two could adopt either CGN (for shortage of |Pv4
addresses) or 6rd (to provide |IPv6 connectivity services). The
approach described in this draft is intended to address both of these
pressures at the sanme tinme by conbining v4-v4 CGN with v6-over-v4
tunnel i ng technol ogi es.

2.1. Increnental CGN Approach Overview

The increnental CGN approach we propose is illustrated as the
follow ng figure
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Figure 1: increnmental CGN approach with IPv4 | SP network
DS HG = Dual - Stack Hone Gateway (CPE - Custoner Prenises Equipnent).

As shown in the above figure, the ISP has not significantly changed
its I Pv4 network. This approach enables | Pv4 hosts to access the | Pv4d
Internet and | Pv6 hosts to access the IPv6 Internet. A dual stack
host is treated as an | Pv4 host when it uses |Pv4 access service and
as an | Pv6 host when it uses an | Pv6 access service. |n order to
enabl e 1 Pv4 hosts to access the IPv6 Internet and | Pv6 hosts to
access | Pv4 Internet, NAT64 can be integrated with the CQ\, see
Section 2.6 for details regarding | Pv4/1Pv6 interconmunication. The

i ntegration of such nechanisns is out of scope for this docunent.

Two types of device need to be deployed in this approach: a dual -
stack honme gateway (HG, and a dual -stack CGN. The dual - stack hone
gateway integrates both IPv6 and | Pv4 forwarding and v6-over-v4
tunneling functions. It should follow the requirenents of
[I-D.ietf-v6ops-ipv6-cpe-router], including IPv6 prefix del egation
It may integrate v4-v4 NAT functionality, too. The dual -stack CGN

i ntegrates v6-over-v4 tunneling and v4-v4 CGN functions, as well as
standard | Pv6 and | Pv4 routing

The approach does not require any new mechani sns for | P packet
forwardi ng or encapsul ation or decapsul ation at tunnel end points.
The follow ng sections describe how the HG and the incremental CGN
interact.

2.2. Choice of tunneling technol ogy
In principle, this model will work with any form of tunnel between

t he dual -stack HG and the dual -stack CGN. However, tunnels that
require individual configuration are clearly undesirabl e because of
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their operational cost. Configured tunnels based directly on

[ RFC4213] are therefore not suitable. A tunnel broker according to
[ RFC3053] woul d al so have hi gh operational costs and be unsuitable
for home users

6rd [ RFC5569, RFC5969] technol ogy appears suitable to support v6-
over-v4 tunneling with | ow operational cost. CRE [ RFC2784] with an
addi ti onal auto-configuration nechanismis also able to support v6-
over-v4 tunneling. Oher tunneling nechani sns such as 6over4

[ RFC2529], 6to4 [RFC3056], the Intra-Site Automatic Tunnel Addressing
Prot ocol (I SATAP) [ RFC5214] or Virtual Enterprise Traversal (VET)

[ RFC5558] coul d be considered. If the ISP has an entirely MPLS
infrastructure between the HG and the dual -stack CGN, it would al so
be possible to use a 6PE [ RFC4798] tunnel directly over MPLS. This
woul d, however, only be suitable for an advanced HG that is unlikely
to be found as a consumer device, and is not further discussed here.
To sinplify the discussion, we assune the use of 6rd.

2. 3. Behavior of Dual -stack Hone Gateway

When a dual -stack honme gateway receives a data packet froma host, it
will determ ne whether the packet is an IPv4 or | Pv6 packet. The
packet will be handled by an IPv4 or | Pv6 stack as appropriate. For

I Pv4, and in the absence of v4-v4 NAT on the HG the stack will
simply forward the packet to the CGN, which will norrmally be the | Pv4
default router. If v4-v4 NAT is enabled, the HG transl ates t he packet
source address froma HG scope private | Pv4 address into a CG\-scope
| Pv4 address, performs port mapping if needed, and then forwards the
packet towards the CGN. The HG records the v4-v4 address and port
mappi ng i nformati on for inbound packets, |ike any other NAT

For |1 Pv6, the HG needs to encapsul ate the data into an | Pv4 tunne
packet, which has the dual -stack CGN as the | Pv4 destination. The HG
sends the new | Pv4 packet towards the CGN, for exanple using 6rd.

If the HGis linked to nore than one CGN, it will record the mappi ng
i nformati on between the tunnel and the source |Pv6 address for

i nbound packets. Detail ed considerations for the use of multiple CG\s
by one HG are for further study.

| Pv4 packets fromthe CGN, and encapsul ated | Pv6 packets fromthe

CGN, will be translated or decapsul ated according to the stored
mappi ng i nformati on and forwarded to the custoner side of the HG
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2. 4. Behavi or of Dual -stack CGN

When a dual -stack CGN receives an | Pv4 data packet from a dual -stack
hone gateway, it will determ ne whether the packet is a nornal |Pv4
packet, which is non-encapsul ated, or a v6-over-v4 tunnel packet
addressed to a tunnel end point within the CG\. For a normal |Pv4
packet, the CGN transl ates the packet source address from a CG\ scope
| Pv4 address into a public | Pv4 address, perforns port mapping if
necessary, and then forwards it normally to the IPv4 Internet. The
CCN records the v4-v4 address and port mapping i nformation for

i nbound packets, just like a normal NAT does. For a v6-over-v4 tunne
packet, the tunnel end point within the CGN will decapsulate it into
the original | Pv6 packet and then forward it to the IPv6 Internet.
The CGN records the mapping information between the tunnel and the
source | Pv6 address for inbound packets.

Dependi ng on the deployed | ocation of the CGN, it may use a further
v6-over-v4 tunnel to connect to the | Pv6 Internet.

Packets fromthe IPv4 Internet will be appropriately translated by
the CGN and forwarded to the HG and packets fromthe 1 Pv6 Internet
will be tunneled to the appropriate HG using the stored mapping

i nformati on as necessary.

2.5. Inpact for existing hosts and unchanged networks

Thi s approach does not affect the unchanged parts of |SP networks at
all. Legacy IPv4 ISP networks and their | Pv4 devices remain in use.
The existing | Pv4 hosts, shown as the | ower right box in Figure 1,

ei ther having global |Pv4 addresses or behind v4-v4 NAT, can connect
to the IPvd Internet as it is now These hosts, if they are upgraded
to becone dual -stack hosts, can access the I Pv6 Internet through the
I Pv4 | SP network by using | Pv6-over-IPv4 tunnel technol ogies. (See
section 2.7 for a comment on MU size.)

2.6. | Pv4/1Pv6 intercommuni cation

| Pv6-only public services are not expected as long as there is
significant |1Pv4-only custoner base in the world, for obvious
commer ci al reasons. However, |Pv4/1Pv6 interconmnunication may becone
i ssues in nmany scenari os.

The 1 ETF is expected to standardize a reconmmrended | Pv4/ | Pv6

translation algorithm sometines referred to as NAT64. It is
specified in
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o "Framework for |1Pv4/1Pv6 Translation"
[I-D.ietf-behave-v6v4-franmework]

0 "IPv6 Addressing of |Pv4/1Pv6 Translators" [RFC6052]

0 "DNS64: DNS extensions for Network Address Translation froml|Pv6
Clients to | Pv4 Servers" [I-D.ietf-behave-dns64]

o "IP/ICW Translation Algorithn [I-D.ietf-behave-v6v4-xl ate]

o "Stateful NAT64: Network Address and Protocol Translation from
IPv6 Clients to | Pv4 Servers"
[1-D.ietf-behave-v6v4- x| at e-stateful ]

0o "An FTP ALG for IPv6-to-1Pv4 translation" [I-D.ietf-behave-ftp64]

The service, as described in the |ETF s "Quidelines for Using | Pv6
Transition Mechani sns during | Pv6 Depl oynent”
[1-D.arkko-ipv6-transition-guidelines], provides for stateless
transl ati on between hosts in an | Pv4-only domain or which offer an

| Pv4-only service and hosts with an | Pv4-enbedded | Pv6 address in an
| Pv6-only dormain. It additionally provide access from|Pv6 hosts with
general format addresses to hosts in an | Pv4-only domain or which
offer an I Pv4-only service. It does not provide any-to-any
translation. One result is that client-only hosts in the | Pv6 domain
gain access to I Pv4 services through stateful translation. Another
result is that the I Pv6 network operator has the option of noving
servers into the I Pv6-only domain while retaining accessibility for

| Pv4-only clients, through stateless translation of an |Pv4-enbedded
| Pv6 address.

Al so, "Architectural Inplications of NAT" [RFC2993] applies across
the service just as in |Pv4/1Pv4 translation: apart fromthe fact
that a systemw th an | Pv4-enbedded | Pv6 address is reachabl e across
the NAT, which is unlike IPv4, any assunption on the application’s
part that a |local address is nmeaningful to a renmpte peer, and any use
of an I P address literal in the application payload, is a source of
service issues. In general, the recoormended mitigation for this is

o0 ldeally, applications should use DNS nanmes rather than | P address
literals in URLs, URI's, and referrals, and in general be network
| ayer agnosti c.

o If they do not, the network may provide a relay or proxy that
straddl es the domains. For exanple, an SMIP MIA with both | Pv4
and | Pv6 connectivity handles | Pv4/I1Pv6 translation cleanly at the
application |ayer.

2.7. Discussion
For 1 Pv4 traffic, the incremental CGN approach inherits all the

probl ens of CGN address sharing techni ques
[I-D.ietf-intarea-shared-addressing-issues] (e.g., scaling, and the
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difficulty of supporting well-known ports for inbound traffic).
Application | ayer problens created by doubl e NAT are beyond the scope
of this docunent.

For IPv6 traffic, a user behind the DS HG wi || see normal |Pv6
service. W observe that an I Pv6 tunnel MIU of at |east 1500 bytes
woul d ensure that the mechani sm does not cause excessive
fragmentation of I1Pv6 traffic nor excessive |Pv6 path MIU di scovery
interactions. This, and the absence of NAT problens for IPv6, wll
create an incentive for users and application service providers to
prefer |Pv6.

ICWP filtering [ RFC4890] may be included as part of CGN functions.
3. Snmpoth transition towards | Pv6 infrastructure

Transition frompure NAT444 CGN or 6rd to the incremental CGN
approach is straightforward. The HG and CGN devi ces and their

| ocati ons do not have to be changed; only software upgradi ng may be
needed. In the ideal nodel, described bel ow, even software upgrading
is not necessary; reconfiguration of the devices is enough. NAT444
CCN sol ves the public address shortage issues in the current |Pv4
infrastructure. However, it does not contribute towards |Pv6

depl oynent at all. The increnmental CGN approach can inherit NAT444
CGN functions while providing overlay | Pv6 services. 6rd nmechani sns
can also transformsmoothly into this increnental CGN nodel. However,
the hone gateways need to be upgraded correspondingly to performthe
steps descri bed bel ow

The incremental CGN can also easily be transitioned to an | Pv6-
enabl ed infrastructure, in which the ISP network is either dual -stack
or | Pv6-only.

If the ISP prefers to nove to dual -stack routing, the HG shoul d
simply switch off its v6-over-v4 function when it observes native

| Pv6 RA or DHCPv6 traffic, and then forward both | Pv6 and | Pv4
traffic directly, while the dual-stack CGN keeps only its v4-v4 NAT
function.

However, we expect |SPs to choose the approach described as

i ncrenmental CGN here because they intend to avoid dual -stack routing,
and to nove incrementally fromlPv4-only routing to | Pv6-only
routing. In this case, the ideal nodel for the incremental CGN
approach is that of an integrated configurable CGN device and an
adaptive HG device. The integrated CGN device will be able to support
mul tiple functions, including NAT444 CGQN, 6rd router (or an
alternative tunneling nechanisn), DS-Lite, and dual -stack forwarding.
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The HG has to integrate the correspondi ng functions, and be able to
detect relevant increnmental changes on the CGN side. Typically the HG
will occasionally poll the CGN to discover which features are
operational. For exanple, starting froma pure |Pv4-only scenario (in
which the HG treats the CGN only as an | Pv4 default router), the HG
woul d di scover by infrequent polling when 6rd becane avail able. The
hone user would then acquire an | Pv6 prefix. At a later stage, the HG
woul d observe the appearance of native |Pv6 Route Adverti senent
messages or DHCPv6 nessages to discover the availability of an | Pv6
service including DS-Lite. Thus, when an | SP decides to switch from
incremental CGNto DS-Lite CA\, only a configuration change or a

m nor software update is needed on the CGNs. The hone gateway woul d
detect this change and switch automatically to DS-Lite node. The only
i npact on the home user will be to receive a different |1 Pv6 prefix.

In the snooth transition nodel, both CGN and HG are re-usabl e devices
during different transition periods. This avoids potential nultiple
upgrades. Different regions of the sane | SP network may be at
different stages of the incremental process, using identica

equi prent but with different configurations of the increnental CGN
devices in each region. Thus, IPv6 mgration may be incrementally
achi eved according to the real ISP and custoner requirenents.

4. Security Considerations

Security issues associated with NAT have been docunented in [ RFC2663]
and [ RFC2993]. Security issues for |arge-scal e address sharing,
including CGN, are discussed in [I-D.ietf-intarea-shared-addressing-
i ssues]. The present specification does not introduce any new
features to CON itself, and hence no new security considerations.
Security issues for 6rd are docunented in [ RFC5569, RFC5969] and
those for DS-Lite in [I-D.ietf-softwire-dual -stack-lite].

Since the tunnel s proposed here exist entirely within a single ISP
net work, between the HE CPE and the CGN, the threat nodel is
relatively sinmple. [RFC4891] describes how to protect tunnels using

| Psec, but an | SP could reasonably deemits infrastructure to provide
adequate security w thout the additional protection and overhead of

| Psec. The intrinsic risks of tunnels are described in [I-D.ietf-
vbops-tunnel -security-concerns], which recommends that tunnel ed
traffic should not cross border routers. The increnental CGN approach
respects this recommendation. To avoid other risks caused by tunnels,
it is inportant that any security mechani sms based on packet

i nspection, and any inplenentation of ingress filtering, are applied
to I Pv6 packets after they have been decapsul ated by the CG\. The
dual -stack hone gateway will need to provide basic security
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functionality for IPv6 [I-D.ietf-v6ops-cpe-sinple-security]. Oher
aspects are described in [ RFC4864].
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