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Abst r act

Net wor k Address and Port Translation (NAPT) works well for conserving
gl obal addresses and addressing nul tihoming requirenents, because an
| Pv4 NAPT router inplements three functions: source address

sel ection, next-hop resolution and optionally DNS resolution. For

| Pv6 hosts one approach could be the use of I Pv6 NAT. However, NAT
shoul d be avoided, if at all possible, to permt transparent host-to-
host connectivity. |In this docunment, we analyze the use cases of

mul ti homing. W also describe functional requirenments for

mul ti hom ng wi thout the use of NAT in IPv6 for hosts and small | Pv6
net wor ks that woul d ot herwi se be unable to neet mninum]I|Pv6

al location criteria .
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1.

I nt roducti on

| Pv6 provides enough gl obally uni que addresses to permt every

concei vabl e host on the Internet to be uniquely addressed wi thout the
requi renent for Network Address Port Translation (NAPT [ RFC3022])

of fering a renai ssance in host-to-host transparent connectivity.

Unfortunately, this may not be possible due to the necessity of NAT
even in | Pv6, because of nultihom ng.

Multihoming is a blanket termto describe a host or small network
that is connected to nore than one upstream network. Wenever a host
or small network (which does not nmeet mininum | Pv6 allocation
criteria) is connected to multiple upstream networks | Pv6 addressing
i s assigned by each respective service provider resulting in hosts
with nore than one active |Pv6 address. As each service provided is
all ocated a different address space fromits Internet Registry, it
in-turn assigns a different address space to the end-user network or
host. For exanple, a renote access user nay use a VPN to

si mul t aneously connect to a renote network and retain a default route
to the Internet for other purposes.

In IPv4d a comopn solution to the nmultihonming problemis to enpl oy
NAPT on a border router and use private address space for individua
host addressing. The use of NAPT allows hosts to have exactly one IP
address visible on the public network and the conbi nati on of NAPT
with provider-specific outside addresses (one for each uplink) and
destination-based routing insulates a host fromthe inpacts of
mul ti pl e upstream networks. The border router may al so i nplenent a
DNS cache or DNS policy to resol ve address queries from hosts.

It is our goal to avoid the IPv6e equival ent of NAT. To reach this
goal , nechani sns are needed for end-user hosts to have multiple
address assignnents and resol ve i ssues such as which address to use
for sourcing traffic to which destination

o If nultiple routers exist on a single link the host nust
appropriately sel ect next-hop for each connected network. Routing
protocols that would norrmally be enployed for router-to-router
networ k adverti senent seeminappropriate for use by individua
host s.

0 Source address selection also becones difficult whenever a host
has nore than one address within the same address scope. Current
address selection criteria may result in hosts using an arbitrary
or random address when sourcing upstreamtraffic. Unfortunately,
for the host, the appropriate source address is a function of the
upstream network for which the packet is bound for. [If an
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upstream servi ce provider uses |IP anti-spoofing or uRPF, it is
concei vabl e that the packets that have inappropriate source
address for the upstream network woul d never reach their

desti nati on.

o0 In a multihomed environnent, different DNS scopes or partitions
may exi st in each independent upstreamnetwork. A DNS query sent
to an arbitrary upstreamresolver may result in incorrect or
poi soned responses.

In short, while IPv6 facilitates hosts having nore than one address
in the same address scope, the application of this causes significant
i ssues for a host fromrouting, source address selection and DNS
resol uti on perspectives. A possible consequence of assigning a host
mul tiple identical-scoped addresses is severely inpaired IP
connectivity.

If a host connects to a network behind an | Pv4 NAPT, the host has one
private address in the local network. There is no confusion. The
NAT becones the gateway of the host and forwards the packet to an
appropriate network when it is multihoned. It also operates a DNS
cache server, which receives all DNS inquires, and gives a correct
answer to the host.

In this docurment, we identify the functions present in nultihoned
| Pv4 NAPT environnments and propose requirenents that address
mul ti honmed |1 Pv6 environnents w thout using | Pv6 NAT

2. Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

NAT66 or | Pv6 NAT The terns "NAT66" and "I Pv6e NAT" refer to
[I-D. ntrw behave- nat 66] .

NAPT Net wor k Address Port Transl ation as descri bed
in [RFC3022]. 1In other contexts, NAPT is often

pronounced "NAT" or witten as "NAT".

Mul ti homed with nulti-prefix (MHWP) A host inplenentati on which
supports the mechani snms described in this
docunent. Nanely source address sel ection
policy, next-hop selection and DNS sel ection

policy.
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3. |Pv6 multihoned network scenari os

In this section, we classify three scenarios of the nultihom ng
envi ronnent.

3.1. dassification of network scenarios for mnultihoned host
Scenario 1:

In this scenario, two or nore routers are present on a single link
shared with the host(s). Each router is in turn connected to a

di fferent service provider network, which provides independent
address assignnent and DNS resolvers. A host in this environnent
woul d be offered multiple prefixes and DNS resol vers advertised from
the two different routers.

+------ +
| | / \
+___| rtril |:::::/ net wor k \
| | \ 1 !
o m oo + | +------ + \ ___________ /
| | |
| host [----- +
| | |
. + | +------ +
| l / !
+___| rtr2 |:::::/ net wor k \
| | \ 2 /
S + \ /

Figure 1: single uplink, multiple next-hop, nultiple prefix
(Scenario 1)

Figure 1 illustrates the host connecting to rtrl and rtr2 via a
shared Iink. Networks 1 and 2 are reachable via rtrl1 and rtr2
respectively. Wen the host sends packets to network 1, the next-hop
to network 1 is rtrl. Simlarly, rtr2 is the next-hop to network 2.

- e.g., broadband service (Internet, VolP, IPTV, etc.)

Scenario 2:

In this scenario, a single gateway router connects the host to two or
nmore upstream service provider networks. This gateway router would
recei ve prefix del egations from each i ndependent service provider

network and a different set of DNS resolvers. The gateway in turn
advertises the provider prefixes to the host, and for DNS, nay either
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act as a |ightweight DNS resol ver/cache or nay advertise the conplete
set of service provider DNS resolvers to the hosts.

Fomm - +
I / \
+---] rtrl | =====/ network \
| I \ 1 /
e, + +----- + I +------ + \ /
I I I I
| host |----- | GN |---+
| | | rtr | |
Fo-mm - + +----- + | R +
I I / \
+---| rtr2 | =====/ net wor k \
| [ \ 2 /
R + \ /

Fi gure 2: single uplink, single next-hop, nmultiple prefix
(Scenario 2)

Figure 2 illustrates the host connected to GWrtr. GWrtr connects
to networks 1 and 2 via rtrl and rtr2, respectively. Wen the host
sends packets to either network 1 or 2, the next-hop is GNrtr. Wen
the packets are sent to network 1 (network 2), GNrtr forwards the
packets to rtrl (rtr2).

- e.g, Internet + VPN ASP

Scenario 3:

In this scenario, a host has nore than one active interfaces that
connects to different routers and service provider networks. Each
router provides the host with a different address prefix and set of

DNS resolvers, resulting in a host with a unique address per |ink/
i nterface.
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o e oo + +------ +

I I I / \

| [----- | rtrl | =====/ net wor k \
I I I I \ 1 /
[ [ oo + \_ /
I I

| host |

I I

I I t------ +

I I I / \

| | =====| rtr2 |=====/ network \
I I I I \ 2 /
oo + R + \ /

Figure 3: Multiple uplink, multiple next-hop, multiple prefix
(Scenario 3)

Figure 3 illustrates the host connecting to rtrl and rtr2 via a
direct connection or a virtual link. Wen the host sends packets
network 1, the next-hop to network 1 is rtrl. Sinmilarly, rtr2 is the
next - hop to network 2.

- e.g., Mbile Wfi + 3G ISP A+ ISP B
3.2. Miltihomed network environnent

In an 1 Pv6 multi honed network, a host is assigned two or nore | Pv6
addresses and DNS resol vers from i ndependent service provider
networks. Wen this multihoned host attenpts to connect with other
hosts, it may incorrectly resolve the next-hop router, use an

i nappropriate source address, or use a DNS response from an incorrect
service provider that may result in inpaired I P connectivity.

Mul ti homed networks in | Pv4 have been commonly i npl enented through
the use of a gateway router with NAPT function (scenario 2 with
NAPT). An analysis of the current | Pv4d NAPT and DNS functions within
the gateway router should provide a baseline set of requirements for

I Pv6 nul tihomed environnents. A destination prefix/route is often
used on the gateway router to separate traffic between the networks.
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Homme- +
| / \
+---] rtrl | =====/ net wor k \
| | | \ 1 /
oo oo - + +----- + | F------ + \_ /
| 1Pv4 | | |
| host |----- | GV |---+
| I | rtr | |
e, + - - - - - + +------ +
(NAPTEDNS) | | I / \
(private +---| rtr2 |=====/ network \
addr ess | | \ 2 /
space) to----- + \ /

Figure 4: IPv4 Miltihomed environment with Gateway Router perform ng
NAPT

3.3. Miltihomed Probl em St atenment

A mul ti homed | Pv6 host has one or nore assigned | Pv6 addresses and
DNS resolvers from each upstream service provider, resulting in the
host having nmultiple valid | Pv6 addresses and DNS resol vers. The
host nust be able to resolve the appropriate next-hop, the correct
source address and DNS resol ver to use based on the destination
prefix. To prevent |P spoofing, operators will often inplenent |IP
filters and uRPF to discard traffic with an i nappropriate source
address, naking it essential for the host to correctly resolve these
three criteria before sourcing the first packet.

| Pv6 has nechani sns for the provision of multiple routers on a single
link and multiple address assignnments to a single host. However,
when t hese nechani sns are applied to the three scenarios in

Section 3.1 a nunmber of connectivity issues are identified:

Scenario 1:

The host has been assigned an address from each router and recognizes
both rtrl and rtr2 as valid default routers (in the default routers
list).

0 The source address selection policy on the host does not
deterministically resolve a source address. Upstream uRPF or
filter policies will discard traffic with source addresses that
the operator did not assign

o The host will select one of the two routers as the active default
router. No traffic is sent to the other router
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Scenario 2:

The host has been assigned two different addresses fromthe single

gateway router. The gateway router is the only default router on the

I'ink.

0 The source address selection policy on the host does not
determnistically resolve a source address. Upstream uRPF or
filter policies will discard traffic with source addresses that
the operator did not assign

0 The gateway router does not have a nechani smfor deternining which
traffic should be sent to which network. [If the gateway router is
i mpl ementing host functions (ie, processing RA) then two valid
default routers may be recogni zed.

Scenario 3:

A host has two separate interfaces and on each interface a different
address is assigned. Each link has its own router.

0 The host does not have enough information for deternining which
traffic should be sent to which upstreamrouters. The host will
sel ect one of the two routers as the active default router, and no
traffic is sent to the other router

0 The default address selection rules select the address assigned to
the outgoing interface as the source address. So, if a host has
an appropriate routing table, an appropriate source address wl|l
be sel ect ed.

Al'l scenari os:

0 The host may use an incorrect DNS resolver for DNS queries.

4. Problem statenment and anal ysi s

The probl ens described in Section 3 can be classified into these
three types:

0 Wong source address sel ection
0 Wong next-hop sel ection
0 Wong DNS server selection

This section reviews the problem statenments presented above and the
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proposed functional requirenents to resolve the issues w thout
enpl oyi ng |1 Pv6 NAT.

4.1. Source address sel ection

A multihomed | Pv6 host will typically have different addresses
assigned from each service provider either on the same |ink
(scenarios 1 & 2) or different Iinks (scenario 3). Wen the host

wi shes to send a packet to any given destination, the current source
address sel ection rules [RFC3484] nmay not deternministically resolve
the correct source address when the host addressing was via RA or
DHCPv6. [I-D.ietf-6nman-addr-sel ect-sol] describes the use of the
policy table [RFC3484] to resolve this problem but there is no
mechani sm defined to dissem nate the policy table information to a
host. A proposal is in [I-D.fujisaki-dhc-addr-select-opt] to provide
a DHCPv6 nechani sm for host policy table nmanagenent.

Again, by enploying DHCPv6, the server could restrict address
assignnent (of additional prefixes) only to hosts that support policy
tabl e managenent .

Scenario 1: "Host" needs to support the solution for this problem
Scenario 2: "Host" needs to support the solution for this problem

Scenario 3: If "Host" support the next-hop selection solution, there
is no need to support the address selection functionality on the
host .

4.2. Next-hop sel ection

A mul ti homed | Pv6 host or gateway may have nultiple uplinks to
different service providers. Here each router would use Router
Advertisenments [ RFC4861] for distributing default route/next-hop
informati on to the host or gateway router

In this case, the host or gateway router may select any valid default
router fromthe default routers list, resulting in traffic being sent
to the wong router and di scarded by the upstream service provider
Usi ng the above scenari os as an exanpl e, whenever the host w shes to
reach a destination in network 2 and there is no connectivity between
networks 1 and 2 (as is the case for a walled-garden or closed
service), the host or gateway router does not know whether to forward
traffic to rtrl or rtr2 to reach a destination in network 2. The
host or gateway router may choose rtrl as the default router, and
traffic fails to reach the destination server. The host or gateway
router requires route information for each upstream service provider
but the use of a routing protocol between a host and router causes
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both configuration and scaling issues. For |Pv4 hosts, the gateway
router is often pre-configured with static route information or uses
of Classless Static Route Options [RFC3442] for DHCPv4. Extensions
to Router Advertisenents through Default Router Preference and More-
Speci fic Routes [RFC4191] provides for link-specific preferences but
does not address per-host configuration in a multi-access topol ogy
because of its reliance on Router Advertisenents. A DHCPv6 option
such as that in [|-D.dec-dhcpv6-route-option], is preferred for host-
specific configuration. By enploying a DHCPv6 sol ution, a DHCPv6
server could restrict address assignnment (of additional prefixes)
only to hosts that support nore advanced next-hop and address

sel ection requirenments.

Scenario 1: "Host" needs to support the solution for this problem

Scenario 2: "GWNrtr" needs to support the solution for this problem

Scenario 3: "Host" needs to support the solution for this problem
4.3. DNS server selection

A mul ti homed | Pv6 host or gateway router nmay be provided nultiple DNS
resol vers through DHCPv6 or the experinental [RFC5006]. When the
host or gateway router sends a DNS query, it would normally choose
one of the avail able DNS resolvers for the query.

In the | Pv6 gateway router scenario, the Broadband Forum [ TR124]
required that the query be sent to all DNS resolvers, and the gateway
waits for the first reply. |In IPv6, given our use of specific
destination-based policy for both routing and source address
selection, it is desirable to extend a policy-based concept to DNS
resol ver selection. Doing so can minimze DNS resol ver |oad and
avoi d i ssues where DNS resolvers in different networks have
connectivity issues, or the DNS resolvers are not publicly
accessible. |In the worst case, a DNS query nmay be unanswered if sent
towards an incorrect resolver, resulting in a lack of connectivity.

An | Pv6 nul ti homed host or gateway router should have the ability to
sel ect appropriate DNS resol vers for each service based on the domain
space for the destination, and each service should provide rules
specific to that network. [1-D.savol ainen-m f-dns-server-sel ection]
proposes a solution for DNS server selection policy enforcenent
solution with a DHCPv6 opti on.

Scenario 1: "Host" needs to support the solution for this problem

Scenario 2: "GNrtr" needs to support the solution for this problem
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Scenario 3: "Host" needs to support the solution for this problem

5. Requirenents

This section describes requirenments that any solution nulti-address
and nmulti-uplink architectures need to neet.

5.1. End-to-End transparency

End-to-end transparency is a basic concept of the Internet.

[ RFC4966] states, "One of the major design goals for IPv6 is to
restore the end-to-end transparency of the Internet. Therefore,
because 1 Pv6 is expected to renove the need for NATs and simlar

i npedi nents to transparency, devel opers creating applications to work
with |Pv6 may be tenpted to assune that the conpl ex nechanisns

enpl oyed by an application to work in a 'NATted |Pv4 environnent are
not required.” The IPv6 nultihom ng solution SHOULD guarant ee end-
to-end transparency by avoiding | Pv6 NAT

5.2. Policy enforcenent

The sol uti on SHOULD have a function to enforce a policy on sites/

nodes. In particular, in a nanaged environment such as enterprise
networ ks, an adm nistrator has to control all nodes in his or her
net wor k.

The enforcenent nmechani sns shoul d have:

o a function to distribute policies to nodes dynamically to update
their behavior. Wen the network environnment changes and the
nodes’ behavi or has to be changed, a network adm nistrator can
nmodi fy the behavi or of the nodes.

o a function to control every node centrally. A site admnistrator
or a service provider could determine or could have an effect on
t he behavior at their users’ hosts.

o a function to control node-specific behavior. Even when multiple
nodes are on the sane subnet, the mechani smshould be able to
provide a nethod for the network admi nistrator to nake nodes
behave differently. For exanple, each node nay have a different
set of assigned prefixes. In such a case, the appropriate
behavi or may be different.
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5.3. Scalability

The solution will have to be able to nanage a | arge nunber of sites/
nodes. In services for residential users, provider edge devices have
to nmanage thousands of sites. In such environnents, sendi ng packets
periodically to each site may affect edge system perfornmance.

6. I nplenentation approach

As nentioned in Section 4, in the nulti-prefix environnent, we have
three problems in source address sel ection, next-hop selection, and
DNS resol ver selection. In this section, possible solution
mechani sms for each problem are introduced and eval uat ed agai nst the
requirenents in Section 5.

6.1. Source address sel ection

Possi bl e solutions and their evaluation are sunmmarized in
[I-D.ietf-6man-addr-select-sol]. Wen those solutions are exani ned
against the requirenents in Section 5, the proactive approaches, such
as the policy table distribution mechanismand the routing system
assi stance nechanism are nore appropriate in that they can propagate
the network adninistrator’s policy directly. The policy distribution
mechani sm has an advantage with regard to the host’s protocol stack

i mpact and the staticness of the assunmed target network environment.

6.2. Next-hop selection

As for the source address selection problem both a policy-based
approach and a non policy-based approach are possible with regard to
the next-hop selection problem Because of the sane requirenents,
the policy propagation-based sol uti on mechani sm whatever the policy,
shoul d be nore appropri ate.

Routing information is a typical exanple of policy related to next-
hop selection. |If we assume source address-based routing at hosts or
intermedi ate routers, the pairs of source prefixes and next-hops can
be anot her exanpl e of next-hop sel ection policy.

The routing i nformation-based approach has a clear advantage in
i mpl ementation and is al ready commonly used.

The existing proposed or standardi zed routing information

di stribution mechani snms are routing protocols, such as R Png and
OSPFv3, the router advertisenent (RA) extension option defined in

[ RFC4191], the DHCPv6 route information option proposed in

[I-D. dec-dhcpv6e-route-option], and the [ TRO69] standardi zed at BBF.
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The RA-based nechanism has difficulty in per-host routing information
di stribution. The dynam c routing protocols such as RIPng are not
usual Iy used between the residential users and | SP networks because
of their scalability inplications. The DHCPv6 nechani sm does not
have these difficulties and has the advantages of its relaying
functionality. It is conmonly used and is thus easy to depl oy.

[ TRO69], nentioned above, is a possible solution nechanismfor
routing information distribution to custoner-premn ses equi pnent

(CPE). It assunes, however, |P reachability to the Auto
Configuration Server (ACS) is established. Therefore, if the CPE
requires routing information to reach the ACS, [TR069] cannot be used
to distribute this information.

6. 3. DNS resol ver sel ection

As in the above two probl ens, a policy-based approach and non policy-
based approach are possible. In a non policy-based approach, a host
or a home gateway router is assuned to send DNS queries to severa
DNS servers at once or to select one of the avail able servers

In the non policy-based approach, by nmaking a query to a resolver in
a different service provider to that which hosts the service, a user
could be directed to unexpected | P address or receive an invalid
response, and thus cannot connect to the service provider’'s private
and legitimte service. For exanple, sone DNS servers reply with

di fferent answers dependi ng on the source address of the DNS query,
which is sonetines called split-horizon. Wen the host mstakenly
makes a query to a different provider’'s DNS to resolve a FQDN of
anot her provider’s private service, and the DNS resol ver adopts the
split-horizon configuration, the queried server returns an | P address
of the non-private side of the service. Another problemwth this
approach is that it causes unnecessary DNS traffic to the DNS
resolvers that are visible to the users

The alternative of a policy-based approach is docunented in
[1-D.savol ai nen-mi f-dns-server-sel ection], where several pairs of DNS
resol ver addresses and DNS domai n suffixes are defined as part of a
policy and conveyed to hosts in a new DHCP option. 1In an environnent
where there is a hone gateway router, that router can act as a DNS
proxy, interpret this option and distribute DNS queries to the
appropriate DNS servers according to the policy.

7. Considerations for host without nulti-prefix support

This section presents an alternative approach to nitigate the problem
in a multihoned network. This approach will help I Pv6 hosts that are
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not capabl e of the enhancenents for the source address selection
policy, next-hop selection policy, and DNS sel ection policy described
in Section 6.

7.1. 1 Pv6 NAT

In a typical 1Pv4 nultihomed network deployment, |1Pv4 NAPT is
practically used and it can eventually avoid assigning multiple
addresses to the hosts and sol ve the next-hop selection problem In
a simlar fashion, I Pv6 NAT can be used as a |last resort for |Pv6
mul ti honed network depl oynents where one needs to assign a single

| Pv6 address to a host.

/ \
+---/ Internet \
gat eway router | \ /
F-- - - - + I I I B I R + | \_ /
| | | | |  WANL +--+
| host |----- | LAN] Router |-------- |
| | | | | NAT] WAN2+- - +
F--a - - + I i I I I R + | __________
| / \
oo/ ASP \
\ /
\ /

Fi gure 5: Legacy Host

The gateway router also has to support the two features, next-hop
sel ection and DNS server selection, shown in Section 6

The inplenmentation and i ssues of | Pv6 NAT are out of the scope of
this docunent. They may be covered by another document under
di scussion [|-D. ntw behave- nat 66] .

7.2. Co-exisitence consideration

The above scenario relies on the assunption that only hosts without
mul ti-prefix support are connected to the GWNrtr in scenario 2. To
al | ow t he coexi stence of non- MHWP hosts and MHWP hosts(i.e. hosts
supporting multi-prefix with the enhancenents for the source address
selection), GN¥rtr may need to treat those hosts separately.

An idea to achieve this is that GMrtr identifies the hosts, and then

assigns single prefix to non-MHWP hosts and assigns nmultiple prefix
to MHWP hosts. In this case, GNMrtr can perform|Pv6 NAT only for
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the traffic from MHW hosts if its source address is not appropriate.

Another idea is that GMrtr assigns nmultiple prefix to the both
hosts, and it perforns I Pv6 NAT for the traffic from non- VHWP hosts
if its source address is not appropriate.

In scenario 1 and 3, the non- VHWP hosts can be placed behind the NAT
box. In this case, non-MHWP host can access the service through the
NAT box.

The inplenmentation of identifying non-MHAVP hosts and NAT policy is
out side the scope of this docunent.

8. Security Considerations

Thi s docunent does not define any new nechani sns. Each sol ution
mechani sms shoul d consi der security risks independently. Security
risks that occur as a result of combining solution nechanisns shoul d
be considered in another docunent.

9. | ANA Consi derati ons
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