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Abst r act

As ALTO specification continues in the ALTO Wirking G- oup and sone
applications start to conduct integration with ALTO, nore | SPs start
to evaluate key issues in the deploynment of ALTO in their networks.
In this docunment, we discuss key issues that an | SP needs to consi der
when depl oying ALTO. In particular, we disucss issues on howto
configure ALTO information as well as how to nonitor the

ef fecti veness of ALTO

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [1].

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF), its areas, and its working groups. Note that
other groups nmay al so distribute working docunents as Internet-
Drafts.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

The list of current Internet-Drafts can be accessed at
http://ww. ietf.org/ietf/1id-abstracts.txt.

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow htm .

This Internet-Draft will expire on April 28, 2011.
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Copyright Notice

Copyright (c) 2010 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these documents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the BSD License.
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1.

2

I nt roducti on

A basic service of ALTOis to provide information from network
service providers to applications, in order to i nprove network
efficiency and application perfornance. Sone applications start to
or have shown interests to conduct integration with ALTO  Sone nmj or
ISPs (e.g., China Telecon) are in the process of deploying production
ALTO services in sone of their production networks. As a result,
more | SPs start to evaluate key issues in the deploynment of ALTO in
their networks. Thus, a docunent highlighting sone key issues that
an | SP shoul d consider in the depl oynment process can be a highly

val uabl e reference

The objective of this docunment is to provide such a reference. The
docunent will try to draw on many val uabl e di scussions in the ALTO
mailing list as well as the predecessor p2pi nmailing list. In
addition, it will try to draw on the trial experiences of multiple
ISPs (e.g., [CTTrial, ContastTrial].

The depl oynent of ALTO i nvolves both | SPs and network applications.
We can identify four major issues in ALTO depl oynent:

1. How does an | SP deploy and configure its ALTO servers?
Specifically, an ALTO Server provides the Network Map and the
Cost Map. How does an | SP configure these maps? Were does an
| SP depl oy ALTO servers?

2. Wich application entities fetch ALTO i nformati on?

3. How does an application integrate ALTO information into its
deci si on process?

4. How does an ISP (potentially with collaboration from
applications) nonitor the deploynent of ALTO so that the ISP can
better understand the status as well as the policy inpacts of its
ALTO depl oynent ?

Thi s docunment focuses nore on the | SP perspective. Therefore, it
focuses nore on the first and the fourth issues. There are
addi ti onal depl oynent docunents in the ALTO working group that focus
nore on the second issue and the third issue. Qur docunent is

compl enentary to these other docunents.

ALTO Server Pl acenment and Configuration
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2.1. Server Placenent
2.1.1. Optimzation Area

An | SP depl oys ALTO service to optinize traffic for a given network
area. W define a network area for which traffic need be optinized
using the ALTO service as an optinization area. A typica
optinization objective of an ISP is to reduce the inbound and

out bound traffic across the optim zation area, due to the higher cost
of such traffic.

An optinization area can be an access network, a MAN, or a |arger
networ k consi sting of both access works and MANs. An ISP with a
relatively small network can define a single optinization area and
depl oy an ALTO server for the area.

An ISP with a larger network may partition its network into nmultiple
optinization areas. Each optim zation area may include one or nore
MANs. Alternatively, the | SP may choose to use a |large optim zation
area and distribute a group of ALTO servers.

2.1.2. Server Load Bal ancing and Fault Tol erance
2.2. Network and Cost Map Configuration

Key components for an ISP to configure when it deploys its ALTO
service are the Network Map and Cost Map. They have inpacts on both
the load and the effectiveness of the service.

2.2.1. Network Map and PID

Different | SPs use different technologies to build their
infrastructures. Sone |SPs have only a relatively small network,
focusing mainly on access. On the other hand, sone |arge |ISPs have
access networks, MANs, and a Core network.

There are tradeoffs when a large ISP defines its Network Map. If the
partition of the network in the Network Map is too fine-grained, it
may | ead to higher complexity and overhead. On the other hand, a too
coarse-grai ned Network Map may | ead to suboptinmal optim zation

Specifically, first consider an access network, say an ADSL or

Et hernet based access network. A BAS server may be deployed to
provi de access service for its subscribers. Because all subscribers
traffic nust be transmtted through the BAS server, one technique is
to identify each such access network by one PID. It is generally
unnecessary to further divide such access networks. On the other
hand, it can be beneficial to combine several such access networks
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into a single PID

A MAN usual |y consists of several access networks. The MANs are
connected to a core network, whose network bandw dth resource nmay be
costly for sonme networks. Thus, the ISP can define one or severa
MANS as one PID. It is also possible that the ISP depl oys ALTO

i ndependently in sone MANs.

2.2.2. Cost Mp

3.  ALTO Depl oynent Monitoring

In addition to providing configuration, an | SP providing ALTO may
want to deploy a monitoring infrastructure to assess the benefits of
ALTO and adjust its ALTO configuration

To construct an effective nmonitoring infrastructure, the | SP should
(1) define the performance nmetrics to be nonitored; (2) and identify
and depl oy devices to collect data to conpute the perfornmance
metrics. W discuss both bel ow

3.1. Mnitoring Metrics

The monitoring of some perfornmance nmetrics can be dependent on
specific applications, and ALTO can be applied to multiple
applications such as P2P and CDN. W focus on P2P applications.

3.1.1. Network Metrics

An | SP may nonitor the inpacts of ALTO on its network through a set
of performance nmetrics. W enumerate sone key netrics. W define
the term domain as one or many groups of Endpoints. That is, one
domai n includes one PID or sone PIDs. Endpoints and PID are defined
in "draft-ietf-alto-protocol-05".

A specific set of nmetrics neasuring the inpacts of ALTO on networks
can include the foll ow ng:

0 Inter-domain ALTO Integrated Application Traffic (Network netric):
This metric includes total cross donmain traffic generated by
applications that utilize ALTO guidance. This netric eval uates
the inpacts of ALTO on the inbound and outbound traffic of a
domai n.

o0 Total Inter-domain Traffic (Network netric): This is simlar to

the preceding but focuses on all of the traffic, ALTO aware or
not. One possibility is that sonme of the reduction of interdonain
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traffic by ALTO aware applications may This nmetric is always used
with the preceding and the following netrics.

0 Intra-domain ALTO Integrated Application Traffic (Network netric).

0 Network hop count (Network netric): This metric provides the
aver age nunber of hops that traffic traverses inside a domain.
ALTO may reduce not only traffic volune but also the hops. The
metric can also indirectly reflect some application performance
(e.g., latency).

3.1.2. Application Metrics

Each specific application can have its specific set of performance
metrics. W give one exanple for file sharing.

o Application download rate (Application nmetric): This netric
nmeasures application performance directly. Downl oad neans i nbound
traffic to one user. d obal average neans the average val ue of
all users’ download rates in one or nore donains.

3.2. Mnitoring Data Sources

The preceding netrics are derived fromdata sources. W identify
four data sources

3.2.1. Application Log Server
Many P2P applications deploy Log Servers to collect data.
3.2.2. P2P dients

Sone P2P applications may not have Log Servers. \Wen avail able, P2P
client | ogs can provide data.

3.2.3. OAM

Many | SPs depl oy OAM systens to nmonitor |IP layer traffic. An QAM
provides traffic nonitoring of every network device in its managenent
area. It provides data such as |ink physical bandwidth and traffic
vol unes.

3.2.4. DP
A DPlI system can be deployed in an |ISPs’ network to understand the

traffic of specific classes of applications. Different fromQOQAM A
DPI system can provide application specific information.
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3.3. Application/ISP Mnitoring Integration
3.3.1. Structure

As discussed in the preceding section, sone data sources are from | SP
whil e sone others are fromapplication. Wen there is a

col I aborati on agreenment between the ISP and an application, there can
be an integrated nonitoring systemas shown in the figure below In
particul ar, an application devel oper may deploy Mnitor Cients to
comrunicate with Monitor Server of the ISP to transmt raw data from
the Log Server or P2P clients of the application to the ISP

Fom e e e e e e e e e e e e e e e e e e e e e e e e e e e am o +

I o I

| ISP/App Int. MNitoring +---------mmmmmmmm e +
| | Servi ce Provider |
| | (P2P/ CDN Operator etc)|
| R R + R R + | |
| | ALTO Server|------------- | ALTO dient| | |
| S + | S + | |
| | | +
| | | |Log Server| |
| | IEECEEEEPEEE +
| Fommmmm e eaaaa + | Fommmmm e eaaaa + | Hommmmm +
| | Monitor Server|---------- | Monitor dient| | | P2P Cient]| |
| [ + | [ + | S +
I I I I I I
| +----- |----- |----- + IS +
I EREEE | ----- | ----- |- +

I

I
ot H--- 4 |
| DPI| | OAM I
oot +---+ |
I

I

Figure 1
3.3.2. ALTO Monitoring Report Protocol

A potential report nessage format fromthe Monitor Client to the
Moni tor Server can be:
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HTTP/ 1.1 200 K
Cont ent - Lengt h: [ TODO
Cont ent - Type: application/alto

"meta" : {

"version" : 1,

"status" @ {

"code" : 1

}
} 1
"metricl nane" : "val ue",
"metric2 nane" : "val ue",

}
Figure 2

4. | ANA Consi derations
Thi s docunent nmakes no request of | ANA
Note to RFC Editor: this section may be renoved on publication as an
RFC.

5. Security Considerations
Mul tiple docunents in the ALTO WG di scuss security perspectives.
These docunents conpl enent this docunent.
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