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Abstract

I n-network storage systens store redundancy to conpensate for the
data loss incurred by hardware failures or other reasons. This
docunent introduces a practical work of router-supported data
regeneration in in-network storage systens to naintain the amount of
redundancy. This proposed regeneration process can exploit the
bandwi dth diversity in the network, and the correspondi ng protoco
enabl es supporting routers work transparently to support the
regeneration process.
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1. Introduction

I n-network storage systens store a substantial volunme of data in an
overlay network containing a | arge nunber of storage servers, which
can be used for online storage service, such as file sharing, CDN
and etc. In such systens, peer churns, hardware failures and other
mal functi ons are unavoi dabl e so that sonme data may not be accessible.
Thus, the system should naintain a certain ratio of redundancy so
that a subset of data is enough for data recovery.

Storing coded data of original files rather than their replicas [1]
can naintain higher data integrity [2], so that any k of n storage
servers can retrieve the original data. On the other hand, if a
storage server fails, a replacement server should regenerate the data
stored in the failed server. For coded data, this way guarantees that
any k servers can retrieve the original file. The replacenent server
whi ch we call as "newconer" in this document, should contact at |east
k storage servers, which we call as "providers" in this document.

The efficiency of such regeneration is influenced by the topol ogy of
the network. First, since the newconer should contact multiple

provi ders, several flows of data from providers may converge at sone
Iinks, and thus incur a significant bottleneck in the transm ssion
Second, the topol ogy may have an influence on the avail abl e bandwi dth
bet ween two servers. For exanple, two servers in a subnet may
probably have hi gher avail abl e bandwi dth between them than two
servers in two different subnets. As shown in [3], the diversity of
bandwi dth i ncurred by network topol ogy can be exploited by letting
providers relay the data flow fromother providers to forma tree-
structured topol ogy during the regeneration, where network coding
natural ly resides, such that sonme slow |inks can be bypassed.

In this docunent, we show that the devices which relay the traffic
during the regeneration can be not only providers, but routers as
well. Routers can support the regeneration, as it can encode data
when multiple data fl ows converge and reduce the overall traffic
during the regeneration. Since the redundant maintenance is

i ndependent of data access, the schene that we present is conpatible
with the protocol DECADE to access in-network storage [4]. W show
that routers can support the regeneration process transparently such
that no storage servers should be aware of such routers or the

net wor k t opol ogy.

2. Key problens
In order to support data regeneration in in-network storage systens,

routers should be able to work transparently so that storage servers
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participating in the regeneration do not need any information about
routers in the network. To satisfy this goal, the follow ng key
probl ens shoul d be consi der ed:

Wang,

a) Bandwi dth: During the regeneration, since providers are allowed
to relay the traffic fromother providers, avail abl e bandw dth

bet ween servers shoul d be neasured to deternine the opti mal

routi ng. However, since supporting routers are supposed to be
transparent to storage servers, we can only neasure the end-to-end
avai | abl e bandwi dt h between each two servers participating in the
regeneration process.

b) Routing: Since we can only get the table of the available
bandwi dt h between each pair of participating servers, we first
determne the routing on the overlay network covering the
participating servers, then the transm ssion rate during the
regeneration is optimnmzed.

c) Mapping: To make the supporting routers work, we need a napping
mechani smto make supporting routes aware of the regeneration
process and know how to act during the regeneration. After the
routing in the overlay network has been deternined, participating
servers may send data to their next-hop servers, to nake
supporting routers between them know that there will be traffic of
a regeneration process coning soon. Supporting routers should be
able to deternmine how many flows will cone, whether it is
necessary to encode such flows and where the next-hop is. After
mappi ng, the data transnission can start.

d) Reliability: Data transmi ssion is unreliable in the network due
to packet |oss, disorder or other failures. Supporting routers
shoul d have a nechanismto nake sure the data transnission is
reliable. If the transm ssion between two servers is based on TCP
supporting routers should naintain the TCP state of inconing flows.
If the transmission is based on UDP, there should be application-

I evel retransnission scheme to guarantee the data reliability.

e) Congestion control: TCP provides a nmechanismto control the
congestion in the network. However, if multiple flows are encoded
by a supporting router, the router should control the congestion
in place of the destination server. However, if the transni ssion
is based on UDP, participating servers should perform end-to-end
congestion control
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3. Overview of the Router-Supported Regeneration Process

Apart from data access, data regeneration is a part of functions
provi ded by in-network storage systens. Qur schene requires that
coded data are stored in the systens, and a file is divided into k
bl ocks and n encoded bl ocks are produced after encoding in which any
k bl ocks can recover the original file. The coding techni que should
be decentralized and the coding operations are not necessary to
performon a single server, such as randomlinear coding [5]. The n
encoded bl ocks are stored in n storage servers, i.e., each storage
server stores one encoded bl ock. Wen a server fails, a replacenent
server, called newconer, should contact at |east k encoded bl ocks,
and reconstruct a new encoded bl ock by re-encoding these encoded

bl ocks.

3. 1. Regeneration Process
Dat a regenerati on process should be carried out as foll ows.

1. Aserver failure is detected and then a regeneration process is
triggered. One newconer and at |east k providers are selected. A
wei ght ed conpl ete graph covering all these k + 1 servers is nade
in which the weight of each edge denotes the avail abl e bandwi dth
measur ed between each pair of the k + 1 servers. A maxi mum
spanning tree, called regeneration tree, is constructed on such a
compl et e graph.

2. The newconer obtains |P addresses of all providers and the
regeneration tree. It then sends a NOTI Fl CATI ON nessages to each
provi der.

3. Each provider replies an ACK nmessage when it receives a
NOTI FI CATI ON nessage to its parent in the regeneration tree.

4. Wen an ACK nessage goes through a supporting router, the
supporting router forwards this nessage and stores | P addresses of
the source and the destination of the ACK message. An operation
tabl e should be constructed on the supporting router that contains
the sources and destinations of the received ACK nessage and the
nunber of hops to the correspondi ng destinations.

5. Non-leaf providers nodify the type of the received ACK nessage to
a DACK nmessage and forward it to the newconer. |f the newconer has
recei ved ACK or DACK message fromall providers, it sends a DETECT
message to each provider
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10.

When a provider receives a DETECT nessage, it replies a RE-DETECT
message to its parent in the regeneration tree. Wien a RE- DETECT
message goes through a supporting router, the supporting router
sel ect the destination with the m ni rum nunber of hops in the
operation table as the new destination of the RE-DETECT nessage
and then forwards it. The supporting router selects |IP addresses
of sources of all received RE-DETECT nmessages and construct an
encodi ng tabl e.

Non- 1| eaf providers nodify the type of the recei ved RE- DETECT
message to a DRE- DETECT nessage and forward it to the newconer. |If
t he newconer has received RE-DETECT or DRE- DETECT nessages from
all providers, it sends a START nessage to each provider

Al'l providers begin to send data in DATA nessages that contain
fixed nunber of bits of data to its parent node when it has

recei ved a START nessage. A provider that has inconing flows) has
to wait to send its first DATA nessage until the first DATA
message of each incomng flow has arrived and it has encoded the
received data with the data it stores

When a DATA nessage goes through a supporting router, the
supporting router stores it until it has received correspondi ng
DATA nmessages fromall entries in its encoding table. It then
encodes the data in the received DATA nessage and sends a new DATA
message that contains the encoded data to the destination with the
m ni num nunber of hops in the operation table.

The newconer stores the received data. |If the newconer has
mul tiple inconming flows, it encodes the received data and stores
them The regeneration finishes when it has received all data.

3.2. File Regeneration Protoco

The File Regeneration Protocol (FRP) runs on the application |ayer

as

shown in Figure 1.

MC | IP | TCP/UDP | FR |  PAYLOAD |
HEADER | HEADER | HEADER | HEADER | |

Figure 1 The overall structure of the File Regeneration Protoco

The structure of the FR head is shown as Figure 2.

Wang,
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0 1 16
e e e e e e eeeeeeeeemmmmmmememeeeemeemmmmmemmm————————————— +
| C\VD | SOURCE |
| TYPE| | P ADDRESS |
o o e e e e e e e e e e oo +

e e e e e e eeeeeeeeemmmmmmememeeeememmmmmmemem————————————— +
| RESERVE| PROVI DER | PACKET |

| | NUVBER | NUVBER |

o e e +

0 2 4 6

Figure 2 The structure of the FR header

"CMD TYPE" indicates the type of the nmessage that includes:

Wang,

NOTI FI CATI ON: The newconer sends a NOTI FI CATI ON nessages to
providers to start a regeneration process.

ACK: A provider replies an ACK nessage to the newcomer when it
recei ves a NOTI FI CATI ON nessage. An ACK nessage makes supporting
routers that it goes through be aware of the regeneration process.

DACK: A DACK nessage is no different froma ACK nmessage except for
the CVMD TYPE. Supporting routers will not process the DACK nessage.

DETECT: The newconer sends DETECT nessages to providers when it
has recei ved ACK nessages that contain addresses of all providers.

RE- DETECT: A provider replies an DETECT nessage to the newconer
when it receives a DETECT nessage. A RE- DETECT nmessage makes
supporting routers be aware of the number of inconming flows during
the upcom ng data transm ssion

DRE- DETECT: A DRE- DETECT nessage is no different froma RE-DETECT
nmessage except for the CVD TYPE. Supporting routers will not
process the DRE- DETECT nessage

START: The newcomner sends START nessages to all providers,
indicating all servers are ready.

DATA: Provi ders send DATA nessages that contain fixed nunber of
bits of data to its parent in the regeneration tree. DATA nessages
may be encoded at supporting routers and are finally forwarded to
t he newconer.
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"SOURCE | P ADDRESS" represents the I P address of the |ast encoding
devi ce, which may be a provider or a supporting router.

"FI LE BLOCK NAME" represents the nane of the file block in the
transm ssi on.

"RESERVE" represents the segnent that is reserved for future
appl i cations.

"PROVI DER NUMBER' represents the identifier nunber of the provider

"PACKET NUMBER' represents the sequential nunber of the file block in
the transm ssion.

3.3. System I npl enentati on and Conponents

Rout er - supported data regeneration is an i ndependent conponent in in-
net work storage systenms. Since there are a |arge nunber of storage
servers in the system the server failure occurs frequently. To

mai ntain the data integrity, a high-efficient nechanismis necessary
to regenerate the | ost data when a server fails. The inplenentation
of our proposed in-network storage systemcontains two parts: storage
servers and supporting routers. Fromthe perspective of functions,
storage servers are conposed of three functional parts: dispatcher
newconer and provider. Figure 3 illustrates the systemarchitecture
and conponents of the router-supported data regeneration

+-- - -t +-- - -t
|---1 SR|---] PR]|
| +----+ +----+
+----+ +----+ +----+ | |
| DI [---] NC|---] SR|---] |
+----+ +----+ +----+ | |

[ +----+ +----+

|---1 SR|---] PR

+--- -+ +--- -+

Figure 3 The architecture and components of the router-supported data
regeneration

DI SPATCHER (DI): It manages the whol e system including the selection
of the newconer and providers and the detection of server failures.

NEWCOVER (NC): It starts the regeneration process with providers and

accepts data from providers. It encodes the received data and stores
the encoded data as a regenerated bl ock
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PROVI DER (PR): Providers are storage server that provider data to the
newconer in the regeneration process.

SUPPORTI NG ROUTER (SR): Supporting routers are routers with conputing
and cache capabilities and can support regeneration. Before the data
transm ssion during the regeneration, it collects information from
ACK and RE-DETECT nessage to be aware of the inconming flows and the
destination in the regeneration process.

3. 4. Key Technol ogi es

Sone key technol ogies are presented in this section, which can nake
data transmi ssion rate inproved, the bandw dth consunpti on saved and
the spent time reduced during the regeneration

1. When the newconer and providers have been sel ected, we neasure the
avai | abl e bandwi dt h between each pair of the newconer and
providers. A conplete graph covering the newconmer and providers
can be constructed and the weight of each edge is the
correspondi ng avail abl e bandwi dt h between two servers. A maxi num
spanning tree, i.e., a regeneration tree, then is constructed on
this graph, in which the newconer is the root. Al non-root
servers in the regeneration tree send their data to its parent.
Wien a flow of data transferred goes through a supporting router
it may be encoded with other flows and forwarded to another server
Conpared with conventional regeneration process, the method we
propose utilizes the link with higher avail able bandwidth in the
net work, reduces the communication cost and thus increases the
transm ssion rate during the regeneration

2. Anot her key technology in the router-supported data regeneration
is data encoding on the supporting router. During the regeneration
supporting router detects File Regeneration Protocol (FRP) by
processing all |IP packets that go through it. Supporting routers
recogni zes the file bl ock being regenerated by anal yzing the FRP
If multiple flows of the same bl ock conme during the regeneration
a supporting router should encode the received data. The header of
FRP enabl es the supporting router to know whet her encoding
operations should be perforned. Utilizing the conputing capability,
encodi ng operations that should have been perforned on the
newconer or providers are partially transferred to supporting
routers, such that supporting routers sends out only one data fl ow
even if it receives nultiple data flows. Therefore, nultiple data
flows sharing the same physical link are elimnated or at |east
partially elimnated, and transm ssion rate during the
regeneration can be significantly inproved.
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4. Validation

We present our evaluation results of our proposed schene here. W

i mpl ement supporting routers on servers running Linux (kernel 2.6.30).
In the network, there are four supporting routers and four storage
servers, anong which one is selected as both the dispatcher and the
newconer and others are providers. The storage servers and supporting
routers can connect in a topology shown in Figure 4.

S + S + S + S +
| DI +NC| ----|] SRl |----] SR4 |----] PR3 |
R + R + R + R +

I I

I I

I I
S + S + S + S +
| PRL |----] SR2 |----] SR3 |----] PR2 |
R + R + R + R +

Figure 4 the network topology in the experinment
Each link in the network topology refers to a fast Ethernet (100BASE-
TX, specifically). Actually we control the avail abl e bandwi dth on
each link as follows.

Table 1 The avail abl e bandwi dth in the network topol ogy

o mm m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e memaa oo +
| Node 1 [ Node 2 | Available Bandw dth (MBps/S)

T +
| DI +NC [ SR1 [ 60 [
| SR1 [ SR4 [ 50 [
| SR4 | PR3 | 80 |
| SR1 | SR2 | 40 |
| SR1 | SR3 | 25 |
| SR4 [ SR3 [ 20 [
| PR1 [ SR2 [ 80 |
| SR2 [ SR3 [ 50 [
| SR3 | PR2 | 80 |
o mm m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e memaa oo +

We regenerate a coded block with a size of 6,000,000 bytes. W
conpare the tine spent in the regeneration process and the bandwi dth
consunmed between the conventional regeneration process in which the
newconer receives data directly from providers and the regeneration
process we propose above. The experinent is repeated for 100 tines
and the result is the average val ue.

Tabl e 2 The average bandwi dt h consunpti on
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T +
| conventi onal | rout er - support ed

| regeneration | regeneration |
o m e o e e e e e e e e e e ee—aa- o +
| 58241047 byte | 45606648 byt es
e e +

Tabl e 2 shows the bandw dth consunption on average. W count the
total nunber of bytes all providers and supporting routers send out.
We can see that router-supported regeneration process is able to
reduce the bandwi dth consunption by 21.7% since supporting routers
can encode data from nul tipl e devices

Tabl e 3 The average regeneration time

oo e e e e e e e e e e e e e e eaao o +
| conventi onal | rout er - support ed

| regeneration | regeneration |
o m e e e e e e e e e e e e e e e e +
| 95. 4 sec. | 49. 4 sec. |
o m e o e e e e e e e e e e ee—aa- o +

Tabl e 3 shows the average regeneration time. Router-supported
regeneration can reduce the regeneration tine by 48.3% because it
can not only reduce the bandw dth consunption, but also utilize the
net wor k t opol ogy by bypassing links with | ow avail abl e bandwi dt h.

5. DECADE Conpatibility
Since in the in-network storage system servers are not guaranteed to
be stable, it is necessary to maintain the data integrity by
regenerating the lost block after server failures. Thus, the File
Regeneration Protocol (FRP) can work as a part of DECADE protocol
According to the reliability level of the applications, DECADE-
compati bl e applications can inplenment FRP independently, which will
not interfere with other part of the DECADE protocol

6. Security Considerations
This draft does not introduce any new security issues.

7. 1 ANA Consi derations

This meno includes no request to | ANA
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8. Concl usi ons

We propose a topol ogy-aware regeneration process for in-network
storage system such that bandwi dth diversity in the network can be
expl oited and routers nay support the regeneration process by
encodi ng the inconing data fl ows. W present the corresponding
protocol to configure the regeneration process adaptively in which
supporting routers and servers do not need to know t he network

topol ogy and make decisions by their |ocal information. System
architecture is presented and rel ated key technol ogi es are di scussed.

9. References

9.1. Normative References

[1] S. Shepler, B. Callaghan, D. Robinson, R Thurlow, C Beane, M
Ei sl er, and D. Noveck, "Network File System (NFS) version 4
Protocol ", RFC 3510, 2003.

9.2. Infornative References

[2] H Song, N. Zong, Y. Yang, and R Alinm, "DECoupled Application
Data Enroute (DECADE) Problem Statenment," http://

http://tools.ietf.org/id/draft-ietf-decade-probl emstatenent-
00. t xt

[3] H Watherspoon and J. Kubi atow cz, "Erasure Codi ng vs.
Replication: A Quantitative Conparison," Peer-to-Peer Systens,
vol . 2429/2002, pp. 328-337, 2002

[4] J. Li, S. Yang, X Wang, and B. Li, "Tree-structured Data
Regeneration in Distributed Storage Systems with Regenerating
Codes," in Proc. |EEE | NFOCOM 2010.

[5] T. Ho, R Koetter, M Medard, D. Karger, and M Effros, "The

Benefits of Coding over Routing in a Randonized Setting," in
Proc. International Synp. Inform Theory, pp. 442, 2003.

Wang, et al Expires April 25, 2011 [ Page 13]



Internet-Draft data regeneration Cct ober 25, 2010

Aut hors’ Addr esses

Xi n Wang
Fudan University
Shanghai 201203, China
Phone: 86-21-51355526
Emai | : xi nw@ udan. edu. cn

Jin Zhao

Fudan University

Shanghai 201203, China
Phone: 86-21-51355526
Emai | : j zhao@ udan. edu. cn

Ti egang Zeng

Fudan University

Shanghai 201203, China

Phone: 86-21-51355526

Emai |l : 09210240087 @ udan. edu. cn

Jun Li

Fudan University

Shanghai 201203, China
Phone: 86-21-51355526
Emai | : 0572222@ udan. edu. cn

Lei Liu

Fudan University

Shanghai 201203, China

Phone: 86-21-51355526

Emai | : 09210240117@ udan. edu. cn

Shi hui Duan

CATR

Bei ji ng 100045, China
Phone: 86-10-63200068
Emai | : duanshi hui @atr.cn

Wang, et al Expires April 25, 2011 [ Page 14]






