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1.

2

2

2

I nt roducti on

DECADE ( DECoupl ed Application Data Enroute) is an architecture that
provi des applications with access to in-network storage.

A mejor notivation for DECADE is the substantial increase on capacity
and reduction in cost offered by storage systens. In particular,
over the | ast decade, capacity of solid-state storage has increased
100-fol d, while cost dropped to $50/ GB; capacity of magnetic storage
devi ces has increased 100-fold, while cost dropped to $0.50/ GB

Hi gh-capacity and | owcost in-network storage devices introduce
substantial opportunities. One exanple of in-network storage is
content caches supporting Wb and P2P content. Different from

exi sting content caches whose control fully reside at the owners of
the caching devices, DECADE al so allows applications to contro
access to their allocated in-network storage, as well as the
resources consuned while accessing that storage (bandw dt h,
connections, storage space). \Wile designed in the context of P2P
applications, it may be useful to other applications as well. This
docunent provides details on depl oyed and experinental in-network
storage solutions, and evaluates their suitability for DECADE

We note that the techniques presented in this section are only
representative of the research in this area. Rather than trying to
enuner at e an exhaustive list, we have chosen sone typical techniques
that lead to derivative works.

Survey Overvi ew
1. Term nol ogy and Concepts
This docunent uses terns defined in [1].
2. Historical Context

I n-network storage has been used previously in nunerous scenarios to
reduci ng network traffic and enable nore efficient content
distribution. This section presents a brief history of content

di stribution techniques and illustrates how DECADE rel ates to past
approaches. Systens have been devel oped with particular use cases in
m nd. Thus, this survey is not nmeant to point out shortcomni ngs of

exi sting solutions, but rather to indicate where certain capabilities
required in DECADE [2] are not provided by existing systens.

In the early stage of Internet devel opnent, nobst Wb content was
stored at a central server and clients requested Wb content fromthe
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central server. |In this architecture, the central server was
required to provide a | arge anmount of bandwi dth. Wb browsing is
still a primary activity on today’s Internet. As nore and nore users

access Wb content, a central server can becone overl oaded. The use
of web caches is one technique to reduce | oad on a central server
Web caches store frequently-requested content, and provi de bandwi dth
for serving the content to clients.

The ongoi ng growt h of broadband technol ogy in the worl dwi de market
has been driven by the hunger of custoners for new nultinedia
services as well as Wb content. |In particular, the use of audio and
video streaning formats has become conmon for delivery of rich
information to the public - both residential and business.

To overcone this chall enge of massive multinmedia consunption, only
installing nore Web cache will not be enough. Moving content closer
to the consuner results in greater network efficiency, inproved QoS,
and | ower latency, while facilitating personalization of content

t hrough broadband content applications. |In these edge technol ogi es,
CDN is a representative technique. Content Delivery Networks (CDN)
is based on a | arge-scale distributed network of servers |ocated
closer to the edges of the Internet for efficient delivery of digita
content including various fornms of nultinedia content.

Al'though CDN is an effective neans of information access and
delivery, there are two barriers to making CDN a nore conmon service
cost and replication integrity. Deploying a CDN for publicly

avail abl e content is expensive. It requires adnmnistrative contro
over nodes with |arge storage capacity at geographically dispersed

| ocations with adequate connectivity. CDN can be scal able, but due
to this adninistrative and cost overhead, not rapidly deployable for
t he conmon user.

The energence and maturity of Peer to Peer (P2P) has all owed

i nprovenents to many network applications. P2P allows the use of
client resources, such as CPU, nenory, storage, and bandw dth, for
serving content. This can reduce the anount of resources required by
a content provider. Miltinmedia content delivery using various peer-
to- peer or peer-assisted frameworks has been shown to greatly reduce
t he dependence on CDN and central content servers. However,

popul arity of P2P applications has resulted in increased traffic on

| SP net wor ks.

DECADE ains to provide a standard protocol allow ng P2P applications
(including Content Providers) to nmake use of in-network storage to
reduce the traffic burden on | SP networks, while enabling P2P
applications to control access to content they have placed in in-
net wor k st orage.
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3. In-network Storage System Conponents

Bef ore surveying individual technol ogies, we describe the basic
conmponents of in-network storage systens used to evaluate themin the
context of DECADE. For consistency and to easy conparison, we use
the sane nodel to evaluate each storage technol ogy in this docunent.

Note that the network protocol (s) used by a storage systemare al so
an inportant part of the design. W onit details of particular
protocol choices in the current version of this docunent.

3.1. Data Access Interface

A set of operations are available to a user for accessing data in the
in-network storage. Solutions typically allow both read and wite,
t hough the nechani sns for doing so can differ drastically.

3.2. Data Managenent Operations

Storage systens may provide users the ability to manage stored
content. For exanple, operations such as delete and nove can be
provided to users. In this survey, we focus on data nanagenent
operations that are provided to client users and onmit those provided
to system administrators.

3.3. Data Search Capability

Sone storage systens may provide the capability to search or
enunerate content that has been stored. 1In this survey, we focus on
search capabilities that are provided to client users and onit those
provided to system adnini strators

3.4. Access Control Authorization

A user or sone other entity defines the access policies for the in-
network storage. The in-network storage systemthen checks the

aut hori zation of a client before it stores or retrieves content. W
define three types of access control authorization: public-
unrestricted, public-restricted, and private.

Public-unrestricted refers to content on an in-network storage system
that is widely available to everyone (i.e. without restrictions). An
anal ogy i s accessing ww. Wki pedi a.org on the Internet, or anonynous
access to FTP sites.

Public-restricted refers to content on an in-network storage system

that is generally available to the public but which is restricted by
certain criteria (e.g. country or network), but which does not
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requi re any confidential credentials fromthe client. An analogy is
some content (e.g. on line TV show episode) on the Internet that can
only be viewable in selected countries (i.e. white/black lists or

bl ack-outs).

Private refers to content on an in-network storage systemthat is
only made available to one or nore clients presenting the required
confidential credentials (e.g. password or key). This content is not
avail abl e to anyone wi thout the proper confidential access
credenti al s.

3.5. Resource Control Interface

This is the interface through which users manage the resources on in-
networ k storage that can be used by other peers, e.g., the bandw dth
or connections. The storage systemmnay also allow users to indicate
a tine for which resources are granted.

3.6. Discovery Mechani sm

Users use the discovery mechanismto find | ocation of in-network
storage, find access interface or resource control interface or other
interfaces of in-network storage.

3.7. Storage Mde

The data managed by the in-network storage could be of various types.
Exanpl e storage nodes are fil e-based, object-based, or bl ock-based

4. In-Network Storage Systens

This section surveys in-network storage systens using the nethodol ogy
defined above. The survey includes sone systens that are widely

depl oyed today, sone systens that are just being depl oyed, and sone
experinental /futuristic systems. The survey covers both traditiona
client-server architectures and P2P architecutres. The surveyed
systens are listed in al phabetical order. Also, for each system a
brief explanation is given of the rel evance to DECADE

4.1. Amazon S3

Amazon S3 (Sinple Storage Service) [19] provides an online storage
service using web (HTTP) interfaces. Users create buckets, and each
bucket can contain stored objects. Users are provided an interface
t hrough which they can manage their buckets. Amazon S3 is popul ar
backend storage for other services. QOher related storage services
is the Bl ob Service provided by Wndows Azure [20], and the Google
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St orage for Devel opers [21].

4.1.1. Applicability to DECADE
Very widely used (depl oyed) exanple of in-network storage. Anazon
| eases the storage to third party conpanies for disparate services
In particular, Armazon S3 has a rich nodel for authorization (using
signed queries) to integrate with a wide variety of use cases. A
focus for Amazon S3 is scalability. Particular sinplifications that
were made are the absence of a general, hierarchichal namespace and
the inability to update contents of existing data.

4.1.2. Data Access Interface
Users can read, and wite objects.

4.1.3. Data Managenent Operations
Users can del ete previously-stored objects.

4.1.4. Data Search Capability

Users can |ist contents of buckets to find objects nmatching desired
criteria.

4.1.5. Access Control Authorization

Al'l met hods of access control are supported: public-unrestricted,
public-restricted and private.

For exanple, access to stored objects can be restricted by owner, a
list of other Amazon Web Service users, all Amazon Wb Service Users,
or open to all users (anonynous access). Another option is for the
owner to generate and sign a query (e.g., a query to read an object)
that can be used by any user until an owner-defined expiration tine.

4.1.6. Resource Control Interface
Not provi ded.

4.1.7. Discovery Mechani sm
Users are provided a well-known DNS nane (either a default provided
by Amazon, or one custonized by a particular user). Users accessing

S3 storage use DNS to discover an | P address where S3 requests can be
sent.
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4.1.8. Storage Mde

(hj ect-based, with the extension that objects can be organized into
user - defi ned buckets.

4.2. BranchCache

BranchCache [25] is a feature integrated into Wndows (W ndows 7 and
W ndows Server 2008R2) that ainms to optimze enterprise branch office
file access over the WAN links. The nmain goals are to reduce WAN
link utilization and i nprove application responsiveness by caching
and sharing content within a branch while still naintaining end-to-
end security. BranchCache allows files retrieved fromthe web
servers and file servers located in headquarters or datacenters to be
cached in renote branch offices, and shared anpbng users in the same
branch accessing the sane content. BranchCache operates
transparently by instrunmenting the HTTP and SMB conponents of the
networking stack. It provides two nodes of operation: Distributed
Cache and Hosted Cache.

In both nodes, a client always contacts a BranchCache-enabl ed content
server first to get the content identifiers for local search. |[If the
content is cached locally, the client then retrieves the content
within the branch. Oherwise, the client will go back to the
original content server to request the content. The two nodes differ
in how the content is shared.

In the Hosted Cache node, a locally provisioned server acts as a
cache for files retrieved fromthe servers. After getting the
content identifiers, the client first consults the cache for the

desired file. If it is not present in the cache, the client
retrieves it fromthe content server and sends it to the cache for
st or age.

In the Distributed Cache node, a client first queries other clients
in the same network using the Wb Services Discovery multicast
protocol. As in the Hosted Cache node, the client retrieves the file
fromthe content server it is not available locally. After
retrieving the file (either fromanother client or the content
server), the client stores the file locally.

The original content server always authorizes requests fromclients.
Cached content is encrypted, and clients can only decrypt the data
usi ng keys derived from netadata returned by the content server. In
addition to instrumenting the networking stack at clients, content
servers nust al so support BranchCache.
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4.2.1. Applicability to DECADE

BranchCache is an exanple of an in-network storage systemoprimarily
targeted at enterprise networks. It supports both a P2P |ike node

(Distributed Cache) as well as a client-server node (Hosted Cache).
Integration into the Mcrosoft OS will ensure w de distribution of

this in-network storage technol ogy.

4.2. 2. Dat a Access Interface

Clients transparently retrieve (read) data froma cache (other
clients or a Hosted Cache) since it operates by instrunmenting the
networ ki ng stack. In Hosted Cache node, clients wite data to the
Hosted Cache once it is retrieved fromthe content server.

4.2.3. Data Managenent Operations
Not provi ded.

4.2.4. Data Search Capability
Not provi ded.

4.2.5. Access Control Authorization

Access control method is private. For exanple, transferred content
is encrypted, and can only be decrypted by keys derived from data
received fromthe original content server. Though data may be
transferred to unauthorized clients, end-to-end security is

mai nt ai ned by only allowi ng authorized clients to decrypt the data.

4.2.6. Resource Control Interface

The storage capacity of caches on the clients and Hosted Caches are
configurable by systemadninistrators. The Hosted Cache further
al l ows configuration of the maxi mum nunber of sinultaneous client
accesses. In the Distributed Caching node, exponential back-off and
throttling nechanisns are utilized to prevent reply storns of popul ar
content requests. The client will also spread data bl ock access
anong nultiple serving clients that have the content (conplete or
partial) to inprove | atency and provide sone | oad bal anci ng.

4.2.7. Discovery Mechani sm
The Distributed Cache node uses nulticast for discovery of other
clients and content within a local network. Currently, the Hosted

Cache node uses policy provisioning or manual configuration of the
server used as the Hosted Cache.
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4.2.8. Storage Mde
bj ect - based.

4.3. Cache-and-Forward Architecture
Cache-and- Forward (CNF) [24] is an architecture for content delivery
services for the future Internet. In this architecture, storage can
be exploited at nodes within the network, either directly at routers
or deployed nearby the routers. OCNF is based on the concept of
store-and-forward routers with |large storage, providing for
opportuni stic delivery to occasionally disconnected nobile users and
for in-network caching of content. The proposed CNF protocol uses
reliable hop-by-hop transfer of large data files between CNF routers
in place of an end-to-end transport protocol |ike TCP

4.3.1. Applicability to DECADE
An exanpl e of an experinmental in-network storage sysemthat would
require storage space on (or near) a large nunber of routers in the
Internet if it was deployed. As the nane of the systeminplies, it
woul d provide short termcaching and not |ong term network storage.

4.3.2. Data Access Interface
Users inplicitly store content at Cache-and-forward routers by
requesting files. End hosts read content fromin-network storage by
submitting queries for content.

4.3.3. Data Managenent Operations
Not provi ded.

4.3.4. Data Search Capability
Not provi ded.

4.3.5. Access Control Authorization

Access control nethod is public-restricted (to any client which is
part of the cache-and-forward network).

4.3.6. Resource Control Interface

Not provi ded.
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4.3.7. Discovery Mechani sm

A query including a |ocation-independent content IDis sent to the
network, and routed to a Cache-and-forward router, which handl es
retrieval of the data and forwarding to the end host.

4.3.8. Storage Mde

bj ect-based (with objects representing individual files). The
architecture proposes to cache large files at storage within the
networ k, though files could be nade to represent snaller chunks of
larger files.

4.4. CDN

A Content Delivery Network (CDN) provides services that inprove

net wor k performance by naxim zi ng bandwi dth, inproving accessibility
and mai ntaining correctness through content replication. They offer
fast and reliable applications and services by distributing content
to cache or edge servers located close to users. See [18] for an
addi ti onal taxonony and survey.

A CDN has sone conbi nation of content-delivery, request-routing,
distribution and accounting infrastructure. The content-delivery
infrastructure consists of a set of edge servers (also called
surrogates) that deliver copies of content to end-users. The
request-routing infrastructure is responsible to directing client
request to appropriate edge servers. It also interacts with the
distribution infrastructure to keep an up-to-date view of the content
stored in the CDN caches. The distribution infrastructure noves
content fromthe origin server to the CDN edge servers and ensures
consi stency of content in the caches. The accounting infrastructure
mai ntains logs of client accesses and records the usage of the CDN
servers. This information is used for traffic reporting and usage-
based billing.

In practice, CDN typically host static content including inmages,
video, nedia clips, advertisenents, and other enbedded objects for
dynamic Wb content. A focus for CDNs is the ability to publish and
deliver content to end-users in a reliable and tinmely manner. A CDN
focuses on building its network infrastructure to provide the

foll owi ng services and functionalities: storage and managenent of
content; distribution of content anong surrogates; cache managenent;
delivery of static, dynam c and stream ng content; backup and

di saster recovery solutions; and nonitoring, performnce measurenent
and reporting.

Exanpl es of existing CDNs are Akamai, Linelight, and d oudFront.
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The followi ng description uses the term Content Provider to refer to
the entity purchasing CDN service, and the termClient to refer to
the subscriber requesting content via the CDN fromthe Content

Provi der.

4.4.1. Applicability to DECADE

Very widely used (depl oyed) exanple of in-network storage for
mul ti medi a content. The existance and operation of the storage is
totally transparent to the end user. CDNs typically require a strong
busi ness rel ationship between the content providers and content
distributors and often the business relationship extends to the | SPs.

4.4, 2. Dat a Access Interface

CDN is typically an internal closed system and CDN just provide read
(retrieve) access interface to clients but they don't provide wite
(store) access interface to clients. Content provider can access to
network edge servers and store content to them or edge servers
retrieve content fromcontent provider, but client nodes just can
retrieve content from edge servers

4.4.3. Data Managenent Operations
Content Provider can manage the data distributed in different cache
nodes, such as noving one hot data from one cache node to anot her
cache node, or deleting one rarely-accessed data in one cache node,
but client user nodes have no right to performthese operations.
4.4.4. Data Search Capability
Cont ent provider can search or enunmerate what data each cache node
hol d, but client user nodes have no right to performthese
operations.
4.4.5. Access Control Authorization
Al'l met hods of access control are supported: public-unrestricted,
public-restricted and private. Some CDN edge servers will allow
usage of HTTP basic authentication with the origin server
restrictions by I P address, or they can use a token-based techni que
to allowthe origin server to apply its own authorization criteria.
4.4.6. Resource Control Interface

Not provi ded.
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4.4.7. Discovery Mechani sm

Content providers can directly find internal CDN cache nodes to store
content, since they typically have an explicit business rel ationship.
Clients can | ocate CDN nodes through DNS or other redirection
mechani sm

4.4.8. Storage Mde

A file-based storage node is typically used. |In nost cases, CDN
cache nodes cache the entire file fromcontent provider, and
sonmetines they al so can only cache sone objects, such as file prefix
or file suffix.

4.5. Del ay-Tol erant Network

The Del ay- Tol erant Network (DTN) [12] is an evolution of an
architecture originally designed for the Interplanetary Internet.
The Interplanetary Internet is a communicati on system envisioned to
provide Internet-like services across interplanetary distances in
support of deep space exploration. The DTN architecture can be
utilized in various operational environments characterized by severe
communi cati on di sruptions, disconnections and hi gh-del ays (e.g. a
month long | oss of connectivity between two planetary networks
because of high solar radiation due to sun spots). The DTN
architecture is thus suitable for environnments including deep space
net wor ks, sensor-based networks, certain satellite networks and
under wat er acoustic networKks.

A key aspect of the DINis a store and forward overlay |ayer called
the "Bundle Protocol" or "Bundle Layer" that exists between the
transport and application layers [13]. The Bundle Layer forms a

| ogi cal overlay that enploys persistent storage to hel p conbat |ong
termnetwork interruptions by providing a store and forwardi ng
service. Wile traditional IP networks are al so based on store and
forward principles, the anount of time of a packet being kept in
"storage" at a traditional IP router is typically in the order of
mlli-seconds (or less). |In contrast, the DIN architecture assunes
that nost Bundl e Layer nodes will use sone form of persistent storage
(e.g. hard disk, flash nenory, etc.) for DIN packets because of the
nature of the DTN environent.

4.5.1. Applicability to DECADE

An exanpl e of an experinmental in-network storage systemthat would
require fundamental changes to the Internet protocols.

Alim, et al. Expires April 25, 2011 [ Page 13]



Internet-Draft DECADE Survey Cct ober 2010

4.5.2. Data Access Interface

Users inplicitly cause content to be stored (until successfully
forwarded) at Bundl e Layer nodes by iniating/terninating any
transaction that traverses the DTN

4.5.3. Data Managenent Operations
Users can inplicitly cause deletion of content stored at Bundl e Layer
nodes via a "Tine To Live" type paraneter that the user can control
(for transactions originating fromthe user).

4.5.4. Data Search Capability
Not appl i cabl e.

4.5.5. Access Control Authorization

Access control method is public-restricted (to any client which is
part of the DIN) or private.

4.5.6. Resource Control Interface
Not provi ded.
4.5.7. Discovery Mechanism

A Uni form Resource ldentifier (URI) approach is used as the basis of
t he addressing schene for DIN transactions (and subsequent store and
forward routing through the DTN network).

4.5.8. Storage Mde

DTN applications send data to the Bundl e Layer which then breaks the
data into segnents. These segnents are then routed through the DIN
network, and stored in Bundle Layer nodes as required (before being
f orwar ded) .

4.6. Naned Data Networ ki ng

Naned Data Networking (NDN) [33] is a research initiative which
proposes to nove to a new nodel of addressing and routing for the
Internet. Specifically, NDN proposes to change Internet routing from
the traditional stateless |P address based routing to a stateful

routi ng based on "naned data”. Each NDN Data packet will be assigned
a content nane and will also be cryptographically signed.

Conmuni cation is driven by the requesting end. The requester will
send out an "lInterest" packet which identifies the nane of the data
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that it wants. Routers that receive this Interest packet wll
remenber the interface it cane fromand will then forward it on a
naned- based routing protocol. Once an Interest packet reaches a node
that has the desired data, a named Data packet is sent back, which
carries both the nane and content of the data, along with a digita
signature of the producer. This named Data packet is then forwarded
back to the original requester on the reverse path of the Interest
packet [34].

A key aspect of NDNis that it requires routers to store a copy of
the data that it has previously routed. |f a request for the sanme
data (i.e. same nane) cones to the router, then the NDN router will
forward the stored data. Current comunication theory is based on
the capacity of a point-to-point channel (i.e. Shannon’s law). The
proponents of NDN believe that the capacity of the network can be
exended if network storage nenory has a larger and nore central role
i n communi cati ons.

4.6.1. Applicability to DECADE
An exanpl e of an experinental in-network storage sysemthat woul d
require storage space on a |large nunber of routers in the Internet.
Naned Data packets would be kept in storage in the NDN routers and
provided to new requesters of the same data.

4.6. 2. Dat a Access Interface

Users inplicitly store content at NDN routers by requesting content
(nanmed Data packets) fromthe network. Subsequent requests by
different users for the sane content will cause the naned Data
packets to be read fromthe NDN routers in-network storage.

4.6.3. Data Managenent Operations
Users do not have the direct ability to delete content stored in the
NDN routers. However, there will be sone type of "Time To Live"
paraneter associated with the named Data packets though this has not
yet been specified.

4.6.4. Data Search Capability
Not appl i cabl e.

4.6.5. Access Control Authorization

Al'l met hods of access control are supported: public-unrestricted,
public-restricted and private.
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The basic security nmechanismin NDNis for the sender to digitally
sign the content (named Data packet) that it sends. It is envisioned
that a conplete access control systemcan be built on top of this
though this has not yet been specified.

4.6.6. Resource Control Interface
Not provi ded.
4.6.7. Discovery Mechanism

Names are used as the basis of the addressing and di scovery schene
for NDN (and subsequent store and forward routing through the NDN
network). NDN nanes are assumed to be hierarchical and to be able to
be determnistically constructed. This is still an active area of
research.

4.6.8. Storage Mde

NDN sends named Data packets through the network. These Data packets
are routed through the NDN network, and stored in NDN routers.

4.7. Network Traffic Redundancy Elim nation

Redundancy Elinmination (RE) (e.g., [23]) is used for identifying and
renovi ng repeated content fromnetwork transfers. This techni que has
been proposed to i nprove network performance in many types of

net wor ks, such as | SP backbones and enterprise access |inks. One
exanpl e of redundancy elinination proposal is SmartRE, proposed by
Anand et al., which focuses on network-w de redundancy elimn nation

I n packet-1evel redundancy elinination, forwarding elenments are

equi pped with additional storage which can be used to cache data from
forwarded packets. Upstreamrouters may replace packet data with a
fingerprint that tells a downstreamrouter how to decode and
reconstruct the packet based on cached data.

4.7.1. Applicability to DECADE
An exanpl e of an experinental in-network storage sysemthat woul d
require a large anount of associ ated packet processing at routers if
it was ever depl oyed.

4.7.2. Data Access Interface
Redundancy-elimnation are typically transparent to the user
Witing into the storage is done by transferring data that has not

al ready been cached. Storage is read when users transnit data
identical to previously-transnitted data.
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4.7.3. Data Managenent Operations
Not provi ded.

4.7.4. Data Search Capability
Not provi ded.

4.7.5. Access Control Authorization
Access control nethod is public-restricted (to any client which is
part of the RE nework). Note that the content provider still retains
control over which peers receive the requested data. The returned
data is sinple "conpressed" as it is transferred within the network.

4.7.6. Resource Control Interface
Not provided. The content provider still retains control over the
rate at which packets are sent to a peer. The packet size within the
networ k may be reduced.

4.7.7. Discovery Mechanism

No di scovery nechanismis necessary. Routers can use redundancy-
elimnation w thout the users’ know edge.

4.7.8. Storage Mde

bj ect-based, with "objects" being data from packets transmitted
wi thin the network.

4. 8. CceanSt ore

CceanStore [22] is a storage platform devel oped at UC Berkel ey t hat
provi des globally-distributed storage. COceanStore inplenments a nodel
where nultiple storage providers can pool resources together. Thus,
a major focus is on resiliency and sel f-organization and self-

mai nt enance.

The protocol is resilient to sone storage nodes being conprom sed by
utilizing Byzantine agreenent and erasure codes to store data at
primary replicas.

4.8.1. Applicability to DECADE

An exanpl e of an experinmental in-network storage sysemthat provides
a high degree of network resilience to failure scenari os.
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4.8.2. Data Access Interface
Users may read and wite objects
4.8.3. Data Managenent Operations

bj ects may be replaced by newer versions, and multiple versions of
an object may be maintai ned.

4.8.4. Data Search Capability
Not provi ded.
4.8.5. Access Control Authorization
Provi ded, but specifics are unclear from published paper.
4.8.6. Resource Control Interface
Not provi ded.
4.8.7. Discovery Mechanism

Users require an entry-point into the systemin the formof one
storage node that is part of CceanStore.

4.8.8. Storage Mde
bj ect - based, though interfaces have been provided for NFS and HTTP.
4.9. Photo Sharing

There are a grow ng nunber of popular on line Photo Sharing (storing)
systens. For exanple, the Kodak Gallery system|[28] serves over 60
mllion users and stores billions of images [29]. Oher well known
exanpl es of Photo Sharing systems include Flickr [30] and | mageShack
[31]. Also there are a nunber of popul ar bl oggi ng servi ces, such as
Tunmblr [32], which specialize in also sharing | arge nunbers of photos
and other mulitmedia content (e.g. video, text, audio, etc.) as part
of their service. Al these in-network storage systens utilize both
free and paid subscription nodels.

Most Photo Sharing systens are traditional client-server
architecture. However, a minority of systens also offer a P2P node
of operation. The client-server architecture traditionally is based
on HTTP with a browser client and a web server
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4.9.1. Applicability to DECADE
Very widely used (depl oyed) exanple of in-network storage where the
end user has direct visibility and extensive control of the system
Typical end user interface is through a HITP based web browser.
4.9.2. Data Access Interface
Users can read (view) and wite (store) photos.
4.9.3. Data Managenent Operations
Users can del ete previously stored photos.
4.9.4. Data Search Capability
Users can tag photos and/or organi ze them usi ng sophisticated web
photo al bum generators. Users can then search for objects (photos)
mat chi ng desired criteria.

4.9.5. Access Control Authorization

Access control nethod is typically either private or public-
unrestricted.

4.9.6. Resource Control Interface
Not provi ded.

4.9.7. Discovery Mechani sm
Usual |y by manually logging on to a central web page for the service
and entering the appropriate information to access the desired
i nformation.

4.9.8. Storage Mde
Photos are usually stored as files. They can then be organized into
met a-structures (e.g. albums, galleries, etc.) using sophisticated
web photo al bum gener at ors.

4.10. P2P Cache
Caching of P2P traffic is a useful approach to reduce P2P network
traffic, because objects in P2P systens are nostly i mutabl e and the
traffic is highly repetitive . 1In addition, naking use of P2P caches

do not require changes to P2P protocols and can be depl oyed
transparently fromclients.
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P2P caches operate sinilarly to web caches, in that they tenporarily
store frequently-requested content. Requests for content already
stored in the cache can be served fromlocal storage instead of
requiring the data to be transmitted over expensive network |inks.

Two types of P2P caches exist: non-transparent P2P caches and
transparent P2P caches. A non-transparent cache appears as a super
peer; it explicitly peers with other P2P clients. For a transparent
cache, once a P2P cache is established, the network wll
transparently redirect P2P traffic to the cache, which either serves
the file directly or passes the request on to a renote P2P user and
si nul taneously caches that data. Transparency is typically

i mpl erent ed usi ng deep packet inspection (DPl). DPl products
identify and pass P2P packets to the P2P caching systemso it can
cache the traffic and accelerate it.

To enabl e operation with existing P2P software, P2P caches directly
support P2P application protocols. A large nunber of P2P protocols
are used by P2P software, and hence are supported by caches, |eading
to higher complexity. Additionally, these protocols evolve over
time, and new protocols are introduced.

4.10.1. Applicability to DECADE
Very widely used (depl oyed) exanple of in-network storage for P2P
systens. The existance and operation of the storage is totally
transparent to the end user

4.10.2. Transparent P2P Caches

4.10.2.1. Data Access Interface
Data Access Interface all ows P2P content to be cached (stored) and
supplied (retrieved) locally such that network traffic is reduced,
but it is transparent to P2P users, and P2P users inplicitly use the
dat a- access interface (in the formof their native P2P application
protocol) to store or retrieve content.

4.10.2.2. Data Managenent Operations
Not provi ded.

4.10.2.3. Data Search Capability

Not provi ded.
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4.10.2.4. Access Control Authorization

Access control method is typically public-restricted (to any client
which is part of the P2P channel or swarnj.

4.10.2.5. Resource Control Interface
Not provi ded.

4.10.2.6. Discovery Mechani sm
Use of Deep Packet I|nspection nmeans no di scovery nechani sm provi ded
to P2P users, it is transparent to P2P users. Since DPl is used to
recogni ze P2P applications private protocols, P2P Cache is getting
nmore and nore conplicated as the P2P applications keep evol vi ng.

4.10.2.7. Storage Mde

bj ect -based. Chunks (typically, the unit of transfer anongst P2P
clients) of content are stored in the cache.

4.10.3. Non-transparent P2P Caches

4.10.3.1. Data Access Interface
Data Access Interface all ows P2P content to be cached (stored) and
supplied (retrieved) locally such that network traffic is reduced.
P2P users inplicitly store and retrieve fromthe cache using the P2P
application’s native protocol

4.10.3.2. Data Managenent Operations
Not provi ded.

4.10.3.3. Data Search Capability
Not provi ded.

4.10.3.4. Access Control Authorization

Access control nethod is typically public-restricted (to any client
which is part of the P2P channel or swarm

4.10. 3. 5. Resource Control Interface

Not provi ded.
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4.10.3.6. Discovery Mechani sm

Cache pretends to be normal peers to join the P2P overlay networKk.
O her P2P users can find these cache nodes through overlay routing
mechani sm just | ooking to them as nornmal nei ghbor nodes.

4.10.3.7. Storage Mde

bj ect -based. Chunks (typically, the unit of transfer anongst P2P
clients) of content are stored in the cache.

4.11. Web Cache

Web cache [17] is a well-built technology since the late 1990s, which
has been wi dely deployed by nmany I SPs to reduce bandw dth consunption
and web access | atency. A web cache can cache the web docunents
(e.g., HTM. pages, inmges) between server and client to reduce
bandwi dt h usage, server |oad, and perceived lag. A web cache server
is typically shared by many clients, and stores copies of documents
passing through it; subsequent requests may be satisfied fromthe
cache if certain conditions are net.

Anot her form of cache is a client-side cache, typically inplenented
in web browsers. A client side cache can keep a local copy of al
pages recently displayed by browser, and when the user returns to one
of these web pages, the local cached copy is reused.

A related protocol for P2P applications to use web cache is HPTP
(HTTP based Peer to Peer) [16]. It proposes to share chunks of P2P
files/streams using HTTP protocol with cache-control headers.

4.11.1. Applicability to DECADE

Very widely used (depl oyed) exanple of in-network storage for the key
Internet application of Web browsing. The existance and operation of
the storage is transparent to the end user in nost cases. The
content caching time is controlled by Tine To Live paraneters
associated with the original content. The principle of web caching
is to speed up web page reading by using (the sane) content
previously requested by a preceding user to service a new user

4.11.2. Data Access Interface
Users explicitly read froma web cache by maki ng requests, but they
cannot explicitly wite data into it. Data is inplicitly stored into

the web cache by requesting content that not already cached and neets
policy restrictions of the cache provider.
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4.11. 3. Data Managenent QOperations
Not provi ded.

4.11.4. Data Search Capability
Not provi ded.

4.11.5. Access Control Authorization

Access control nethod is public-unrestricted for stored content. It
is inportant to note that if content is authenticated or encrypted
(e.g. HITPS, SSL) it will not be cached. Also if the content is
flagged as private (vs public) at the HITP I evel by the origin server
it wll not be cached.

4.11.6. Resource Control Interface
Not provi ded.
4.11.7. Discovery Mechani sm

Web Caches can be transparently depl oyed between Wb Server and Wb
Clients, enploying DPI for discovery. Alternatively, web caches
could be explicitly discovered by clients using techniques such as
DNS or manual configuration

4.11.8. Storage Mde

bj ect based. Web content is keyed within the cache by HTTP Request
fields, such as Method, URI, and Headers.

4,12. Usenet

Usenet is a distributed Internet based di scussion (nmessage) system
The Usenet nessages are arranged as a set of "newsgroups" that are
classified hierarchically by subject. Usenet information is
distributed and stored anong a | arge congl onerati on of servers that
store and forward nmessages to one another in so called news feeds.

I ndi vi dual users nmay read nessages from and post nessages to a | ocal
news server typically operated by an ISP. This |local server

communi cates with other servers and exchanges articles with them In
this fashion, the nmessage is copied fromserver to server and
eventual ly reaches every server in the network. [26]

Tradi tional Usenet as described above operates as a P2P network

between the servers, and in a client-server architecture between the
user and their local news server. The user requires a Usenet client
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to be installed on their conputer and a Usenet server account
(through their 1SP). However, with the rise of web browsers the
Usenet architecture is evolving to be web based. The nost popul ar
exanple of this is Googl e Groups where Google hosts all the
newsgroups and client access is via a standard HTTP based web
browser. [ 27]

4.12.1. Applicability to DECADE
A historically very inportant and wi dely used (depl oyed) exanple of
in-network storage in the Internet. The use of this systemis
rapidly declining but efforts have been made to preserve the stored
content for historical purposes.

4.12.2. Data Access Interface
Users can read and post (store) nessages.

4.12. 3. Data Managenent QOperations

Users sonetinmes have limted ability to del ete nessages that they
previ ously posted.

4.12.4. Data Search Capability
Traditionally, users could manually search through the newsgroups as
they are classified hierarchically by subject. 1In the newer web
based systens there is also automatic search capability based on key
word mat ches.

4.12.5. Access Control Authorization

Access control nmethod is either public-unrestricted or private (to
menbers of that newsgroup).

4.12.6. Resource Control Interface

Not provi ded.
4.12.7. Discovery Mechani sm

Usual |y by manually |l ogging on to the Usenet account.
4.12.8. Storage Mde

Messages are usually stored as files which are then organized
hi erarchically by subject into newsgroups.
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4.13. (bservations Regardi ng | n-Network Storage Systens

The majority of the surveyed systens were designed for client-server
architectures and do not support P2P. However, there are sone
i mportant exceptions, especially for some of the newer technol ogies
such as BranchCache and P2P Cache which do support a P2P node.

The P2P cache systens are interesting since they do not require
changes to P2P applications thenmsel ves. However, this is also a
limtation in that they are required to support each application
pr ot ocol

Many of the surveyed systens were designed for caching as opposed to
Il ong term network storage. Thus during DECADE protocol design it
shoul d be carefully considered if a caching node should be supported
in addition to a network storage node. There is typically a trade-
of f between providing a caching node and | ong-term (and usually al so
reliable) storage with regards to sone performance netrics.

Today, nost in-network storage systens foll ow some variant of the
aut hori zati on nodel of public-unrestricted, public-restricted, and
private. For DECADE, we may need to evol ve the authorization nodel
to support a resource owner (e.g. end user) authorization, in
addition to the network authorization.

5. Storage And Ot her Related Protocols

This section surveys existing storage and other related protocols, as
well as comments on the usage of these protocols to satisfy DECADE' s
use cases. The surveyed protocols are listed al phabetically.

5.1. iSCS

Smal | Conputer SystemInterface (SCSI) is a set of protocols enabling
communi cati on with storage devices such as disk drives and tapes;
internet SCSI (iSCSI) [5] is a protocol enabling SCSI comrands to be
sent over TCP. As in SCSI, iSCSI allows an Initiator to send
commands to a Target. These commands operate on the device |evel as
opposed to individual data objects stored on the device.

5.1.1. Data Access Interface
Read and wite commands i ndicate which data is to be read or witten
by specifying the offset (using Logical Block Addressing) into the

storage device. The size of data to be read or witten is an
additional paranmeter in the conmand.
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5.1.2. Data Managenent Operations

Si nce commands operate at the device |evel, managenent operations are
different than with traditional file systens. Managenent comuands
for SCSI/iSCSI including explicit device control such as starting and
stoppi ng the device and formatting the device.

5.1.3. Data Search Capability

SCSI /i SCSI does not provide the ability to search for particular data
within a device. Note that such capabilities can be inpl enented
out si de of i SCSI.

5.1.4. Access Control Authorization

Wth respect to access to devices, the access control nethod is
private. iSCSI uses CHAP [3] to authenticate initiators and targets
when accessi ng storage devices. However, since SCSI/i SCSI operates
at the device level, neither authentication nor authorization are
provi ded for individual data objects. Note that such capabilities
can be inpl enented outside of i SCSI

5.1.5. Resource Control Interface
Not provi ded.

5.1.6. Discovery Mechani sm
Manual configuration nay be used. An alternative is the internet
St orage Nane Service (i SNS) [6] provides the ability to discover
avai | abl e storage resources.

5.1.7. Storage Mde

Bl ock-based. SCSI/i SCSI provides an Initiator block-1evel access to
t he storage devi ce.

5.2. HITP

HTTP [4] is a key protocol for the Wrld Wde Wb. It is a statel ess
client-server protocol that allows applications to be designed using
the Representational State Transfer (REST) nodel. HITP is often
associ ated with downl oadi ng (readi ng) content fromweb servers to web
browsers, but it also has support for uploading (witing) of content
to web servers. It has been used as the underlying protocol for
other protocols such as WhbDAV.

HTTP is used in sone of the nobst popular in-network storage systens
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surveyed previously including CDNs, Photo Sharing, and Wb Cache.
Usage of HTTP by a storage protocol inplies that no extra SWis
required in the client (i.e. web based client) as all standard Wb
browsers are based on HTTP.

5.2.1. Data Access Interface

Basic read and wite operations are supported (using HITP GET, PUT
and POST net hods).

5.2.2. Data Managenent Operations
Not provi ded.

5.2.3. Data Search Capability
Not provi ded

5.2.4. Access Control Authorization

Al'l met hods of access control are supported: public-unrestricted,
public-restricted and private.

The great majority of web pages are public-unrestricted in terns of
readi ng but do not allow any upl oadi ng of content (i.e. are not in-
storage systens). In-storage systens range fromprivate or public-
unrestricted for Photo Sharing described in Section 4.9.5 to public-
unrestricted for Wb Caching described in Section 4.11.5.

5.2.5. Resource Control Interface
Not provi ded.

5.2.6. Discovery Mechani sm

Manual configuration is typically used. Cdients address HITP servers
by providi ng a host nane.

5.2.7. Storage Mde
Fi |l e-based storage (a non-collection resource can typically be
thought of as a "file"). Files nay be organized into collections,
which typically map on to the HTTP Path hierarchy.

5.2.8. Comments

HTTP is based on a client-server architecture and thus is not
directly applicable for the DECADE focus on P2P. Al so, HTTP offers
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only a rudinmentary tool set for storage operations conpared to sone of
the ot her storage protocols.

5.3. NFS

The Network File Systemis designed to allow users to access files
over a network in a manner simlar to how local storage is accessed.
NFS is typically used in local area network or enterprise settings,
t hough changes nmade in |later versions of NFS nake it easier to
operate over the Internet.

5.3.1. Data Access Interface

Traditional file-system operations such as read, wite, and update
(overwrite) are provided. Locking is provided to support concurrent
access by nmultiple clients.

5.3.2. Data Managenent Operations

Traditional file-system operations such as nove and delete are
provi ded.

5.3.3. Data Search Capability

User has the ability to list contents of directories to find
filenanmes matching desired criteria.

5.3.4. Access Control Authorization

Al'l met hods of access control are supported: public-unrestricted,
public-restricted and private. For exanple, files and directories
can be protected using read, wite, and execute perm ssions for the
files owner, group, and the public (others). Also, NFSv4.1l has a
rich ACL nodel allowing a |ist of Access Control Entries (ACEs) to be
configured for each file or directory. The ACEs can specify per-user
read/ wite access to file data, file/directory attributes, creation/
deletion of files in a directory, etc.

5.3.5. Resource Control Interface
Whi | e di sk space quotas can be configured, it typically linmts the
total anount of storage allocated to a particular user. User contro
of bandwi dth and connections used by renpte peers is not provided.

5.3.6. Discovery Mechani sm

Manual configuration is typically used. dients address NFS servers
by providing a hostname and a directory that should be nounted.
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5.3.7. Storage Mde
Fi |l e-based storage, allowing files to be organized into directories.
5.3.8. Comments

The efficiency and scalability of the NFS access control nethod is a
concern in the context of DECADE. |In particular, Section 6.2.1 of
[7] states that:

Only ACEs that have a "who" that natches the requester
are consi dered.

Thus, in the context of DECADE, to specify per-peer access contro
policies for an object, a client would need to explicitly configure
the ACL for the object for each individual peer. A concern with this
approach is scalability when a client’s peers may change frequently
and ACLs for many snall objects need to be updated constantly during
participation in a swarm

Note that NFS v4.1's usage of RPCSEC GSS provi des support for

mul tiple security mechani sns. Kerberos V5 is required, but others
such as X. 509 Certificates are al so supported by way of GSS-API.
Not e, however, that NFSv4.1's usage of such security mechanisnms is
limted to linking a requesting user to a particul ar account

mai nt ai ned by the NFS server.

5.4. OQAuth
QAuth [14] is a protocol that richens the traditional client-server
aut henti cation nodel for web resources. |In particular, QAuth
di stinguishes the "client" fromthe "resource owner", thus enabling a
resource owner to authorize a particular client for access (e.g., for
a particular lifetine) to private resources
We include QAuth in this survey so that its authentication nodel can
be evaluated in the context of DECADE. QAuth itself, however, is not
a a network storage protocol

5.4.1. Data Access Interface
Not appl i cabl e.

5.4.2. Data Managenent Operations

Not appl i cabl e.
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5.4.3. Data Search Capability
Not appl i cabl e.
5.4.4. Access Control Authorization

Not applicable. Wile sinmilar in spirit to the WbDAV ticketing
extensions [15], QAuth instead uses the follow ng process: (1) a
client constructs a del egation request, (2) the client forwards the
request to the resource owner for authorization, (3) the resource
owner authorizes the request, and finally (4) a callback is nade to
the client indicating that its request has been authorized.

Once the process is conplete, the client has a set of token
credentials that grant it access to the protected resource. The
token credentials may have an expiration tinme, and they can al so be
revoked by the resource owner at any tine.

5.4.5. Resource Control Interface
Not appl i cabl e.

5.4.6. Discovery Mechani sm
Not applicable.

5.4.7. Storage Mde
Not appl i cabl e.

5.4.8. Comments
The ticketing nmechani smrequires server involvenent and the
di scussion relating to WebDAV' s proposed ticketing nechani sm (see
Section 5.5.8) applies here as well.

5.5.  WebDAV
WebDAV [8] is a protocol designed for Wb content authoring. It is
devel oped as an extension to HITTP described in Section 5.2, meaning
it can be sinpler to integrate into existing software. WbDAV
supports traditional operations for reading/witing fromstorage, as
wel |l as other constructs such as | ocking and collections which are

i mportant when nultiple users collaborate to author or edit a set of
docunents.
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5.5.1. Data Access Interface

Traditional read and wite operations are supported (using HITP GET
and PUT nethods, respectively). Locking is provided to ease
concurrent access by multiple clients.

5.5.2. Data Managenent Operations

WebDAV supports traditional file-system operations such as nove,

del ete and copy. hjects are organized into collections, and these
operations can al so be performed on collections. WDbDAV al so all ows
obj ects to have user-defined properties.

5.5.3. Data Search Capability

User has the ability to list contents of collections to find objects
mat ching desired criteria. A SEARCH extension [9] has al so been
specified allowing listing of objects matching client-defined
criteria.

5.5.4. Access Control Authorization

Al'l met hods of access control are supported: public-unrestricted,
public-restricted and private.

For exanple, an ACL extension [11l] is provided for WbDAV. ACLs

al | ow both user- and group-based access control policies (relating to
reading, witing, properties, locking, etc) to be defined for objects
and col | ecti ons.

A ticketing extension [15] has al so been proposed, but has not
progressed passed an Internet Draft. This extension allows a client
to request the WebDAV server to create a "ticket" (e.g., for reading
an object) that can be distributed to other clients. Tickets may be
given expiration tines, or may only allow for a fixed nunber of uses.
The proposed extension requires the server to generate tickets and
mai ntain state for outstanding tickets.

5.5.5. Resource Control Interface
An extension [10] allows disk space quotas to be configured for
Col l ections. The extension also allows WbDAV clients to query

current disk space usage. User control of bandw dth and connections
used by renote peers is not provided.
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5.5.6. Discovery Mechani sm

Manual configuration is typically used. dients address WbDAV
servers by providing a hostnane.

5.5.7. Storage Mde

Fi |l e-based storage (a non-collection resource can typically be
thought of as a "file"). Files nmay be organized into collections,
which typically map on to the HTTP Path hierarchy.

5.5.8. Comments

The efficiency and scalability of the WebDAV access control nethod is
a concern in the context of DECADE, for similar reasons as stated in
Section 5.3.8 for NFS. The proposed WebDAV ticketing extension
partially alleviates this concern, but the particular technique nmay
need further evaluation before being applied to DECADE. In
particul ar, since DECADE clients may continuously upl oad/ downl oad a

| arge number of small-size objects, and a single DECADE server may
need to scale to many concurrent DECADE clients, requiring the server
to maintain ticket state and generate tickets nmay not be the best
design choice. Server-generated tickets can also increase |atency
for data transport operations depending on the nessage fl ow used by
DECADE

5.6. (Observations Regarding Storage and Rel ated Protocol s

Al'l of the surveyed protocols were prinmarily designed for client-
server architectures and not for P2P. However, it is conceivabl e that
some of the protocols could be adapted to work in a P2P architecture.

Several popul ar in-network storage systens today use HITP as their
key protocol even though it is not classicaly considered as a storage
protocol. HITP is a stateless protocol that is used to design
RESTful applications. HITP is a well supported and wi dely

i mpl ement ed protocol which can provide inportant insights for DECADE

The majority of the surveyed protocols do not support |ow | atency
access for applications such as live streaning. This was one of the
key general requirenents for DECADE

The majority of the surveyed protocols do not support any form of
resource control interface. Resource control is required for users
to manage the resources on in-network storage that can be used by
other peers, e.g., the bandwi dth or connections. Resource control is
a key capability required for DECADE
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Nearly all surveyed protocols did however support the follow ng
capabilites which are required for DECADE: user ability to read/wite
content; sone form of access control; sone formof error indication
and ability to traverse firewalls and NATs.

6. Concl usi ons

Though there have been many successful in-network storage systens,
they have been designed for use cases different fromthose defined in
DECADE. For exanple, many of the surveyed in-network storage systens
and protocols were desgined for client-server architectures and not
P2P. No surveyed system or protocol has the functionality and
features to fully nmeet the set of requirenments defined for DECADE
DECADE ains to provide a standard protocol for P2P applications and
content provider to access and control in-network storage, resulting
in increased network efficiency while retaining control over content
shared with peers. Additionally, defining a standard protocol can
reduce conplexity of in-network storage since multiple P2P
application protocols no | onger need to be inplenented by in-network
storage systens.

7. Security Considerations
This draft is a survey of existing in-network storage systems, and
does not introduce any security considerations beyond those of the

surveyed systens.

For nore information on security considerations of DECADE, see [1].

8. | ANA Consi der ations

Thi s docunent does not have any | ANA Consi derati ons.
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10. Revision Hi story

The followi ng changes were nade in this draft when going from Rev 00
to Rev 01:
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1) Changed the publication date to the current date.

2) Moved section 6 "Observations and Anal ysis" to section 4.12 and
renaned it to "Chservations Regarding In-Network Storage Systens".

Al so made various editorial changes to the wording in this section.

3) Added a new section 5.6 called "Observations Regardi ng Storage and

Rel ated Protocol s" and noved sone portions of the original section 6
here.

4) Made editorial changes of the wording of the Conclusions (section
8) to reflect the updated Cbservations sections.

5) Changed TOC depth to "2 levels" from"3 | evel s".

6) Added Googl e Storage as another exanple to section 4.1

7) Updated wording of DTN Applicability text in 4.5.1

8) Added new section on Nanmed Data Networking in 4.6

9) Various minor editorial changes (fixing typos and granmer,

defining acronyns, etc.) throughout the docunent.
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