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Abst ract

Peer -t o-peer (P2P) applications have beconme w dely used on the
Internet today and make up a large portion of the traffic in many
networks. I n P2P applications, one technique for reducing the tota
anount of P2P traffic is to introduce storage capabilities within the
network. Traditional caches (e.g., P2P and Wb caches) provi de such
storage, but they are conplex (due to explicitly supporting

i ndi vi dual P2P application protocols) and they do not allow users to
manage access to content in the cache. For example, Content

Provi ders cannot easily control access and resource usage policies to
satisfy their own requirenents. This docunent discusses the

i ntroduction of in-network storage for P2P applications, shows the
need for a standard protocol for accessing this storage, and
identifies the scope of this protocol. The accessing protocol can

al so be used by other applications with simlar requirenents.
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1.

I nt roducti on

P2P applications, including both P2P streani ng and P2P fil esharing
applications, nmake up a large fraction of the traffic in many

I nternet networks today. One way to reduce bandw dth usage by P2P
applications is to introduce storage capabilities in the networks.
Al'l owi ng P2P applications to store and retrieve data fromi nside
networ ks can reduce traffic on the last-mle uplink, as well as
backbone and transit |inks [I-D.weaver-alto-edge-caches].

P2P caches provide in-network storage and have been depl oyed in sone
networks. But the current P2P caching architecture poses chall enges
to both P2P cache vendors and P2P application devel opers. For P2P
cache vendors, it is challenging to support a nunber of continuously
evol ving P2P application protocols, due to | ack of docunentation
ongoi ng protocol changes, and rapid introduction of new features by
P2P applications. For P2P applications, closed P2P caching systens
limt P2P applications to effectively utilize in-network storage. In
particul ar, P2P caches typically do not allow users to explicitly
store content into in-network storage. Neither do they allow users
to impl enent control over the content that have been placed into the
i n-network storage.

Bot h of these challenges can be effectively addressed by using an
open, standard protocol to access in-network storage. P2P
applications can store and retrieve content in the in-network
storage, as well as control resources (e.g., bandw dth, connections)
consuned by peers in a P2P application. As a sinple exanple, a peer
of a P2P application may upload to other peers through its in-network
storage, saving its usage of last-mile uplink bandw dth.

In this docunment, we distinguish between two functional conponents of
the native P2P application protocol: signaling and data access.
Signaling includes operations such as handshaki ng and di scoveri ng
peer and content availability. The data access conponent transfers
content from one peer to anot her.

Wth DECADE, P2P applications can still use their native protocols
for signaling and data transport. However, they may use a standard
protocol for data access incorporating in-network storage, and fal
back to their native data transport protocols if in-network storage
is not available or not used.

In essence, an open, standard protocol to access in-network storage
provi des an alternative mechani smfor P2P application data access
that is decoupled from P2P application control and signaling. This
decoupling |l eads to nmany advantages, which is explained further in
Section 4.
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3.

Ter m nol ogy and Concepts

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

The followi ng ternms have special nmeaning in the definition of the in-
net work storage system

In-network Storage: A service inside a network that provides
storage and bandwi dth to network applications. In-network storage
may reduce upl oad/transit/backbone traffic and inprove network
appl i cation performance.

I AP (In-network storage Access Protocol): a standard protocol that
i s spoken between P2P applications and i n-network storage. The
protocol may al so be used between entities inplenenting the in-
network storage service. |AP may be a new protocol or existing
protocol with extensions.

P2P Cache (Peer to Peer Cache): a kind of in-network storage that
under stands the signaling and transport of specific P2P
application protocols, it caches the content for those specific
p2p applications in order to serve peers and reduce traffic on
certain |links.

Content Publisher: An entity that originates content to consuners.

The Probl ens

The energence of peer-to-peer (P2P) as a major type of network
applications (esp. P2P file sharing and streaning apps) has led to
substantial opportunities. The P2P paradigmcan be utilized in

desi gning highly scal abl e and robust applications at | ow cost,
conpared with traditional client-server paradigns. For exanple, CNN
[CNN] reported that P2P streami ng by Octoshape played a major role in
its distribution of the historical inauguration address of President
(hama. PPLive, one of the | argest P2P stream ng vendors, is able to
distribute large-scale, live streamng prograns to nore than 2
mllion users with only a handful of servers.

However, P2P applications also face substantial design challenges. A
particul ar problem facing P2P applications is the substantial stress
that they place on the network infrastructure. Also, |acking of
infrastructure support can lead to unstable P2P application
performance during peer churns and flash crowd. Bel ow we el aborate
on the problens in nore detail
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3.1. P2P infrastructural stress and inefficiency

A particul ar problemof the P2P paradigmis the stress that P2P
application traffic places on the infrastructure of Internet service
providers (I1SP). Miltiple nmeasurenents (e.g., [ipoque]) have shown
that P2P traffic has becone a major type of traffic on sonme networks.
Furt hermore, network-agnostic peering | eads to unnecessary traversa
across network domai ns or spanning the backbone of a network, | eading
to network inefficiency [I-D.ietf-alto-problemstatenent].

Recently, the | ETF Application Layer Traffic Optim zation (ALTO
Working Goup was forned to provide P2P applications with network
information so that they can performbetter-than-randominitial peer
selection [I-D.ietf-alto-problemstatenent]. However, there are
limtations on what ALTO can achi eve al one. For exanple, network

i nformati on al one cannot reduce P2P traffic in access networks, as
the total access upload traffic is equal to the total access downl oad
traffic in a pure P2P system On the other hand, it is reported that
P2P traffic is becoming the dominating traffic on the access networks
of some networks, reaching as high as 50-60% at the down-Iinks and
60-90% at the uplinks ([DCIA], [ICNP], [ipoque.P2P_survey.],
[P2P_file _sharing]). Consequently, it becones increasingly inportant
to conplenment the ALTO effort and reduce upl oad access traffic, in
addition to cross-domai n and backbone traffic.

The |1 ETF Low Extra Del ay Background Transport (LEDBAT) Wbrking G oup
is focusing on techniques that allow |arge anounts of data to be
consistently transnmtted w thout substantially affecting the del ays
experienced by other users and applications. It is expected that
some P2P applications would start using such techni ques, thereby
somewhat all eviating the perceivable inpact (at |east on other

applications) of their high volunme traffic . However, such
techni ques may not be adopted by all P2P applications. Al so, when
adopt ed, these techniques do not renove all inefficiencies, such as

those associated with traffic being sent upstreamas nany tinmes as
there are renote peers interested in getting the correspondi ng

i nformati on. For exanple, the P2P application transfer conpletion
times remain affected by potential (relatively) slow upstream
transmssion. Simlarly, the performance of real-tinme P2P
applications nmay be affected by potential (relatively) higher
upstream | at enci es.

3.2. P2P cache: a conplex in-netwrk storage
An effective technique to reduce P2P infrastructural stress and
inefficiency is to introduce in-network storage. For exanple, in

[1-D. weaver-al t o- edge- caches], the author denonstrates clearly the
potential benefits of introducing in-network storage to inprove
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network efficiency and thus reduce network infrastructure stress.

In the current Internet, in-network storage is introduced as P2P
caches, either transparently or explicitly as a P2P peer. To provide
service to a specific P2P application, the P2P cache server nust
support the specific signaling and transport protocols of the
specific P2P application. This can |lead to substantial conplexity
for the P2P Cache vendor.

First, there are many P2P applications on the Internet (e.qg.

Bit Torrent, eMil e, Flashget, and Thunder for file sharing; Abacast,
Konti ki, Octoshape, PPLive, PPStream and UUSee for P2P stream ng).
Consequently, a P2P cache vendor faces the challenge of supporting a
| arge number of P2P application protocols, |eading to product

compl exity and increased devel opnent cost.

Furt hernore, a specific P2P application protocol nmay be evol ving
continuously, to add new features or fix bugs. This forces a P2P
cache vendor to continuously update to track the changes of the P2P
application, |leading to product conplexity, high cost, and | ow
reliability.

Third, many P2P applications use proprietary protocols or support
end-to-end encryption. This can render P2P caches ineffective.

3.3. Ineffective integration of P2P applications and in-network storage

As P2P applications evolve, it becones increasingly clear that they
will need in-network resources to provide positive user experiences.
For exanple, nultiple P2P stream ng systems seek additional in-
networ k resources during flash crowd, such as just before a mgjor
live streaning event. In asymretric networks when the aggregated
upl oad bandw dth of a channel cannot neet the downl oad demand, a P2P
application may seek additional in-network resources to naintain a
stabl e system

A requi renent by sonme P2P applications in using in-network

i nfrastructural resources, however, is flexibility in inplenenting
resource allocation policies. A major conpetitive advantage of many
successful P2P systens is their substantial expertise in howto nost
efficiently utilize peer and infrastructural resources. For exanple,
many |ive P2P systens have their specific algorithnms in selecting the
peers that behave as the nore stable, higher bandwi dth sources. They
continue to fine-tune such algorithns. In other words, in-network
storage should export basic mechani snms and allow as nmuch flexibility
as possible to P2P applications to inplenent specific policies. This
conforns to the end-to-end systens principle and all ows innovation
and satisfaction of specific business goals. Existing techniques for
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P2P application in-network storage | ack these capabilities.

4., DECADE as an In-network Storage Capability

The objective of this working group is to design DECADE, an in-
networ k storage protocol to address the problens discussed in the
precedi ng secti on.

DECADE wi Il provide access to storage and data transport services in
the network to P2P applications to inprove their efficiency and
reduce the stress on the network infrastructure. Unlike the existing
P2P caching architecture, DECADE is a standard interface for various
P2P applications (both content publishers and end users) to access

i n-network storage. This decoupling of P2P data access from P2P
application control and signaling reduces the conplexity of in-
networ k storage services. Furthernore, DECADE provi des basic access
nmechani sms and al l ows P2P applications to inplenent flexible policies
to create an ecosystem for application innovation and various

busi ness goals. Besides that, it also inproves the availability of
P2P contents because the in-network storage is always-on.

| AP
----------- +
I I
| %
e m e e e e e e oo - +
| I'n-network Storage
o e e +
N N
| AP | | AP |
o m e e oo o - V- + FoVemmm e e e o +
| P2P | | Content |
| application [ | publishers [
| clients | Fomme e +
o e oo +
| A
I I
TSRS +

P2P application
native protocol

Figure 1 Overview of protocol interaction between DECADE el ements
Specifically, the main conponent of DECADE is the in-network storage
access protocol (1AP), which is a standard, P2P-application-agnostic

protocol for different P2P applications to access in-network storage.
| AP defines a set of commands that P2P application el ements can issue
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to in-network storage to store and retrieve data. |AP includes the
followi ng functionalities:

(1) Data access provides read/wite by users (e.g., P2P application
clients and content publishers) to the correspondi ng i n-network
storage and between entities inplenenting the in-network storage;

(2) Authorization inplenents access control to resources provided by
i n-networ k storage;

(3) Resource control allows users to inplenent application policies
for the correspondi ng i n-network storage.

Not e that DECADE is independent of current |ETF work on P2P, e.g.
P2PSI P, ALTO PPSP. For exanple, peers discovered by either RELOCAD
or ALTO can all use DECADE to share data.

The Peer to Peer Streaming Protocol effort in the IETF is

i nvestigating specification of signaling protocols (called PPSP
protocols) for nultiple types of entities (e.g. intelligent

endpoi nts, caches, content distribution network nodes, and/or other
edge devices) to participate in P2P stream ng systens in both fixed
and nobile Internet. As discussed in the PPSP probl em st at enent
docunent [I-D.zhang-ppsp-probl em statenent], one inportant PPSP use
case is the support of an in-network edge Cache for P2P Streanmni ng.
However, this approach to providing in-netwdrk cache has different
applicability, different objectives and different inplications for
the in-network cache operator. A DECADE service can be used for any
application transparently to the DECADE i n-network storage operator:
it can be used for any P2P Streaning application (whether it supports
PPSP protocols or not), for any other P2P application, and for non
P2P applications that sinply want to benefit fromin-network storage.
So with DECADE the operator is providing a generic in-netwrk storage
service that can be used by any application w thout application

i nvol venent or awareness by the operator; in the PPSP cache use case,
the cache operator is participating in the specific P2P streaning
servi ce.

DECADE and PPSP can both contribute independently, and (where
appropriate) simnultaneously, to nmaking content avail able closer to
peers. Here are a nunber of exanpl e scenari os:

A given network supports DECADE in-network storage, and its CDN
nodes do not participate as PPSP Peers for a given "streani (e.g.
say because no CDN arrangenent has been put in place between the
Content Provider and the considered network provider). In that
case, PPSP Peers will all be "off-net" but will be able to use
DECADE i n-network storage to exchange chunks.
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A given network does not support DECADE in-network storage, and
(some of) its CDN nodes participate as PPSP Peers for a given
"streant (e.g. say because an arrangenent has been put in place
bet ween the Content Provider and the considered network provider).
In that case, the CDN nodes will participate as in-network PPSP
Peers. The off-net PPSP Peers (ie end users) will be able to get
chunks fromthe in-network CDN nodes (using PPSP protocols with

t he CDN nodes).

A given network supports DECADE in-network storage, and (sone of)
its CDN nodes participate as PPSP Peers for a given "stream' (e.g.
say because an arrangenent has been put in place between the
Content Provider and the considered network provider). In that
case, the CDN nodes will participate as in-network PPSP Peers.

The of f-net PPSP Peers (ie end users) will be able to get chunks
fromthe in-network CDN nodes (using PPSP protocols with the CDN
nodes) as well as be able to get chunks /share chunks usi ng DECADE
i n-network storage popul ated (using | AP protocol) by PPSP Peers
(both of f-net end-users and in-network CDN Nodes).

Whi |l e DECADE wi Il focus on P2P applications, the solution is expected
to be applicable in other contexts with simlar requirenents.

4. 1. Dat a access

P2P application clients use the protocol to read data froman in-
networ k storage, store data to an in-network storage, or renove data
froman in-network storage. The data could be of various types.

Exi sting protocols will be used wherever possible and appropriate to

support DECADE s requirenents. |In particular, data storage,
retrieval, and nanagenment may be provided by an existing | ETF
protocols. The Wowill not Iimt itself to a single data transport

protocol since different protocols may have varying inplenmentation
costs and performance tradeoffs. However, to keep interoperability
manageabl e, a snall nunber of specific, targeted, data transport
protocols will be identified and used. |If a protocol is found to be
sui tabl e but does not fully nmeet the requirements, then the protoco
may need to be extended. The follow ng considerations should be
taken into account. But it might be a trade-off when making
deci si on.

0 The protocol (s) should support deploynents with a very large
nunber of users w thout substantial increase to operationa
complexity for the storage provider.

0 The protocol (s) should be easy for applications to integrate

with when they want to use it for P2P applications (e.g. file-
sharing or streaning) or other content distribution applications.
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4.2. Authorization

DECADE ensures that access to the in-network storage is subject to
aut hori zation by the user owning the in-network storage service. The
aut hori zation can take into account the user trying to access, the
content, the time period, etc.

4. 3. Resource contro

A user uses the protocol to nmanage the resources on in-network
storage that can be used by other peers, e.g., the bandw dth or
connections. The resource control policies could be based on

i ndi vidual renmpte peers or a whole application

5. Usage Scenari os

Usage scenarios are described fromtwo perspectives. First, we

i ntroduce high-level use cases showi ng how P2P applicati ons may
utilize in-network storage. Second, we show how in nore detail how
users exchange data using | AP.

5.1. BitTorrent

BitTorrent may be integrated with DECADE to be nore network efficient
and reduce the bandw dth consuned on | SP networks. Wen a BitTorrent
client uploads a block to peers, the block traverses the last-nmle
uplink once for each peer. Wth DECADE, however, the BitTorrent
client may upload the block to its in-network storage. Peers may
retrieve the block fromthe in-network storage, reducing the anount
of data on the last-nile uplink

We now describe in nore detail how BitTorrent can utilize DECADE

For illustration, we assune that both the BitTorrent client (A) and
its peer (B) utilize in-network storage. Wen A requests a block, it
indicates that it would Iike the block stored in its in-network
storage and provides the necessary access control. |Instead of
sendi ng the ’'piece’ nmessage with the desired bl ock, peer B replies
with a 'redirect’ nessage indicating that the content should be
retrieved fromits own in-network storage and provi des the necessary
access control. |If the peer B had not previously stored the content
inits in-network storage, it uploads the block. A downloads the
block into its own in-network storage fromB' s in-network storage
and finally Aitself retrieves the block

Note that this requires extensions to the BitTorrent protocol. Wile

there are multiple ways to do so, this exanple assunes the native
Bit Torrent 'request’ nessage is extended to carry additiona
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informati on and that a new 'redirect’ nessage is added. Upload and
downl oad to/fromin-network storage uses the standard | AP protocol

This exanple has illustrated how utilizing DECADE can increase
BitTorrent’s network efficiency. First, notice that peer B does not
utilize any uplink bandwidth if the block was already present inits
i n-network storage. Second, notice that the block is downl oaded
directly into A's in-network storage. Wen A wi shes to share the

bl ock with anot her peer (say, peer C) that supports DECADE, it may
upload directly fromits in-network storage, again avoidi ng usage of
the last-mle uplink

This techni que can be applied to other P2P applications as well.
Since P2P applications use a standard for comunicating with in-
networ k storage, they no longer require in-netwrk storage to
explicitly support their protocol. P2P applications retain the
ability to explicitly nanage which content is placed in in-network
storage, as well as access and resource control polices.

5.2. Content Publisher

Content Publishers nmay also utilize in-network storage. For exanple,
consider a P2P live streaning application. A Content Publisher
typically maintains a small nunber of sources, each of which
distributes blocks in the current play buffer to a set of the P2P
peers.

Consi der a case where the Content Publisher owns an in-network
storage account within ISP A If there are nultiple P2P peers within
ISP A the Content Publisher nay utilize DECADE to distribute content
to the peers.

First, the Content Publisher stores a block in the in-network
storage, and then sends to each peer in ISP A the block’s identifier
and necessary access control. Second, each peer may then downl oad
fromthe Content Publisher’s in-network storage.

In this exanple, the block is distributed in a nore network efficient
way (the content only traverses the ISP s interdonmain |ink once),
whil e the Content Publisher retains explicit control over access to
the content placed in its own storage. The Content Publisher can
renove content fromits in-network storage when it is stale or needs
to be replaced, and grant access and resources to only the desired
peers.

Not e that Content Publishers and individual peers can each use in-

networ k storage. For exanple, after downl oading content fromthe
Content Publisher’s in-network storage, peers nay each utilize their
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own in-networks storage similar to the usage scenario in Section 5.1
This can have the benefit of increased network efficiency, while

Cont ent Publishers and peers still retain control over content placed
in their own in-network storage.

5.3. Data Transfer Scenari os

The previ ous usage scenari os have utilized the ability for peers to
transfer data by storing and retrieving fromin-network storage.
This section describes in further detail an exanple solution of how
DECADE can provide this capability.

In this section, we consider the case of a user B (the receiver)
requesting data fromuser A (the sender). W use Sa to denote User
A's storage account, and Sb to denote User B s storage account. Each
user independently decides if its in-network storage account is used,
so there are four cases.

When a user indicates that it wishes to use its in-network storage,
it provides an access control token the other user. The token is

sent using the application’s protocol. To sinplify the illustration
we omt details of the access control fromthe detail ed scenari os
bel ow.

5.3.1. Both Sender and Recei ver Accounts are Used

This scenario is illustrated in Figure 2. B first requests an object
fromA using the application protocol indicating it wi shes the object
to be stored in Sb. A responds using the application protoco

i ndi cating that B should downl oad the object fromSa. B sends a | AP
request to Sb indicating that the object should be downl oaded from
Sa. Sb uses I AP to downl oad from Sa, and finally, B downl oads the
object fromSb (al so using | AP)

F------- + 4 |AP Get +------- +

| Sa | <---------- + Sb |

Fom e o + kkkkkkkkk S | +

5 data transfer ~ *
31AP Gt \ * 6 data transfer

1 App request o\
B oo B +
| User A | | User B |
Fomme oo o e e e oo S +

2 App response

Figure 2: Usage Scenario 1 (Sender and receiver Accounts used)
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5.3.2. Only Sender’s Storage Account is Used

This scenario is illustrated in Figure 3. B requests an object from
A using the application protocol. A responds using the application
protocol indicating that B should downl oad t he object from Sa.
Finally, B sends a | AP request to Sa to downl oad the object.

Fomm oo - +

| Sa |

Fom oo - +

N *
3 1AP Gt \ * 4 data transfer
1 App request \ o/

Fomm oo - Fmm e e e e e e e Fomm oo - +
| User A | | User B
Fom oo - S SH------- +

2 App response
Firgure 3: Usage Scenario 2 (Sender account used)
5.3.3. Only Receiver’s Storage Account is Used

This scenario is illustrated in Figure 4. B requests an object from
A using the application protocol indicating that it w shes the object
to be stored in Sb. A stores the object in Sb (using | AP), and
responds to B (using the application protocol) that it should

downl oad from Sb. B uses | AP to downl oad the object from Sb

Fomm e - +

> | Sb |

3. R +

| AP Store / N

/ 3.1 AP Get \ * 4 data transfer
/ 1. App request o\

Fom oo - L Fom oo - +
| User A | | User B |
Fomee oo oo e oo SH------- +

2. App response
Figure 4: Usage Scenario 3 (Receiver account used)
5.3.4. No Storage Accounts are Used
This scenario is illustrated in Figure 5. 1In this scenario, the
application protocol is used directly to send data. This scenario

applies with one of the peers does not support |AP, or neither of the
peers are using in-network storage.
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1. App request
| User A | C. . | User B

Fom e e o - R KKK KKK KKK KR KRR KRR KR S| o _ - +

2.data transfer

Figure 5: Usage Scenario 4 ( No storage accounts used)

6. Security Considerations

There are multiple security considerations. W focus on two in this
secti on.

6. 1. Deni al of Service attack

Wt hout access control or resource control, an attacker can try to
consunme a large portion of the in-network storage, or exhaust the
connections of the in-network storage to conmit a Denial of Service
(DoS) attack. Thus, access control and resource control nechani sns
are mandatory. A resource control nechani smshould be used to all ow
a user to allocate the resource in its in-network storage account to
be utilized by other clients.

6.2. Copyright and Legal issues
Copyright and other |aws may prevent the distribution of certain
content in various localities. Wile in-network storage operators
may adopt systemwi de ingress or egress filters to inplenent
necessary policies for storing or retrieving content, the
specification and inplenmentati on of such policies (e.g., filtering
and DRM is outside of the scope of this working group

7. |1 ANA Consi derations

There is no | ANA consideration with this docunent.
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