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1. Introduction

Significant steps are being taken right now to make the Internet’s architecture more scalable and robust in routing, addressing, multihoming, mobility, and locator/identifier separation. However, since the Internet is rapidly becoming an essential part of daily life for people around the world, our architectural changes need to take fundamental social issues into account as a primary consideration. One of those is privacy, and in this case particularly privacy of geographic location. If we do not, we run the risk of colliding with established IETF principles (see for example [RFC3693]) as well as public policy in many countries around the world.

When the Internet was designed, IP addresses were associated with timesharing machines and not with particular users. In the 1980s it began to be likely that a device and thus an IP address would be associated with a single user. Now a single IP address is very likely to be associated with a single human being. Meanwhile, at the top of the stack, there has been a convergence of life functions using single devices using single addresses. A person now uses his or her personal device and associated IP address for many activities: work, shopping, talking, exchanging mail and files, reading, listening to music, etc.

It is this convergence at both the top and bottom of the stack -- to a single person per device and to many applications on that device -- that makes the social issues more and more significant in IETF work. People use the Internet for many, more personal, activities than before. The Internet needs to fulfill the obligations expected of a communications system essential to modern human society. Our lower layer protocol designs have privacy implications beyond their intended scope.

2. The Risks of Being Traceable

Issues with revealing geographic location are well-established elsewhere. For example the RAND review of the European Data Directive [RAND-EDPD] points out that "the interpretation of location data (e.g. which locations are visited, suggesting which shops are frequented, and which products and services are bought), may in the future permit the identification of the health, social, sexual or religious characteristics of the data subject" (section 3.3.1). The less well-known problem that this document focuses on is tracing the movement of mobile devices. Because mobile devices are used for so many things, any possibility of tracing them has significant, probably unpredictable, social implications, perhaps more so than
revealing a single location. If an association can be made between a mobile device and a person at any location, if that device can be traced to a different geographic location then the association with the person can be inferred, usually correctly, even if the person believes they are anonymous at the new location. Consider scenarios such as:

- You are looking for a job, interviewing at other companies over your lunch hour, but you don’t want your current management to know.
- You are planning a surprise gift or party for your spouse and are visiting specialty stores.
- You are a journalist gathering information on a corrupt politician from sources who wish to hide that they are dealing with you.
- You are infiltrating an organized crime ring and don’t want them to know when you sneak in the back door of police headquarters.
- You are a very famous person trying to avoid paparazzi and assassins who are able to find you sporadically.

Mobility mechanisms need to take this issue into account. Obviously a mobile node must be reachable somehow, but a mobile node must be able to hide its actual movement from public view if it wishes.

3. Basic Mobility Requirements

A mobile node may need to be reachable by others, or it may act purely as a client of Internet-based services. Even if it is purely a client, it still needs at least two things:

- An authentication and authorization identifier that it can use with each access network it connects to. (Not required for open access networks.)
- A Layer 3 way for its correspondents to get packets back to it. This may no longer be simple due to potential innovations in routing architecture.

In addition, if the mobile node wants to be reachable as a peer or to offer services, it needs a few more things:

- An identifier (or identifiers) by which the node may be found by others, and a mechanism by which this identifier can be mapped to IP addresses/locators. Examples are domain names, SIP URIs, and
the corresponding services.

- An IP address/locator for initially contacting the mobile node. This does not have to be associated with the mobile node’s actual topological location. It can instead be associated with a rendezvous point or agent.

- A mechanism for "route optimization", whereby such an agent can be eliminated from a data path between the mobile node and a correspondent.

- An identifier or identifiers by which the mobile node can authenticate itself to its correspondents during initial contact, route optimization, and/or change of topological location. These identifiers can be at any layer, from 2 to 7. They can be associated with the mobile device’s whole IP stack, individual transport sessions, or individual application instances.

- Identifiers by which the mobile node can be referred to by third parties.

If all mobile nodes are reduced to being clients only -- if they are willing to register with servers in order to use the Internet and have others be able to reach them -- then there are fewer requirements. However, over the evolution of the Internet we have seen several times that it is not good to give up the symmetry of Internet communication and "permission-free" networking, i.e. the ability for anyone anywhere to communicate as a peer with other nodes on the Internet. For the rest of this document we assume that the IETF still wants to retain this model.

Every identifier listed above has a scope in which it needs to be known, but it is only required to be known in that scope. For example, an access authentication identifier only needs to be known to the mobile node, the access network, and a trusted third party (a mobile node’s home network administration, or a bank, etc.). A session identifier only needs to be known among the parties using it, but not by the access network.

4. Avoiding Making a Mobile Node Traceable

As a mobile node moves, if L3 or higher layer mobility mechanisms are used it will change its IP addresses/locators. The Internet already has sophisticated publicly available services for determining where a node is based on IP address alone. These mechanisms are not always precise or accurate, but they are in very many cases and even imprecise information is information. Protocol designers must assume
that whatever IP address or locator a node has, it is likely that there is a service to turn that into a geographic location.

The tracing problem occurs when it is possible for a third party to correlate IP addresses/locators and something unique about the mobile node. Data can be gathered either through monitoring traffic or by accessing public information. It does not have to be done continuously -- periodic snapshots can make the mobile node just as vulnerable. Once the data is gathered, the third party can search for correlations.

Using identifiers for multiple purposes makes leakage of tracing information more likely. Different entities in different scopes may know different things about a mobile node or a person. Using overlapping identifiers mixes scopes and may make new, perhaps unexpected, correlations easier. For example if an access identifier such as a mobile phone’s IMEI (hard-coded and not changeable, primarily used for access authentication) is also used for session continuity, or is registered in an Internet database service that is publicly accessible, changes in that device’s IP addresses (and thus geographic location) can be traced.

Long-lasting identifiers make correlation easier as a device moves. They should not be used in scopes where they are not necessary.

The biggest concern is if information that makes a mobile node traceable is required to be publicly available in order for the Internet to function. If it is, it can be accessed not only without the mobile node’s consent but even without its knowledge, perhaps without any audit trail of who is accessing the information that could be looked at after the fact. Some architectures for mobility and/or routing and addressing described in [I-D.irtf-rrg-recommendation] assume the use of DNS or other public mapping systems. In these, the mobile node is required to publish a mapping between its identifier and its current IP addresses/locators in order to be reachable, even if a mobile node is acting purely as a client (because otherwise packets would not get back to it). This architectural assumption removes all of the mobile node’s freedom of choice about how much confidentiality to preserve -- either it exposes all of its movement to all of the world or it is simply not reachable. Public information systems like DNS are not designed to support confidentiality.

MIPv6’s "home agent" [I-D.ietf-mext-rfc3775bis] is an example of how to avoid this problem: Contact with a mobile node is initially through a home agent, a rendezvous point for both data and control traffic. The home agent acts on behalf of the mobile node and encapsulates traffic to it. After an exchange of packets, the mobile
node may decide, on its own, if it wants to reveal its topological location, and thus probably its geographic location, to the correspondent node. It controls its own location information. The decision to reveal it can be based on anything, including local policy.

The principle of hiding information that can expose geographic location in both data and control planes, and deferring revealing more until the mobile node or its agent decides what it wants to do, is essential. This can be included in any mobility architecture that is designed to allow it and does not insist on exposing location to a wide audience in order to gain efficiency. The obvious way to do it is an indirection mechanism such as a home agent, but this is just one way to do it. Any way will do.

Monitoring is a more subtle issue than exposure in public services, but still real, even if the mobile node is client-only. If packets contain an identifier that uniquely identifies the mobile node for some period of time, someone able to gather data on packet traffic can easily trace the mobile node’s movements as the IP address/locator changes. It is not necessary for the watcher to be able to gather this information in real time if it can access logs gathered by others. Here, approaches to the problem are more difficult to define because there is a conflict between three goals: to avoid overhead, to preserve session continuity with low delay, and to keep control over location information. Some designs such already try to find their balance. All protocol work should consider the tradeoffs with privacy and explicitly find a balance point.

5. Recommendations

Members of the Internet community who are creating or reviewing proposed architectural changes, particularly in mobility but also in other areas that impinge on mobility such as routing and addressing, should consider the following points:

- Architectural changes MUST avoid requiring exposing a mapping between any of a node’s identifiers and IP addresses/locators to unknown observers. If they require exposure, they will experience a head-on collision with basic principles of the IETF and with privacy policies around the world. It will simply not be acceptable to require the loss of this much individual privacy.

- An architectural proposal MAY make it possible to use public information systems to optimize traffic flow, but ideally it should do so without sacrificing privacy. If it cannot do so without sacrificing privacy, the default case built into the
architecture SHOULD be to preserve privacy instead of optimizing. The reason is that most users will not change defaults, and the default be one of privacy, only moving away from it by customer choice.

- If possible, information about who is gathering data about a user SHOULD be available to that user. Everyone deserves to know who is watching them.

- Proposals SHOULD address the issue of loss of geographic location privacy due to monitoring of packets crossing the Internet, and find an explicit balance between conflicting goals.

- Protocols SHOULD avoid using identifiers for multiple purposes. Different identifier scopes do not need to overlap. Confidentiality boundaries can be established by clearly defining limited interfaces.

- Protocols SHOULD avoid using long-lasting identifiers in scopes where they are not necessary.

6. IANA Considerations

This document makes no request of IANA.

Note to RFC Editor: this section may be removed on publication as an RFC.

7. Security Considerations

In a sense this entire document is about security.
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Abstract
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1. Introduction

Most CPEs (customer premise equipments) should soon be dual stack, but a large installed base of IPv4-only CPEs is likely to remain for several years. Also, with the IPv4 address shortage, more and more Internet service providers (ISPs) will assign private IPv4 addresses of [RFC1918] to their customers. The need for IPv6 connectivity therefore includes hosts behind IPv4-only CPEs, including such CPEs that have private addresses.

At the moment, there are two traversal techniques to address this need:

1. A configured tunnel (IPv6 in IPv4 or even IPv6 in UDP), involving a managed tunnel broker, e.g. [RFC3053], with which the user must register. Well known examples include deployments of the Hexago tool, and the SixXs collaboration. However, this approach does not scale well; it requires significant support effort and is really only suitable for "hobbyist" early adopters of IPv6.

2. Teredo [RFC4380]. This is an automatic UDP-based tunneling solution that relies on a Teredo server, and on Teredo relays willing to carry the traffic. Unfortunately experience shows that this is sometimes an unreliable process in practice, with clients sometimes believing that they have Teredo connectivity when in fact they don’t, or alternatively with the Teredo server and relay being very remote from the client and causing extremely long latency for IPv6 packets. This leads to user frustration and even to advice from help desks to disable IPv6.

6a44 is based on an address mapping and on a mechanism whereby suitably upgraded hosts behind a NAT may obtain IPv6 connectivity via a stateless 6a44 server function operated by their Internet Service Provider.

To address this need without the mentioned limitations, 6a44 is based on an address mapping and on a mechanism whereby suitably upgraded hosts behind a NAT may obtain IPv6 connectivity via a stateless 6a44 server function operated by their ISP. It can apply even with ISPs that, due to the IPv4 address shortage, assign private addresses of [RFC1918] to their IPv4 customers (typically with prefix 10.0.0.0/8).

6a44 is only a transition technology. It will no longer have to be used when the number of IPv4-only CPEs becomes negligible.

Except for IANA numbers that remain to be assigned, the specification is intended to be complete enough for running codes to be independently written and interwork.
2. Applicability

Both hosts and ISPs can be made 6a44 capable independently of each other, with 6a44 being actually used by 6a44 capable hosts where their local ISPs are 6a44-capable.

For a host to be 6a44 capable, it has to support the 6a44 Client function ("6a44-C" in some Figures). This function is placed in its TCP/IP stack at the same place as the 6to4 router function of [RFC3056]: it has an IPv4 interface in its link-layer direction and both an IPv4 interface and an IPv6 pseudo-interface in its higher layers direction.

To enable its 6a44 function, a host must have no intra-site NAT44 between itself and the site CPE. (In sites where there are intra-site NAT44s, these NATs should be configured so that hosts behind them cannot enable 6a44. In view of the specification below, it can be done with a port mapping in each of them between the well-known port of 6a44 and an internal private address that DHCP doesn’t assign.) In addition, the host must have in IPv4 a link MTU of at least 1308 octets (the MTU to be guaranteed in IPv6 plus the length of an UDP/IPv4 encapsulation header).

For an IPv4 ISP network to be 6a44 capable, the ISP must operate the 6a44 Server function, ("6a44-S" in some Figures). This function is anywhere at its border between the IPv4 network and an IPv6 network in which it has a /48 prefix. Typically this prefix will be chosen from whatever shorter PA prefix has been allocated to the ISP. The 6a44 server function can be replicated in any number of routers, known as "6a44 Relays", to enhance service quality and service availability. Also, the network must have an IPv4 MTU of at least 1308 octets and, for security, must support the ingress filtering of [RFC3704] (see Section 7).
Each ISP can support one public-addressing and several private-addressing 6a44 networks.

In 6a44 networks, ISPs may route IPv6 in addition to IPv4. Where this is the case, 6a44 only concerns CPEs that are IPv4-only capable. If on the contrary IPv4 is the only routed address family, 6a44 may also concerns sites where CPEs are dual-stack capable. Unable to take advantage of their IPv6 capability, they act as if they would be IPv4-only.
Figure 1 illustrates ISP-network configurations on which 6a44 can be used.

NOTE: The objective of 6a44 differs from that of Teredo ([RFC4380] and [RFC5991]). Teredo has been designed to avoid needing any ISP participation. This has permitted early deployment but didn’t ensure connectivity between all Teredo addresses and all native IPv6 addresses. Also, it imposed a very significant level of complexity. On the contrary, 6a44 is designed to be explicitly supported by ISPs. As a result, connectivity between 6a44 IPv6 addresses and all native IPv6 addresses can be ensured, and implementations can remain simple.

3. 6a44 IPv6 Address Format

<table>
<thead>
<tr>
<th>Host</th>
<th>CPE</th>
<th>6a44 Relay</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IP</td>
<td></td>
<td>IPv4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IPv6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPv4-C</td>
<td>no</td>
<td>NAT44</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Provider</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6a44-S</td>
</tr>
<tr>
<td></td>
<td></td>
<td>network</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>^ A</td>
<td>^ _ /</td>
<td>^ \</td>
</tr>
<tr>
<td>A:W &lt;-&gt; N:Z</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPv6/UDP/IPv4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; D:N.Z.A (/128)</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ISP 6a44 prefix (D)</th>
<th>Customer IPv4 address (N)</th>
<th>NAT ext port (Z)</th>
<th>Host IPv4 address (A)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

HOST-ADDRESS CONSTRUCTION

Figure 2
The 6a44 IPv6 address an ISP assigns to a host must first contain all what is needed to reach it from the IPv6 backbone. This includes, as illustrated in Figure 2:

- the IPv6 prefix D that the ISP has assigned border routers of its 6a44 network;

- the IPv4 address N of the customer site (external address of the NAT44 in its CPE);

- the port Z that, in the CPE NAT44 CPE, has to be used to reach the host at its address address A, and in the host the 6a44 well-known port W (to be assigned by IANA).

To ensure that two 6a44 hosts behind the same IPv4-only CPE exchange packets without entering the ISP network, the 6a44 address of each host must also contain its IPv4 address A.

The format of 6a44 IPv6 addresses, a concatenation of D,N,Z, and A, where D has to be a /48 prefix, is detailed in Figure 2.

NOTE: Since IPv6 prefixes D assigned by ISPs to their customers always start with 001, the prefix of all IPv6 Aggregatable Global Unicast addresses specified in [RFC2374], 6a44 IPv6 addresses bend the rule of [RFC4291] that says ‘for all unicast addresses, except those that start with binary value 000, Interface IDs are required to be 64 bits long and to be constructed in Modified EUI-64 format”. This is however acceptable in practice because 6a44 addresses are never used on any real IPv6 link, and in particular never subject to the neighbor discovery protocol of [RFC2461] which depends on properties of interface IDs. A revision of the [RFC4291] sentence should eventually clarify this point.
4. Address Mappings and Encapsulations

Figure 3 and Figure 4 detail the address mappings and encapsulations/decapsulations to be performed by 6a44 Client and server functions respectively, with the following notation:

- \((vX,A1,A2,\text{data})\): a packet of the IPvX version that has A1 as source address, A2 as destination address, and "data" as payload.
- \((UDP,P1,P2,\text{data})\): a UDP IP payload that has P1 as source port, P2 as destination port, and "data" as payload.
- B is the 6a44 well-known anycast address, that of the 6a44 Server function. X...: an address that starts with prefix X.
- not X: an address different from X
- X.Y: the concatenation of X and Y (the dot is the concatenation operator).

```
(v6,<D.N.Z.A>,not <D.N...>, data)  
+-----+----------+      |      |      |
|     | 6a44-C    |<A IPv4 |
+-----+----------+      |      |      |
Host
```

```
(v6,<D.N.Z.A>,<D.N.Z2.A2>, data)  
+-----+----------+      |      |      |
|     | 6a44-C    |<A IPv4 |
+-----+----------+      |      |      |
Host
```

HOST MAPPINGS AND ENCAPSULATIONS

Figure 3
For protection against spoofing attacks, decapsulating functions must check consistency of IPv6 addresses fields with IPv4 addresses and UDP ports of encapsulating headers, both for source and destination addresses.

Figures present only one direction of 6a44-function traversals, but mappings that apply to the reverse direction are the same, with just a permutation of source and destination fields, for all of IPv4, IPv6, and UDP. Mappings and encapsulations/decapsulations for the reverse direction of that presented in Figures are the same, but with source and destination permuted in IPv6, IPv4 and UDP.

Recommendations of [RFC4213] that concern these encapsulations have to be followed.

(v4, <N=not B>, B, (UDP, Z, W, (v6, <D.N.Z...>, not <D...>, data)))

(v6, <D.N.Z...>, not <D...>, data)

B> +--------+--|------+
|         |  |      |<D
|    +--------+--|------+
|  B>| 6a44-C |-->------+---->
|----<----|        |         |  IPv6
IPv4   |        |         |  IPv6
+--------+---------+
6a44 Relay
TRAVERSAL CASE

(v4, <N1=not B>, B, (UDP, Z1, W, (v6, <D.N1.Z1...>, <D.N2.Z2...>, data)))

(v6, <D.N1.Z1...>, <D.N2.Z2...>, data)

B> +--------+---------+
|         |  |         |<D
|    +--------+---------+
|  B>| 6a44-C |         |-----
|----<----|        |         |  IPv6
IPv4    |    +--------+---------+
|        6a44 Relay
|      HAIRPINNING CASE
|  IPv4   |        |         |  IPv6
| +--------+---------+
| 6a44 Relay
| TRAVERSAL CASE

(v4, B, N2, (UDP, B, Z2, (v6, <D.N1.Z1...>, <D.N2.Z2...>, data)))

6a44-RELAY MAPPINGS AND ENCAPSULATIONS

Figure 4
5. MTU considerations

Reassembly of multi-fragment datagrams needs stateful processing, and opens the door to some denial of service attacks. To ensure a freedom of distribution of 6a44 Server functions in any number of parallel processors anywhere in 6a44 ISP networks, it has therefore to be avoided.

For this:

- 6a44 ISP networks must have internal IPv4 MTUs of at least 1308 octets (which is easy to ensure).
- 6a44 hosts must limit to 1280 octets IPv6 packets they transmit to destinations that are not neighbors on their own links. This behavior is already the normal one as long as no other IPv6 path MTU has been reliably discovered.
- 6a44 Server functions refuse packets received from their IPv6 pseudo interfaces if their sizes exceed 1280 octets, with ICMPv6 Packet Too Big messages returned to sources as required by [RFC2460].

In a host, a destination is considered to be an on link neighbor if the IPv6 destination has the same bits 0-79 as the host address, and if the IPv4 destination starts with the prefix of the IPv4 link of the host. In this case, the IPv6 path MTU can be taken as that of the IPv4 link MTU minus 28 octets (a value that is typically significantly longer that 1280 octets).

6. Host Acquisition of IPv6 Addresses and their Lifetimes

Acquisition of 6a44 addresses by hosts is independent from other mechanisms they may have to acquire other IPv6 addresses (PPP, DHCP, SLAAC, ...). It only depends on 6a44 packet exchanges between hosts and 6a44 Relays.

In order to acquire 6a44 addresses, hosts transmit IPv6 Address Request messages to 6a44 Server functions and expect IPv6 Address Indication messages in return.

Formats of these 6a44 messages are shown in Figure 5. They start with a 6a44 mark, a null octet chosen so that, in payloads of UDP datagrams received by 6a44 Client and 6a44 Server functions, 6a44 messages can be distinguished from IPv6 packets (IPv6 packets always have a non-null first octet).
IPv6 ADDRESS REQUEST (6a44 Client to 6a44 Server)

<table>
<thead>
<tr>
<th>0 8</th>
<th>9</th>
<th>39</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;6a44&quot;</td>
<td>Host IPv4 address</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

IPv6 ADDRESS INDICATION (6a44 Server to 6a44 Client)

<table>
<thead>
<tr>
<th>0 8</th>
<th>9</th>
<th>135</th>
<th>136</th>
<th>167</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;6a44&quot;</td>
<td>Host IPv6 address</td>
<td>Lifetime</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6a44 MESSAGES

Message processing in 6a44 Server function is shown in Figure 6 with the same notation as in Section 4. The lifetime of returned IPv6 addresses should be the same as that of IPv4 addresses assigned by the same ISP. It is expressed in seconds.


6a44 MESSAGE PROCESSING IN BORDER ROUTERS

Figure 6
In a host, the 6a44 Client function should be activated for one of its physical interfaces only if this interface has a private IPv4 address and no other native IPv6 address. (An address is said to be native if it starts with 2000::/3 (global unicast) and neither with 2002::/16 (the 6to4 prefix) nor with 2001::/32 (the Teredo prefix).)

Message processing in a 6a44 Client function consists in transmitting from time to time IPv6 Address Requests to the 6a44 Server function, and to update the host IPv6 address and its lifetime each time an IPv6 Address Indication message is received (with due IPv4 source address verification for security).

In order to decide when to transmit such a message, the 6a44 Client function has the equivalent of the following states:

"Waiting for an IPv6 Address Indication": When this state is entered, an IPv6 Address Request is transmitted, a Response Awaited timer of 1 second is started, and a Retransmission Count is set to 0. If the timer expires with a Retransmission Count less than 10, a new IPv6 Address Request is transmitted, and the count is increased by 1. If it expires with a count equal to 10, the state is changed to "waiting before a new attempt to find a 6a44 service". If an IPv6 Address Indication is received while in this state, the timer is stopped, the state is changed to "Waiting for having to refresh the NAT-binding". This state is also re-entered each time a new IPv4 address is assigned to the link-direction interface of the 6a44 Client function.

"Waiting for having to refresh the NAT-binding": When this state is entered, a timer of 29 second is started. (This value is that chosen for SIP in [RFC5626] for the same objective, i.e. to maintain tunnel NAT bindings without particular knowledge about NAT specifics.) This timer is restarted each time an IPv6 packet is transmitted to the 6a44 Server function (not when a packet is transmitted host to host within the customer site). It is also restarted if an IPv6 Address Indication is received while in this state. (This may happen in particular if the NAT binding has changed, e.g. because CPE reset during the lifetime of the IPv6 address.) If the timer expires, the state is changed to "Waiting for an IPv6 Address Indication".

"waiting before a new attempt to find a 6a44 service": When this state is entered, a 6a44 Availability timer of 1 hour is started. When it expires, the state is changed to "Waiting for an IPv6 Address Indication".
7. Security considerations

Traffic-capture attack by a neighbor: If it would be possible to transmit from a neighboring site a bogus address indication to a 6a44 host, this host could inadvertently advertise an IPv6 address that is not his real 6a44 address. Some incoming connections that it should have received could then be redirected to a wrong address. However, because 6a44 is applicable only to ISP networks that support the ingress filtering of [RFC3704] (see Section 2), no neighbor can fake a valid Address Indication message (the IPv4 source of packets it sends cannot be the 6a44 well-known IPv4 address, the only valid source for an Address Indication message).

Spoofing attacks: With address checks of Section 4, 6a44 should introduce no spoofing vulnerabilities beyond those the underlying IPv4 networks may have. ISPs that use subscriber authentications to secure IPv4 address assignments have the effect of this authentication automatically extended to 6a44 addresses (they include the assigned IPv4 addresses).

Denial-of-service attacks: Provided 6a44 Server functions are provisioned with enough processing power, which is facilitated by their being stateless, 6a44 is expected to introduce no denial of service vulnerabilities of its own.

Subscriber authentication: This is not provided as part of 6a44, because it is assumed to have occurred when the IPv4 address assignment was made.

Routing-loop attacks: A risk of routing-loop attacks has been identified for some encapsulation/decapsulation mechanisms [draft-ietf-v6ops-tunnel-loops-00]. It doesn’t exist with 6a44 because:

* IPv4 packets entering a 6a44 Server function are not forwarded if they come from another instance of the 6a44 Server function itself, i.e. if the IPv4 source is the 6a44 well-known IPv4 address Section 4.

* The encapsulation header, which is based on UDP with a specific well-known port, cannot be confused with that of other encapsulation mechanisms (in particular those of IP in IP like those of 6to4, 6rd and ISATAP).
Missing 6a44 Server function: If a 6a44-capable host is client of an ISP that doesn’t support 6a44, 6a44 IPv6 Address Request messages transmitted by the host will be forwarded to the Internet backbone, with the 6a44 well-known IPv4 address as destination. Since this address doesn’t start with any prefix that the backbone routes toward ISP networks, these messages will be discarded before reaching any place where a fake 6a44 Server could have been malevolently placed. There is therefore no danger that 6a44 hosts could have their IPv6 traffic routed via 6a44 Server functions that would not belong to their local ISP (i.e. where they could be observed and acted upon without control).

8. IANA Considerations

For 6a44 to be used, both its IPv4 well-known address B and its well-known port W need to be assigned by IANA.

This assignment is necessary to validate the plug-an-play operation of 6a44 with independent implementations. Having it as quickly as possible (i.e. without waiting for all details of the specification to be agreed on), would be helpful for an early validation of the 6a44 plug-and-play operation.
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1. Introduction

According to the most recent predictions, the global IPv4 address free pool at IANA will exhaust sometime in 2011. After that, service providers will have a hard time finding enough IPv4 global addresses to sustain product and subscriber growth. Due to the huge global existing infrastructure, both hardware and software, vendors and service providers must continue to support IPv4 technologies for the foreseeable future. As legacy applications and hardware are retired the reliance on IPv4 will diminish but this is a years long perhaps decades long process.

To maintain legacy IPv4 address support, service providers will have little choice but to share IPv4 global addresses among multiple customers. Techniques to do so are outside of the scope of this documents. All include some form of address translation/address sharing, being NAT44, NAT64 or DS-Lite.

The effects on the Internet of the introduction of those address sharing techniques have been documented in [I-D.ietf-intarea-shared-addressing-issues].

Address sharing techniques come with their own logging infrastructure to track the relation between which original IP address and source port(s) were associated with which user and external IPv4 address at any given point in time. In the past to support abuse mitigation or public safety requests, the knowledge of the external global IP address was enough to identify a subscriber of interest. With address sharing technologies, only providing information about the external public address associated with a session to a service provider is no longer sufficient information to unambiguously identify customers.

Note: this document provides recommendations for Internet facing servers logging incoming connections. Its does not provide any recommendations about logging on carrier-grade NAT or other address sharing tools.

2. Recommendations

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119 [RFC2119].

It is RECOMMENDED as best current practice that Internet facing servers logging incoming IP addresses also log:
- The source port number.
- A timestamp accurate to the second, with associated time zone.
- The transport protocol (usually TCP or UDP) and destination port number, when the server application is defined to use multiple transports or multiple ports.

Discussion: Carrier-grade NATs may have different policies to recycle ports, some implementations may decide to reuse ports almost immediately, some may wait several minutes before marking the port ready for reuse. As a result, servers have no idea how fast the ports will be reused and, thus, should log timestamps using a reasonably accurate clock. At this point the RECOMMENDED accuracy for timestamps is to the second or better.

Examples of Internet facing servers include, but are not limited to, web servers and email servers.

Although the deployment of address sharing techniques is not immediately foreseen in IPv6, the above recommendations apply to both IPv4 and IPv6, if only for consistency and code simplification reasons.

Discussions about data retention policies are out of scope for this document.

3. ISP Considerations

ISP deploying IP address sharing techniques should also deploy a corresponding logging architecture to maintain records of the relation between customers identity and IP/port resources they utilize. However, recommendation on this topic are out of scope for this document.

4. IANA Considerations

None.

5. Security Considerations

In the absence of source port number and accurate timestamp, operators deploying any address sharing techniques will not be able to identify unambiguously customers when dealing with abuse or public safety queries.
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Abstract

The IPv4 Identification (ID) field enables fragmentation and reassembly, and as currently specified is required to be unique within the maximum lifetime on all datagrams. If enforced, this uniqueness requirement would limit all connections to 6.4 Mbps. Because this is obviously not the case, it is clear that existing systems violate the current specification. This document updates the specification of the IPv4 ID field to more closely reflect current practice and to more closely match IPv6 so that the field is defined only when a datagram is actually fragmented. It also discusses the impact of these changes on how datagrams are used.
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1. Introduction

In IPv4, the Identification (ID) field is a 16-bit value that is unique for every datagram for a given source address, destination address, and protocol, such that it does not repeat within the Maximum Segment Lifetime (MSL) [RFC791][RFC1122]. As currently specified, all datagrams between a source and destination of a given protocol must have unique IPv4 ID values over a period of this MSL, which is typically interpreted as two minutes (120 seconds). This uniqueness is currently specified as for all datagrams, regardless of fragmentation settings.

The uniqueness of the IPv4 ID is a known problem for high speed devices; if strictly enforced, it would limit the speed of a single protocol between two endpoints to 6.4 Mbps for typical MTUs of 1500 bytes [RFC4963]. It is common for a single protocol to operate far in excess of these rates, which strongly indicates that the uniqueness of the IPv4 ID as specified is already moot.

This document updates the specification of the IPv4 ID field to more closely reflect current practice, and to include considerations taken into account during the specification of the similar field in IPv6.

2. Conventions used in this document

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC-2119 [RFC2119].

In this document, the characters ">>" preceding an indented line(s) indicates a requirement using the key words listed above. This convention aids reviewers in quickly identifying or finding this document's explicit requirements.

3. The IPv4 ID Field

IP supports datagram fragmentation, where large datagrams are split into smaller components to traverse links with limited maximum transmission units (MTUs). Fragments are indicated in different ways in IPv4 and IPv6:
IPv4 and IPv6 fragmentation differs in a few important ways. IPv6 fragmentation occurs only at the source, so a DF bit is not needed to prevent downstream devices from initiating fragmentation (i.e., IPv6 always acts as if DF=1). The IPv6 fragment header is present only when a datagram has been fragmented, so the ID field is not present for non-fragmented datagrams, and thus is meaningful only for fragments. Finally, the IPv6 ID field is 32 bits, and required unique per source/destination address pair for IPv6, whereas for IPv4 it is only 16 bits and required unique per source/destination/protocol triple.

This document focuses on the IPv4 ID field issues, because in IPv6 the field is larger and present only in fragments.

4. Uses of the IPv4 ID Field

The IPv4 ID field was originally intended for fragmentation and reassembly [RFC791]. Within a given source address, destination address, and protocol, fragments of an original datagram are matched based on their IPv4 ID. This requires that IDs are unique within the address/protocol triple when fragmentation is possible (e.g., DF=0) or when it has already occurred (e.g., frag_offset>0 or MF=1).

The IPv4 ID field can be useful for other purposes. The field has been suggested as a way to detect and remove duplicate datagrams, e.g., at congested routers, although this has been noted and no current deployments are known (see Sec. 3.2.1.5 of [RFC1122]). It can similarly be used at end hosts to reduce the impact of duplication on higher-layer protocols (e.g., additional processing in TCP, or the need for application-layer duplicate suppression in UDP).

The IPv4 ID field can also be used to validate payloads of ICMP responses as matching the originally transmitted datagram at a host [RFC4963]. In this case, the ICMP payload - an IP datagram prefix - is matched against a cache of recently transmitted IP headers to check that the received ICMP reflects a transmitted datagram. At a tunnel ingress, the IPv4 ID enables returning ICMP messages to be matched to a cache of recently transmitted datagrams, to support ICMP relaying, with similar challenges [RFC2003].
Uses of the IPv4 ID field beyond fragmentation and reassembly require that the IPv4 ID be unique across all datagrams, not only when fragmentation is enabled. This document deprecates all such non-fragmentation uses.

5. Background on IPv4 ID Reassembly Issues

The following is a summary of issues with IPv4 fragment reassembly in high speed environments raised previously [RFC4963]. Readers are encouraged to consult RFC 4963 for a more detailed discussion of these issues.

With the maximum IPv4 datagram size of 64KB, a 16-bit ID field that does not repeat within 120 seconds means that the aggregate of all TCP connections of a given protocol between two endpoints is limited to roughly 286 Mbps; at a more typical MTU of 1500 bytes, this speed drops to 6.4 Mbps [RFC4963]. This limit currently applies for all IPv4 datagrams within a single protocol (i.e., the IPv4 protocol field) between two IP addresses, regardless of whether fragmentation is enabled or inhibited, and whether a datagram is fragmented or not.

IPv6, even at typical MTUs, is capable of 18.7 Tbps with fragmentation between two endpoints as an aggregate across all protocols, due to the larger 32-bit ID field (and the fact that the IPv6 next-header field, the equivalent of the IPv4 protocol field, is not considered in differentiating fragments). When fragmentation is not used the field is absent, and in that case IPv6 speeds are not limited by the ID field uniqueness.

Note also that 120 seconds is only an estimate on the maximum datagram lifetime. It is loosely based on half maximum value of the IP TTL field (255), measured in seconds, because the TTL is decremented not only for each hop, but also for each second a datagram is held at a router (as implied in [RFC791]). Network delays are incurred in other ways, e.g., satellite links, which can add seconds of delay even though the TTL is often not decremented by a corresponding amount. There is thus no enforcement mechanism to ensure that datagrams older than 120 seconds are discarded.

Wireless Internet devices are frequently connected at speeds over 54 Mbps, and wired links of 1 Gbps have been the default for several years. Although many end-to-end transport paths are congestion limited, these devices easily achieve 100+ Mbps application-layer throughput over LANs (e.g., disk-to-disk file transfer rates), and numerous throughput demonstrations have been performed with COTS systems over wide-area paths at these speeds for over a decade. This
strongly suggests that IPv4 ID uniqueness has been moot for a long
time.

6. Updates to the IPv4 ID Specification

This document updates the specification of the IPv4 ID field in three
distinct ways, as discussed in subsequent subsections:

- Use the IPv4 ID field only for fragmentation
- Avoiding a performance impact when the IPv4 ID field is used
- Encourage safe operation when the IPv4 ID field is used

There are two kinds of datagrams used in the following discussion,
named as follows:

- Atomic datagrams: datagrams not yet having been fragmented (MF=0
  and fragment offset=0) and for which further fragmentation has
  been inhibited (DF=1), i.e., as a C-code expression:

  \[(DF==1)\&\&(MF==0)\&\&(frag\_offset==0)\]

- Non-atomic datagrams: datagrams which have either already been
  fragmented, i.e.:

  \[(MF=1)\|\!(frag\_offset>0)\]

or for which fragmentation remains possible:

  \[(DF=0)\]

I.e., non-atomic datagrams can be expressed in two equivalent
tests:

  \[(DF==0)\|\!(MF=1)\|\!(frag\_offset>0)\]

which can also be expressed as follows, using DeMorgan’s Law and
other identities:

  \!(\!(DF==1)\&\!(MF==0)\&\!(frag\_offset==0))

Note that this final expression is the same as "not(atomic)".
6.1. IPv4 ID Used Only for Fragmentation

Although RFC1122 suggests the IPv4 ID field has other uses, this document asserts that this field is defined only for fragmentation and reassembly.

- IPv4 ID field MUST NOT be used for purposes other than fragmentation and reassembly.

This has a few implications. In atomic datagrams, the IPv4 ID field has no meaning, and thus can be set to an arbitrary value, i.e., the requirement for non-repeating IDs within the address/protocol triple is no longer required for atomic datagrams:

- Originating sources MAY set the IPv4 ID field of atomic datagrams to any value.

Second, all network nodes, whether at intermediate routers, destination hosts, or other devices (e.g., NATs, firewalls, tunnel egresses), cannot rely on the field:

- All devices that examine IPv4 headers MUST ignore the IPv4 ID field of atomic datagrams.

The IPv4 ID field is thus meaningful only for non-atomic datagrams – datagrams that have either already been fragmented, or those for which fragmentation remains permitted. Atomic datagrams are detected by their DF, MF, and fragmentation offset fields as explained in Section 6, because such a test is completely backward compatible; this document thus does not reserve any IPv4 ID values, including 0, as distinguished.

Deprecating the use of the IPv4 ID field for non-reassembly uses should have little – if any – impact. IPv4 IDs are already frequently repeated, e.g., over even moderately fast connections. Duplicate suppression was only suggested [RFC1122], and no impacts of IPv4 ID reuse have been noted. Routers are not required to issue ICMPs on any particular timescale, and so IPv4 ID repetition should not have been used for validation, and again repetition occurs and probably could have been noticed [RFC1812]. ICMP relaying at tunnel ingress is specified to use soft state rather than a datagram cache, and should have been noted if the latter for similar reasons [RFC2003].
6.2. Encourage Safe IPv4 ID Use

This document makes further changes to the specification of the IPv4 ID field and its use to encourage its safe use as corollary requirements changes as follows.

RFC 1122 discusses that TCP retransmits a segment it may be possible to reuse the IPv4 ID (see Section 8.2). This can make it difficult for a source to avoid IPv4 ID repetition for received fragments. RFC 1122 concludes that this behavior "is not useful"; this document formalizes that conclusion as follows:

- The IPv4 ID of non-atomic datagrams MUST NOT be reused when sending a copy of an earlier non-atomic datagram.

RFC 1122 also suggests that fragments can overlap [RFC1122]. Such overlap can occur if successive retransmissions are fragmented in different ways but the same reassembly IPv4 ID.

This overlap is noted as the result of reusing IPv4 IDs when retransmitting datagrams, which this document deprecates. Overlapping fragments are themselves a hazard [RFC4963]. As a result:

- Overlapping datagrams MUST be silently ignored during reassembly.

The IPv4 ID of non-atomic datagrams also needs to remain stable, to ensure that existing fragments are not reassembled incorrectly, as well as to ensure that the uniqueness of the IDs as generated by the source is not undermined.

For atomic datagrams, because the IPv4 ID field is ignored on receipt, it can be possible to rewrite the field. Rewriting can be useful to prevent use of the field as a covert channel, or to enable more efficient header compression. However, the IPv4 ID field needs to remain immutable when it is validated by higher layer protocols, such as IPsec. As a result:

- The IPv4 ID field of non-atomic datagrams, or protected atomic datagrams MUST NOT change in transit; the IPv4 ID field of unprotected atomic datagrams MAY be changed in transit.

Protected datagrams are defined as those whose header fields are covered by integrity validation, such as IPsec AH [RFC4302].
6.3. IPv4 ID Requirements That Persist

This document does not relax the IPv4 ID field uniqueness requirements of [RFC791] for non-atomic datagrams, i.e.:

- Sources emitting non-atomic datagrams MUST NOT repeat IPv4 ID values within one MSL for a given source address/destination address/protocol triple.

Such sources include originating hosts, tunnel ingress, and NATs (see Section 9).

This document does not relax the requirement that all network devices honor the DF bit, i.e.:

- IPv4 datagrams whose DF=1 MUST NOT be fragmented.
- IPv4 datagram transit devices MUST NOT clear the DF bit.

In specific, DF=1 prevents fragmenting datagrams that are integral. DF=1 also prevents further fragmenting received fragments. Fragmentation, either of an unfragmented datagram or of fragments, is current permitted only where DF=0 in the original emitted datagram, and this document does not change that requirement.

7. Impact on Datagram Use

The following is a summary of the recommendations that are the result of the previous changes to the IPv4 ID field specification.

Because atomic datagrams can use arbitrary IPv4 ID values, the ID field no longer imposes a performance impact in those cases. However, the performance impact remains for non-atomic datagrams. As a result:

- Sources of non-atomic IPv4 datagrams MUST rate-limit their output to comply with the ID uniqueness requirements.

Such sources include, in particular, DNS over UDP [RFC2671].

Because there is no strict definition of the MSL, reassembly hazards exist regardless of the IPv4 ID reuse interval or the reassembly timeout. As a result:

- Higher layer protocols SHOULD verify the integrity of IPv4 datagrams, e.g., using a checksum or hash that can detect reassembly errors (the UDP checksum is weak in this regard, but better than nothing), as in SEAL [RFC5320].
Additional integrity checks can be employed using tunnels, as in SEAL, IPsec, or SCTP [RFC4301][RFC4960][RFC5320]. Such checks can avoid the reassembly hazards that can occur when using UDP and TCP checksums [RFC4963], or when using partial checksums as in UDP-Lite [RFC3828]. Because such integrity checks can avoid the impact of reassembly errors:

- Sources of non-atomic IPv4 datagrams using strong integrity checks MAY reuse the ID within MSL values smaller than is typical.

Note, however, that such more frequent reuse can still result in corrupted reassembly and poor throughput, although it would not propagate reassembly errors to higher layer protocols.

8. Updates to Existing Standards

The following sections address the specific changes to existing protocols indicated by this document.

8.1. Updates to RFC 791

RFC 791 states that:

The originating protocol module of an internet datagram sets the identification field to a value that must be unique for that source-destination pair and protocol for the time the datagram will be active in the internet system.

And later that:

Thus, the sender must choose the Identifier to be unique for this source, destination pair and protocol for the time the datagram (or any fragment of it) could be alive in the internet.

It seems then that a sending protocol module needs to keep a table of Identifiers, one entry for each destination it has communicated with in the last maximum datagram lifetime for the internet.

However, since the Identifier field allows 65,536 different values, some host may be able to simply use unique identifiers independent of destination.

It is appropriate for some higher level protocols to choose the identifier. For example, TCP protocol modules may retransmit an identical TCP segment, and the probability for correct reception would be enhanced if the retransmission carried the same
identifier as the original transmission since fragments of either datagram could be used to construct a correct TCP segment.

This document changes RFC 791 as follows:

- IPv4 ID uniqueness applies to only non-atomic datagrams.
- Non-atomic IPv4 datagrams retransmitted by higher level protocols are no longer permitted to reuse the ID value.

8.2. Updates to RFC 1122

RFC 1122 states that:

3.2.1.5 Identification: RFC-791 Section 3.2

When sending an identical copy of an earlier datagram, a host MAY optionally retain the same Identification field in the copy.

DISCUSSION:

Some Internet protocol experts have maintained that when a host sends an identical copy of an earlier datagram, the new copy should contain the same Identification value as the original. There are two suggested advantages: (1) if the datagrams are fragmented and some of the fragments are lost, the receiver may be able to reconstruct a complete datagram from fragments of the original and the copies; (2) a congested gateway might use the IP Identification field (and Fragment Offset) to discard duplicate datagrams from the queue.

This document changes RFC 1122 as follows:

- The IPv4 ID field is no longer permitted for duplicate detection.
- The IPv4 ID field is no longer repeatable for higher level protocol retransmission.
- IPv4 datagram fragments no longer are permitted to overlap.

8.3. Updates to RFC 2003

This document updates how IPv4-in-IPv4 tunnels create IPv4 ID values for the IPv4 outer header [RFC2003], but only in the same way as for any other IPv4 datagram source.
9. Impact on NATs and Tunnel Ingresses

Network address translators (NATs) and address/port translators (NAPTs) rewrite IP fields, and tunnel ingresses (using IPv4 encapsulation) copy and modify some IPv4 fields, so all are considered sources, as do any devices that rewrite any portion of the source address, destination address, protocol, and ID tuple for non-atomic datagrams [RFC3022]. As a result, they are subject to all the requirements of any source, as has been noted.

NATs present a particularly challenging situation for fragmentation. Because NATs overwrite portions of the reassembly tuple in both directions, they can destroy tuple uniqueness and result in a reassembly hazard. Whenever IPv4 source address, destination address, or protocol fields are modified, a NAT needs to ensure that the ID field is generated appropriately, rather than simply copied from the incoming datagram. In specific:

- NATs MUST ensure that the IPv4 ID field of datagrams whose address or protocol are translated comply with requirements as if the datagram were sourced by the NAT.

This compliance means that the IPv4 ID field of non-atomic datagrams translated at a NAT need to obey the uniqueness requirements of any IPv4 datagram source. Unfortunately, fragments already violate that requirement, as they repeat an IPv4 ID within the MSL for a given source address, destination address, and protocol triple.

Such problems with transmitting fragments through NATs are already known; translation is based on the transport port number, which is present in only the first fragment anyway [RFC3022]. This document underscores the point that not only is reassembly (and possibly subsequent fragmentation) required for translation, it can be used to avoid issues with IPv4 ID uniqueness.

Note that NATs/NAPTs already need to exercise special care when emitting datagrams on their public side, because merging datagrams from many sources onto a single outgoing source address can result in IPv4 ID collisions. This situation precedes this document, and is not affected by it. It is exacerbated in large-scale, so-called "carrier grade" NATs [Ni09].

Tunnel ingresses act as sources for the outermost header, but tunnels act as routers for the inner headers (i.e., the datagram as arriving at the tunnel ingress). Ingresses can fragment as originating sources of the outer header, because they control the uniqueness of that IPv4 ID field. They need to avoid fragmenting the datagram at the inner
header, for the same reasons as any intermediate device, as noted elsewhere in this document.

10. Impact on Header Compression

Header compression algorithms already accommodate various ways in which the IPv4 ID changes between sequential datagrams. Such algorithms currently need to preserve the IPv4 ID.

When compression can assume a nonchanging IPv4 ID, efficiency can be increased. However, when compression assumes a changing ID as a default, having a non-changing ID can make compression less efficient (see footnote 21 of [RFC1144], which is optimized for non-atomic datagrams). This document thus does not recommend whether atomic IPv4 datagrams should use nonchanging or changing IDs, but rather allows those IDs to be modified in transit (as per Sec. 6.2), which can be used to accommodate more efficient compression as desired.

11. Security Considerations

This document attempts to address the security considerations associated with fragmentation in IPv4 [RFC4459].

When the IPv4 ID is ignored on receipt (e.g., for atomic datagrams), its value becomes unconstrained; that field then can more easily be used as a covert channel. For some atomic datagrams - notably those not protected by IPSec Authentication Header (AH) [RFC4302] - it is now possible, and may be desirable, to rewrite the IPv4 ID field to avoid its use as such a channel.

The IPv4 ID also now adds much less entropy of the header of a datagram. The IPv4 ID had previously been unique (for a given source/address pair, and protocol field) within one MSL, although this requirement was not enforced and clearly is typically ignored. IDs of non-atomic datagrams are now required unique only within the expected reordering of fragments, which could substantially reduce the amount of entropy in that field. The IPv4 ID of atomic datagrams is not required unique, and so contributes no entropy to the header.

The deprecation of the IPv4 ID field’s uniqueness for atomic datagrams can defeat the ability to count devices behind a NAT [Be02]. This is not intended as a security feature, however.

12. IANA Considerations

There are no IANA considerations in this document.
The RFC Editor should remove this section prior to publication
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1. Introduction

[EDITORIAL: This is a rough first -00 draft. Some sections have not yet been completed but will be soon. Suggestions on all parts of this document are eagerly solicited.]

This document describes the emerging practice of whitelisting of DNS AAAA resource records (RRs), or DNS whitelisting for short. It also explores the implications of this emerging practice are and what alternatives may exist.

The practice of DNS whitelisting appears to have first been used by major web content sites. These web site operators observed that when they added AAAA RRs to their authoritative DNS servers that a small fraction of end users had slow or otherwise impaired access to a given web site with both AAAA and A RRs. The fraction of users with such impaired access has been estimated to be roughly 0.078% of total Internet users [IETF 77 DNSOP WG Presentation] [Network World Article on IETF 77 DNSOP WG Presentation]. Thus, in an example Internet Service Provider (ISP) network of 10 million users, approximately 7,800 of those users may experience such impaired access.

As a result of this impairment affecting end users of a given domain, a few large web site operators have begun to either implement DNS whitelisting or strongly consider the implementation of DNS whitelisting [Network World Article on DNS Whitelisting]. When implemented, DNS whitelisting in practice means that a domain’s authoritative DNS will return a AAAA RR to DNS recursive resolvers [RFC1035] on the whitelist, while returning no AAAA RRs to DNS resolvers which are not on the whitelist. It is important to note that these web site operators are motivated to maintain a high-quality user experience for all of their users, and that they are attempting to shield users with impaired access from the symptoms of these impairments that would negatively affect their access to certain websites and related Internet resources.

[EDITORIAL: change web site operators --> domain operators?]

However, critics of this emerging practice of DNS whitelisting have articulated several concerns. Among these are that this is a very different behavior from the current practice concerning the publishing of IPv4 address records, that it may create a two-tiered Internet, that policies concerning whitelisting and de-whitelisting are opaque, that DNS whitelisting reduces interest in the deployment of IPv6, that new operational and management burdens are created, and that the costs and negative implications of DNS whitelisting outweigh the perceived benefits as compared to fixing underlying impairments.
This document explores the reasons and motivations for DNS whitelisting. It also explores the concerns regarding this emerging practice. As a result, readers can hopefully better understand what DNS whitelisting is, why some parties are implementing it, and why other parties are critical of the practice.

2. How DNS Whitelisting Works

DNS whitelisting is implemented in authoritative DNS servers, where those servers implement IP address-based restrictions on AAAA query responses, which contain IPv6 addresses. In practice DNS whitelisting has been primarily implemented by web server operators. For a given operator of the website www.example.com, that operator essentially applies an access control list (ACL) on their authoritative DNS servers, which are authoritative for the domain example.com. The ACL is then configured with the IPv4 and/or IPv6 addresses of DNS recursive resolvers on the Internet, which have been authorized to be added to the ACL and to therefore receive AAAA RR responses. These DNS recursive resolvers are operated by other parties, such as ISPs, universities, governments, businesses, individual end users, etc. If a DNS recursive resolver IS NOT on the ACL, then NO AAAA RRs with IPv6 addresses will be sent in response to a query for a given hostname in the example.com domain. However, if a DNS recursive resolver IS on the ACL, then AAAA RRs with IPv6 addresses will be sent in response to a query for a given hostname in the example.com domain.

In practice this generally means that a very small fraction of the DNS recursive resolvers on the Internet can receive AAAA responses with IPv6 addresses, which means that the large majority of DNS resolvers on the Internet will receive only A RRs with IPv4 addresses. Thus, quite simply, the authoritative server hands out different answers depending upon who is asking; with IPv4 and IPv6 records for some on the authorized whitelist, and only IPv4 records for everyone else. See Figure 1 and Figure 2 for two different visual descriptions of how this works in practice.

Finally, DNS whitelisting can be deployed in two primary ways: universally on a global basis, or on an ad hoc basis. These two potential deployment models are described in Section 5.
1: The authoritative DNS server for example.com receives a DNS query for www.example.com, for which both A (IPv4) and AAAA (IPv6) address records exist.
2: The authoritative DNS server examines the IP address of the DNS recursive resolver sending the query.
3: The authoritative DNS server checks this IP address against the access control list (ACL) that is the DNS whitelist.
4: If the DNS recursive resolver’s IP address IS listed in the ACL, then the response to that specific DNS recursive resolver can contain both A (IPv4) and AAAA (IPv6) address records.
5: If the DNS recursive resolver’s IP address IS NOT listed in the ACL, then the response to that specific DNS recursive resolver can contain only A (IPv4) address records and therefore cannot contain AAAA (IPv6) address records.

Figure 1: DNS Whitelisting - System Logic
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Figure 2: DNS Whitelisting - Functional Diagram

3. Concerns Regarding DNS Whitelisting

There are a number of potential implications relating to DNS whitelisting, which have raised various concerns in some parts of the Internet community. Many of those potential implications are described in Section 7.

Some parties in the Internet community are concerned that this emerging practice of DNS whitelisting for IPv6 address records could represent a departure from the generally accepted practices regarding IPv4 address records in the DNS on the Internet. These parties
explain their belief that for A records, containing IPv4 addresses, once an authoritative server operator adds an A record to the DNS, then any DNS recursive resolver on the Internet can receive that A record in response to a query. By extension, this means that any of the hosts connected to any of these DNS recursive resolvers can receive the IPv4 address records for a given FQDN. This enables new server hosts which are connected to the Internet, and for which a fully qualified domain name (FQDN) such as www.example.com has been added to the DNS with an IPv4 address record, to be almost immediately reachable by any host on the Internet. In this case, these new servers hosts become more and more widely accessible as new networks and new end user hosts connect to the Internet over time [EDITORIAL: consider reference to network effects]. It also means that the new server hosts do not need to know about these new networks and new end user hosts in order to make their content and applications available to them, in essence that each end in this end-to-end model is responsible for connecting to the Internet and once they have done so they can connect to each other without additional impediments or middle networks or intervening networks or servers knowing about these end points and whether one is allowed to contact the other.

In contrast, these parties are concerned that DNS whitelisting may fundamentally change this model. As a result, in this altered end-to-end model, one end (where the end user is located) cannot readily connect to the other end (where the content is located), without parts of the middle used by one end being known by the other end and approved for access to that end. Thus, as new networks connect to the Internet over time, those networks need to contact any and all domains which have implemented DNS whitelisting in order to apply to be added to their DNS whitelist, in the hopes of making the content and applications residing on named server hosts in those domains accessible by the end user hosts on that new network. Furthermore, this same need to contact all domains implementing DNS whitelisting also applies to all existing networks connected to the Internet.

Therefore, these concerned parties explain, whereas in the current IPv4 Internet when a new server host is added to the Internet it is widely available to all end user hosts and networks, when DNS whitelisting of IPv6 records is used then these new server hosts are not accessible to any end user hosts or networks until such time as the operator of the authoritative DNS servers for those new server hosts expressly authorizes access to those new server hosts by adding DNS recursive resolvers around the Internet to the ACL. This could represent a significant change in reachability of content and applications by end users and networks as these end user hosts and networks transition to IPv6. Therefore, a concern expressed is that if much of the content that end users are most interested in is not
accessible as a result, then end users and/or networks may resist adoption of IPv6 or actively seek alternatives to it, such as using multi-layer network address translation (NAT) techniques like NAT444 [I-D.shirasaki-nat444] on a long-term basis. There is also concern that this practice also could disrupt the continued increase in Internet adoption by end users if they cannot simply access new content and applications but must instead contact the operator of their DNS recursive resolver, such as their ISP or another third party, to have their DNS recursive resolver authorized for access to the content or applications that interests them. Meanwhile, these parties say, over 99.9% of all other end users that are also using that same network or DNS recursive resolver are unable to access the IPv6-based content, despite their experience being a positive one.

[EDITORIAL: Are there additional concerns to add here?]

4. Similarities to Split DNS

DNS whitelisting as described herein is in some ways similar to so-called split DNS, which is briefly described in Section 3.8 of [RFC2775]. When split DNS is used, the authoritative DNS server returns different responses depending upon what host has sent the query. While [RFC2775] notes the typical use of split DNS is to provide one answer to hosts on an Intranet and a different answer to hosts on the Internet, the essence is that different answers are provided to hosts on different networks. This is basically the way that DNS whitelisting works, in so far as hosts of different networks, which use different DNS recursive resolvers, receive different answers if one DNS recursive resolver is on the whitelist and the other is not. Thus, in a way, DNS whitelisting could in some ways be considered split DNS on the public Internet, though with some differences.

In [RFC2956], Internet transparency and Internet fragmentation concerns regarding split DNS are detailed in Section 2.1. [RFC2956] further notes in Section 2.7, concerns regarding split DNS and that it "makes the use of Fully Qualified Domain Names (FQDNs) as endpoint identifiers more complex." Section 3.5 of [RFC2956] further recommends that maintaining a stable approach to DNS operations is key during transitions such as the one to IPv6 that is underway now, stating that "Operational stability of DNS is paramount, especially during a transition of the network layer, and both IPv6 and some network address translation techniques place a heavier burden on DNS."
5. Likely Deployment Scenarios

In considering how DNS whitelisting may emerge more widely, there are two likely deployment scenarios, which are explored below.

5.1. Deploying DNS Whitelisting Universally

The least likely deployment scenario is one where DNS whitelisting becomes a standardized process across all authoritative DNS servers, across the entire Internet. While this scenario is the least likely, due to some parties not sharing the concerns that have so far motivated the use of DNS whitelisting, it is nonetheless conceivable that it could be one of the ways in which DNS whitelisting may be deployed.

In order for this deployment scenario to occur, it is likely that DNS whitelisting functionality would need to be built into all authoritative DNS server software, and that all operators of authoritative DNS servers would have to upgrade their software and enable this functionality. Furthermore, it is likely that new Internet Draft documents would need to be developed which describe how to properly configure, deploy, and maintain DNS whitelisting. As a result, it is unlikely that DNS whitelisting would, at least in the next several years, become universally deployed. Furthermore, these DNS whitelists are likely to vary on a domain-by-domain basis, depending upon a variety of factors. Such factors may include the motivation of each domain owner, the location of the DNS recursive resolvers in relation to the source content, as well as various other parameters that may be transitory in nature, or unique to a specific end user host type. Thus, it is probably unlikely that a single clearinghouse for managing whitelisting is possible; it will more likely be unique to the source content owners and/or domains which implement DNS whitelists.

While this scenario may be unlikely, it may carry some benefits. First, parties performing troubleshooting would not have to determine whether or not DNS whitelisting was being used, as it always would be in use. In addition, if universally deployed, it is possible that the criteria for being added to or removed from a DNS whitelist could be standardized across the entire Internet. Nevertheless, even if uniform DNS whitelisting policies were not standardized, is also possible that a central registry of these policies could be developed and deployed in order to make it easier to discover them, a key part of achieving transparency regarding DNS whitelisting.

[EDITORIAL: Are there additional benefits or challenges to add here?]
5.2. Deploying DNS Whitelisting On An Ad Hoc Basis

This is the most likely deployment scenario for DNS whitelisting, as it seems today, is where some interested parties engage in DNS whitelisting but many or most others do not do so. What can make this scenario challenging from the standpoint of a DNS recursive resolver operator is determining which domains implement DNS whitelisting, particularly since a domain may not do so as they initially transition to IPv6, and may instead do so later. Thus, a DNS recursive resolver operator may initially believe that they can receive AAAA responses with IPv6 addresses as a domain adopts IPv6, but then notices via end user reports that they no longer receive AAAA responses due to that site adopting DNS whitelisting.

Thus, in contrast to universal deployment of DNS whitelisting, deployment on an ad hoc basis is likely to be significantly more challenging from an operational, monitoring, and troubleshooting standpoint. In this scenario, a DNS recursive resolver operator will have no way to systematically determine whether DNS whitelisting is or is not implemented for a domain, since the absence of AAAA records with IPv6 addresses may simply be indicative that the domain has not yet added IPv6 addressing for the domain, not that they have done so but have restricted query access via DNS whitelisting. As a result, discovering which domains implement DNS whitelisting, in order to differentiate them from those that do not, is likely to be challenging.

On the other hand, one benefit of DNS whitelisting being deployed on an ad hoc basis is that only the domains that are interested in doing so would have to upgrade their authoritative DNS servers in order to implement the ACLs necessary to perform DNS whitelisting.

[EDITORIAL: Additional benefits or challenges to add?]

6. What Problems Are DNS Whitelisting Implementers Trying To Solve?

As noted in Section 1, domains which implement DNS whitelisting are attempting to protect a few users of their domain, which happen to have impaired IPv6 access, from having a negative end user experience. While it is outside the scope of this document to explore the various reasons why a particular user may experience impaired IPv6 access, for the users which experience this it is a very real effect and would of course affect access to all or most IPv4 and IPv6 dual stack servers. This negative end user experience can range from someone slower than usual (as compared to native IPv4-based access), to extremely slow, to no access to the domain whatsoever.
Thus, parties which implement DNS whitelisting are attempting to provide a good experience to these end users. While one can debate whether DNS whitelisting is the optimal solution, it is quite clear that DNS whitelisting implementers are extremely interested in the performance of their services for end users as a primary motivation.

[EDITORIAL 1: More motivations to add?]

[EDITORIAL 2: Any good external references to consider adding?]

7. Implications of DNS Whitelisting

There are many potential implications of DNS whitelisting. In the sections below, the key potential implications are listed in some detail.

7.1. Architectural Implications

DNS whitelisting could be perceived as somewhat modifying the end-to-end model that prevails on the IPv4 Internet today. This approach moves additional access control information and policies into the middle of the network on the IPv6-addressed Internet, which did not exist before on the IPv4-addressed Internet. This could raise some risks noted in [RFC3724], which in explaining the history of the end-to-end principle [RFC1958] explains that one of the goals is to minimize the state, policies, and other functions needed in the middle of the network in order to enable end-to-end communications on the Internet.

It is also possible that DNS whitelisting could place at risk some of the benefits of the end-to-end principle, as listed in Section 4.1 of [RFC3724], such as protection of innovation. Further, while [RFC3234] details issues and concerns regarding so-called middleboxes, there may be parallels to DNS whitelisting, especially concerning modified DNS servers noted in Section 2.16 of [RFC3234], and more general concerns noted in Section 1.2 of [RFC3234] about the introduction of new failure modes, that configuration is no longer limited to two ends of a session, and that diagnosis of failures and misconfigurations is more complex.

In [Tussle in Cyberspace], the authors note concerns regarding the introduction of new control points, as well as "kludges" to the DNS, as risks to the goal of network transparency in the end-to-end model. Some parties concerned with the emerging use of DNS whitelisting have shared similar concerns, which may make [Tussle in Cyberspace] an interesting and relevant document. In addition, [Rethinking the design of the Internet] reviews similar issues that may be of
interested to readers of this document.

In order to explore and better understand these high-level architectural implications and concerns in more detail, the following sections explore more specific potential implications.

7.2. Public IPv6 Address Reachability Implications

The predominant experience of end user hosts and servers on the IPv4-addressed Internet today is that, very generally speaking, when a new server with a public IPv4 address is added, that it is then globally accessible by IPv4-addressed hosts. For the purposes of this document, that concept can be considered "pervasive reachability". It has so far been assumed that the same expectations of reachability would exist in the IPv6-addressed Internet. However, if DNS whitelisting is deployed, this will not be the case since only end user hosts using DNS recursive resolvers which have been added to the ACL of a given domain using DNS whitelisting would be able to reach new servers in that given domain via IPv6 addresses.

Thus, the expectation of any end user host being able to connect to any server (essentially both hosts, just at either end of the network), defined here as "pervasive reachability", will change to "restricted reachability" with IPv6.

[EDITORIAL: Additional implications?]

7.3. Operational Implications

This section explores some of the operationally related implications which may occur as a result of, related to, or necessary when engaging in the practice of DNS whitelisting.

7.3.1. De-Whitelisting May Occur

If it is possible for a DNS recursive resolver to be added to a whitelist, then it is also possible for that resolver to be removed from the whitelist, also known as de-whitelisting. Since de-whitelisting can occur, whether through a decision by the authoritative server operator or the domain owner, or even due to a technical error, an operator of a DNS recursive resolver will have new operational and monitoring requirements and/or needs as noted in Section 7.3.3, Section 7.3.4, Section 7.3.5, and Section 7.5.

7.3.2. Authoritative DNS Server Operational Implications

Operators of authoritative servers may need to maintain an ACL a server-wide basis affecting all domains, on a domain-by-domain basis,
as well as on a combination of the two. As a result, operational practices and software capabilities may need to be developed in order to support such functionality. In addition, processes may need to be put in place to protect against inadvertently adding or removing IP addresses, as well as systems and/or processes to respond to such incidents if and when they occur. For example, a system may be needed to record DNS whitelisting requests, report on their status along a workflow, add IP addresses when whitelisting has been approved, remove IP addresses when they have been de-whitelisted, log the personnel involved and timing of changes, schedule changes to occur in the future, and to roll back any inadvertent changes.

Such operators may also need implement new forms of monitoring in order to apply change control, as noted briefly in Section 7.3.4.

[EDITORIAL: Additional implications?]

7.3.3. DNS Recursive Resolver Server Operational Implications

Operators of DNS recursive resolvers, which may include ISPs, enterprises, universities, governments, individual end users, and many other parties, are likely to need to implement new forms of monitoring, as noted briefly in Section 7.3.4. But more critically, such operators may need to add people, processes, and systems in order to manage countless DNS whitelisting applications, for all domains that the end users of such servers are interested in now or in which they may be interested in the future. As such anticipation of interesting domains is likely infeasible, it is more likely that such operators may either choose to only apply to be whitelisted for a domain based upon one or more end user requests, or that they will attempt to do so for all domains.

When such operators apply for DNS whitelisting for all domains, that may mean doing so for all registered domains. Thus, some system would have to be developed to discover whether each domain has been whitelisted or not, which is touched on in Section 5 and may vary depending upon whether DNS whitelisting is universally deployed or is deployed on an ad hoc basis.

Furthermore, these operators will need to develop processes and systems to track the status of all DNS whitelisting applications, respond to requests for additional information related to these applications, determine when and if applications have been denied, manage appeals, and track any de-whitelisting actions. Given the incredible number of domains in existence, the ease with which a new domain can be added, and the continued strong growth in the numbers of new domains, readers should not underestimate the potential significance in personnel and expense that this could represent for
such operators. In addition, it is likely that systems and personnel may also be needed to handle new end user requests for domains for which to apply for DNS whitelisting, and/or inquiries into the status of a whitelisting application, reports of de-whitelisting incidents, general inquiries related to DNS whitelisting, and requests for DNS whitelisting-related troubleshooting by these end users.

[EDITORIAL: Additional implications?]

7.3.4. Monitoring Implications

Once a DNS recursive resolver has been whitelisted for a particular domain, then the operator of that DNS recursive resolver may need to implement monitoring in order to detect the possible loss of whitelisting status in the future. This DNS recursive resolver operator could configure a monitor to check for a AAAA response in the whitelisted domain, as a check to validate continued status on the DNS whitelist. The monitor could then trigger an alert if at some point the AAAA responses were no longer received, so that operations personnel could begin troubleshooting, as outlined in Section 7.3.5.

Also, authoritative DNS server operators are likely to need to implement new forms of monitoring. In this case, they may desire to monitor for significant changes in the size of the whitelist within a certain period of time, which might be indicative of a technical error such as the entire ACL being removed. These operators may also wish to monitor their workflow process for reviewing and acting upon DNS whitelisting applications and appeals, potentially measuring and reporting on service level commitments regarding the time an application or appeal can remain at each step of the process, regardless of whether or not such information is shared with parties other than that authoritative DNS server operator.

These are but a few examples of the types of monitoring that may be called for as a result of DNS whitelisting, among what are likely many other types and variations.

[EDITORIAL: Additional implications?]

7.3.5. Troubleshooting Implications

The implications of DNS whitelisted present many challenges, which have been detailed in Section 7. These challenges may negatively affect the end users’ ability to troubleshoot, as well as that of DNS recursive resolver operators, ISPs, content providers, domain owners (where they may be different from the operator of the authoritative DNS server for their domain), and other third parties. This may make
the process of determining why a server is not reachable significantly more complex.

[SECTION INCOMPLETE - MIGHT LIKE TO ADD SOME EXAMPLES HERE]

[EDITORIAL: Additional implications?]

7.3.6. Additional Implications If Deployed On An Ad Hoc Basis

[SECTION INCOMPLETE - IS THIS NEEDED? - PLACEHOLDER FOR NOW]

[EDITORIAL: Additional implications?]

7.4. Homogeneity May Be Encouraged

A broad trend which has existed on the Internet appears to be a move towards increasing levels of heterogeneity. One manifestation of this is in an increasing number, variety, and customization of end user hosts, including home network, operating systems, client software, home network devices, and personal computing devices. This trend appears to have had a positive effect on the development and growth of the Internet. A key facet of this that has evolved is the ability of the end user to connect any technically compliant device or use any technically compatible software to connect to the Internet. Not only does this trend towards greater heterogeneity reduce the control which is exerted in the middle of the network, described in positive terms in [Tussle in Cyberspace], [Rethinking the design of the Internet], and [RFC3724], but it can also help to enable greater and more rapid innovation at the edges.

An unfortunate implication of the adoption of DNS whitelisting may be the encouragement of a reversal of this trend, which would be a move back towards greater levels of homogeneity. In this case, a domain owner which has implemented DNS whitelisting may prefer greater levels of control be exerted over end user hosts (which broadly includes all types of end user software and hardware) in order to attempt to enforce technical standards relating to establishing certain IPv6 capabilities or the enforcing the elimination of or restriction of certain end user hosts. While the domain operator is attempting to protect, maintain, and/or optimize the end user experience for their domain, the collective result of many domains implementing DNS whitelisting, or even a few important domains implementing DNS whitelisting, may be to encourage a return to more homogenous and/or controlled end user hosts. Unfortunately, this could have unintended side effects on and counter-productive implications for future innovation at the edges of the network.
7.5. Technology Policy Implications

A key technology policy implication concerns the policies relating to the process of reviewing an application for DNS whitelisting, and the decision-making process regarding whitelisting for a domain. Important questions may include whether these policies have been fully and transparently disclosed, are non-discriminatory, and are not anti-competitive. A related implication is whether and what the process for appeals is, when a domain decides not to add a DNS recursive resolver to the whitelist. Key questions here may include whether appeals are allowed, what the process is, what the expected turn around time is, and whether the appeal will be handled by an independent third party or other entity/group.

A further implications arises when de-whitelisting occurs. Questions that may naturally be raised in such a case include whether the criteria for de-whitelisting have been fully and transparently disclosed, are non-discriminatory, and are not anti-competitive. Additionally, the question of whether or not there was a cure period available prior to de-whitelisting, during which troubleshooting activities, complaint response work, and corrective actions may be attempted, and whether this cure period was a reasonable amount of time.

It is also conceivable that whitelisting and de-whitelisting decisions could be quite sensitive to concerned parties beyond the operator of the domain which has implemented DNS whitelisting and the operator of the DNS recursive resolver, including end users, application developers, content providers, advertisers, public policy groups, governments, and other entities, which may also seek to become involved in or express opinions concerning whitelisting and/or de-whitelisting decisions. Lastly, it is conceivable that any of these interested parties or other related stakeholders may seek redress outside of the process a domain has establishing for DNS whitelisting and de-whitelisting.

A final concern is that decisions relating to whitelisting and de-whitelisting may occur as an expression of other commercial, governmental, and/or cultural conflicts, given the new control point which has be established with DNS whitelisting. For example, in one imagined scenario, it may be conceivable that one government is unhappy with a news story or book published in a particular country, and that this government may retaliate against or protest this news story or book by requiring domains operating within that government’s territory to de-whitelist commercial, governmental, or other entities involved in or related to (however tangentially) publishing the news story or book. By the same token, a news site operating in multiple territories may be unhappy with governmental policies in one
particular territory and may choose to express dissatisfaction in that territory by de-whitelisting commercial, governmental, or other entities in that territory. Thus, it seems possible that DNS whitelisting and de-whitelisting could become a vehicle for adjudicating other disputes, and that this may well have intended and unintended consequences for end users which are affected by such decisions and are unlikely to be able to express a strong voice in such decisions.

7.6. IPv6 Adoption Implications

As noted in Section 3, the implications of DNS whitelisting may drive end users and/or networks to delay, postpone, or cancel adoption of IPv6, or to actively seek alternatives to it. Such alternatives may include the use of multi-layer network address translation (NAT) techniques like NAT444 [I-D.shirasaki-nat444], which these parties may decide to pursue on a long-term basis to avoid the perceived costs and aggravations related to DNS whitelisting. This could of course come at the very time that the Internet community is trying to get these very same parties interested in IPv6 and motivated to begin the transition to IPv6. As a result, parties concerned over the negative implications of DNS whitelisting have said they are very concerned of the negative effects that this practice could have on the adoption of IPv6 if it became widespread or was adopted by key parties in the Internet ecosystem.

[EDITORIAL: Additional implications?]

8. Solutions

8.1. Implement DNS Whitelisting Universally

One obvious solution is to implement DNS whitelisted universally, and to do so using some sort of centralized registry of DNS whitelisting policies, contracts, processes, or other information. This potential solution seems unlikely at the current time.

[EDITORIAL: More to add?]

8.2. Implement DNS Whitelisting On An Ad Hoc Basis

If DNS whitelisting was to be adopted more widely, it is likely to be adopted on this ad hoc, or domain-by-domain basis. Therefore, only those domains interested in DNS whitelisting would need to adopt the practice, though as noted herein discovering that they a given domain has done so may be problematic.
8.3. Do Not Implement DNS Whitelisting

As an alternative to adopting DNS whitelisting, the Internet community can instead choose to take no action whatsoever, perpetuating the current predominant authoritative DNS operational model on the Internet, and leave it up to end users with IPv6-related impairments to discover and fix those impairments.

8.3.1. Solving Current End User IPv6 Impairments

A further extension of not implementing DNS whitelisting, is to also endeavor to actually fix the underlying technical problems that have prompted the consideration of DNS whitelisting in the first place, as an alternative to trying to apply temporary workarounds to avoid the symptoms of underlying end user IPv6 impairments. A first step is obviously to identify which users have such impairments, which would appear to be possible, and then to communicate this information to end users. Such end user communication is likely to be most helpful if the end user is not only alerted to a potential problem but is given careful and detailed advice on how to resolve this on their own, or where they can seek help in doing so.

One challenge with this option is the potential difficulty of motivating members of the Internet community to work collectively towards this goal, sharing the labor, time, and costs related to such an effort. Of course, since just such a community effort is now underway for IPv6, it is possible that this would call for only a moderate amount of additional work.

9. Security Considerations

There are no particular security considerations if DNS whitelisting is not adopted, as this is how the public Internet works today with A records.

However, if DNS whitelisting is adopted, organizations which apply DNS whitelisting policies in their authoritative servers should have procedures and systems which do not allow unauthorized parties to either remove whitelisted DNS resolvers from the whitelist or add non-whitelisted DNS resolvers to the whitelist. Should such unauthorized additions or removals from the whitelist be quite damaging, and result in content providers and/or ISPs to incur substantial support costs resulting from end user and/or customer
contacts. As such, great care must be taken to control access to the whitelist for an authoritative server.

In addition, two other key security-related issues should be taken into consideration:

9.1. DNSSEC Considerations

DNS security extensions defined in [RFC4033], [RFC4034], and [RFC4035] use cryptographic digital signatures to provide origin authentication and integrity assurance for DNS data. This is done by creating signatures for DNS data on a Security-Aware Authoritative Name Server that can be used by Security-Aware Resolvers to verify the answers. Since DNS whitelisting is implemented on an authoritative server, which provides different answers depending upon which resolver server has sent a query, the DNSSEC chain of trust is not altered. Therefore there are no DNSSEC implications per se, and thus no specific DNSSEC considerations to be listed.

9.2. Authoritative DNS Response Consistency Considerations

[INCOMPLETE!!]

While Section 9.1 does not contain any specific DNSSEC considerations. However, it is certainly conceivable that security concerns may arise when end users or other parties notice that the responses sent from an authoritative DNS server appear to vary from one network or one DNS recursive resolver to another. This may give rise to concerns that, since the authoritative responses vary that there is some sort of security issue and/or some or none of the responses can be trusted.

10. IANA Considerations

There are no IANA considerations in this document.
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1. Specification of Requirements

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

2. Introduction

Traceroute and Ping are tools widely used in the diagnosis of network problems. This document proposes the mechanism in which the source probe packets can be authenticated by the intermediate and the destination nodes. It also specifies the mechanism for specific information in the traceoute and ping replies the source is interested to get. This mechanism gives operators more secure ways of performing network management and troubleshooting tasks. It applies to both IPv4 and IPv6 networks.

This document applies to most type of traceroute and ping probe packets including UDP [RFC0768], TCP [RFC0793] and ICMP/ICMPv6 [RFC0792] [RFC4443] types. The ICMP/ICMPv6 reply messages responding to those probes are not part of this specification.

This document defines an extension for traceroute and ping probe messages to optionally include authentication signature. The intermediate and destination nodes can authenticate the sender of the traceroute or ping packet before providing the requested information in the ICMP response. This document also includes an Information-Request TLV for the traceroute/ping extension. This TLV specifies the types of information the sender expects to be included in the traceroute/ping response (i.e., in the ICMP message elicited by the traceroute/ping packet and generated by the intermediate or destination node or nodes).

This specification is evolved from the UDP Traceroute Extension document [I-D.shen-udp-traceroute-ext].

3. Motivation

Although one may employ a rudimentary control mechanism to limit the trusted senders by defining on every router the access control lists specifying source addresses of the traceroute and ping message, such mechanism is deemed configuration intensive, static, and error-prone. Moreover, such mechanism would be susceptible to address spoofing. Additionally, such mechanism does not provide the sender with dynamic control of the different kind of extensions to be requested.
The ICMP reply messages has been extended to support multi-part message inside ICMP [RFC4884]. Some of the applications [RFC5837] [RFC4950] [I-D.shen-icmp-routing-inst] are designed mainly for internal network troubleshooting by network operators. Network providers may want to limit those applications only to trusted senders of traceroute/ping probes due to security or policy reasons by using this mechanism described in this document.

4. Probe Message Extension

This proposed extension is to define a probe data structure which resides within UDP/TCP/ICMP data field; and to reserve the lowest 4 bits inside a 16-bit field within UDP/TCP/ICMP headers to indicate the extension structure offset location.

In most of the traceroute implementation, there is some private data in probe messages used by traceroute applications. With this "extension offset" defined, the applications can continue to use those private data while supporting this probe extension in a deterministic way. This extension applies to both traceroute and ping applications.

4.1. Probe Structure

The probe structure starts in UDP/TCP/ICMP data field location from 0 to 56 octets specified in the "extension offset", see Section 4.2, in 32-bit boundary. It MUST have exactly one probe common header followed by zero or more probe TLVs.

4.1.1. Probe Common Header

The Common Header is a 8 octets structure has the following format:

```
   0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
  +--------------------------------------------------+
  | Version|        Length         |           Checksum            |
  +--------------------------------------------------+
  |                  Magic-Number (0x54726163)                    |
  +--------------------------------------------------+
```

The fields of the Common Header are defined as follows:
Version: 4 bits. It is defined as 1 in this document.

Length: 12 bits. The total length of the probe data structure specifying number of 32-bit words (includes the common header and all the TLVs).

Checksum: 16 bits. The one’s complement of the one’s complement sum of the probe data structure, with the checksum field replaced by zero for the purpose of computing the checksum.

Magic Number: 32 bits. It is defined as Hex value of 0x54726163 in this document. This is used mainly for structure identification of this extension version.

4.1.2. Probe TLV

Probe TLVs (Type-Length-Value tuples) have the following format:

```
 0                   1                   2                   3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|             Type              |            Length             |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                             Value                             |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

Type: 16 bits.

Length: 16 bits. Length of the Value field in octets.

Value: Depends on the Type. It is zero padded to align to a 4-octet boundary.

This document defines two TLVs below.

4.1.2.1. Probe Authentication TLV

This TLV carries the HMAC authentication related information. It verifies both the data integrity and the authenticity of the entire message. This TLV has the following format:
Auth Type: 16 bits. The following values are proposed:

* Type=0 signifies no authentication.
* Type=1 signifies simple password based authentication.
* Type=2 signifies Cryptographic authentication.

Please note that the above type values are in line with IANA allocated values for other protocols (e.g., OSPF).

Key ID: 8 bits. This allows multiple secret keys to be active simultaneously. Using Key IDs makes the key rollover convenient. Each secret key must be associated with the hash algorithm. This may be done through provisioning on each node.

Auth Data Len: 8 bits. This specifies the length of the authentication data (and allows for the support of current and future authentication schemes).

Auth Data: Variable length. This field carries the result (e.g., HMAC code) of the HMAC algorithm applied over the entire traceroute/ping IP/IPv6 packet. When the Auth data is calculated, the shared key is stored in this field, and the checksum fields in the IP header, UDP/TCP/ICMP header and probe common header are set to zero. The result of the algorithm is placed in the Auth Key field. The following lists algorithms that could be commonly supported:

* HMAC-MD5
* HMAC-SHA1
* HMAC-SHA2 variants (e.g., 224, 256, 384, 512, etc.)
At least HMAC-MD5 and HMAC-SHA1 algorithms should be supported on all the nodes compliant with this specification.

4.1.2.2. Probe Information-Request TLV

The Information-Request TLV has the following format:

```
+-----------------------------------------------+
<table>
<thead>
<tr>
<th>Type = 2 (Info-Req)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length = 4</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Info Request</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
</tr>
</tbody>
</table>
```

Info-Req: 32 bits. This bitflag field lists the request items the probe sender is interested. The bit number ranges from the right most bit to the left most bit. Currently defined as the following:

<table>
<thead>
<tr>
<th>Bit Number</th>
<th>Information Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>MPLS label related attributes</td>
</tr>
<tr>
<td>1</td>
<td>Interface related attributes</td>
</tr>
<tr>
<td>2</td>
<td>IP/IPv6 address related attributes</td>
</tr>
<tr>
<td>3</td>
<td>Routing Instance related attributes</td>
</tr>
<tr>
<td>4</td>
<td>Nexthop(s) related attributes</td>
</tr>
<tr>
<td>5</td>
<td>Device role related attributes</td>
</tr>
</tbody>
</table>

4.2. Probe Extension Offset Field

This probe "extension offset" field is defined as the lowest nibble within a 16-bit field, and it specifies the position at which the probe extension data structure begins. The value represents 32-bit words ranges from 0x0 to 0xF, with value 0xF as reserved. Thus the position of the probe data structure can start from 0 to 56 octets inside TCP, UDP or ICMP data field. The probe "extension offset" field value 0xF indicates there is no probe data structure inside the message data field.

The probe "extension offset" field is defined as the following:
Ext-Off: 4 bits. The value (Ext-Off) represents the probe data structure start position in 32-bit words. The Ext-Off value 0xF is reserved.

The rest of the 12 bits out of this 16-bit field is not changed by this proposal. For application usage detail in terms of different traceroute/ping probe types, see Section 4.2.4.

4.2.1. UDP Messages

In the UDP traceroute/ping probe case, this 16-bit field is the UDP source port field in UDP header [RFC0768]. The "Ext-Off" specifies the probe extension structure start location inside UDP data field.

4.2.2. TCP Messages

In the TCP traceroute/ping probe case, this 16-bit field is the TCP source port field in TCP header [RFC0793]. The "Ext-Off" specifies the probe extension structure start location inside TCP data field.

4.2.3. ICMP Messages

In the ICMP traceroute/ping probe case, this 16-bit field is the "Identifier" field of ICMP type 8 structure [RFC0792]. The "Ext-Off" specifies the probe extension structure start location inside ICMP data field of the type 8 (ICMP echo request) message.

4.2.4. Implementation Discussion

In the majority of today’s traceroute implementations, the application process identifier (process-ID) is used as the UDP source port for UDP type of traceroute probe; in TCP implementation, the process-ID is used as the TCP source port for traceroute probe; and the process-ID is also used as the ICMP Identifier of ICMP type 8 message. With this extension, an implementation can use the highest 12-bits of the source port field for UDP/TCP header and ID field for ICMP type 8 message to encode this process information since the lowest 4-bits are now reserved for the probe "extension offset".

Ping implementation is similar to traceroute, it either uses the process-ID or an internally generated number inside the ICMP echo request ID field and in UDP/TCP source port field. An implementation...
now can use the highest 12-bits of the field and leave the lowest 4-bits for the probe extension.

5. Implementation and Operation Considerations

There is no change in this extension for the normal traceroute/ping implementation and operation except for reserving the lowest 4 bits in the UDP/TCP source port field and ICMP Id field of type 8 message. The implementations for the sender can use the same semantics with this 16-bit field; and it makes no difference to the receivers if they don’t support this extension.

5.1. Traceroute and Ping Probe Sender

The sender supports this extension MAY include the Probe structure in its traceroute/ping probe to specify the request types and authentication key. The sender SHOULD set the "extension offset" value to 0xF if there is no Probe structure present inside the probe. The sender MAY request one or multiple types of information defined in the probe "Info-Req" TLV.

5.2. Traceroute and Ping Probe Receiver

When the traceroute/ping probe receiver, the intermediate and destination node, processes the incoming probe, it MAY check the Probe structure to verify if the sender is from an authenticated host and to see what types of information it requested. This check is only needed when the receiver tries to authenticate the probe sender, or when the receiver is formatting the ICMP and ICMPv6s that support multi-part messages and it has certain internal information that can be included in the ICMP packets.

If the probe "extension offset" value is not 0xF, the probe structure may be present. The receiver MUST verify the integrity of the data structure by examining the "version" field, the Magic-Number value, and the length of the probe structure. It MUST perform the checksum to verify the probe data structure. If the authentication TLV is present and the local policy requires it to perform the verification, the receiver MUST use it’s locally stored shared key to validate the checksum in the TLV. Multiple Authentication Keys can be used which can be useful in the case the probes are from trusted peer networks.

If the probe "Info-Req" TLV is included, the receiver SHOULD fetch the related information when formatting the ICMP packets, but MUST NOT include information that has the corresponding bitflag cleared.

Even if the authentication fails, the receiver MAY still send the
regular ICMP echo reply back to the sender, without the requested or internal information, as if this probe extension is not supported.

6. Security Considerations

This extension enhances the security of traceroute and ping operation in a backwards-compatible fashion. The mechanism allows the receiver to verify the sender of the traceroute/ping packet such that certain sensitive interface and network related information can be supplied in the internal network or across trusted networks.

The use of Cryptographic authentication (i.e., an Auth Type value of 2) allows for a strong authentication mechanism since the keys cannot be discerned by intercepting the packets. The proposed Keyed authentication does not prevent replay attacks. However, in the case of replay attacks, since the packet source IP/IPv6 address of the traceroute/ping probe can not be changed, there is no easy way for the attacker to retrieve the ICMP messages.

A router needs to protect against purposefully-bogus Traceroute packets with extensions that fail the authentication, as a high rate of messages can require significant processing time. [RFC1812] specifies how rate-limiting is applied to the generation of ICMP messages, and this rate-limiting deters the threat when applied before checking the Authentication. Additionally, when using Cryptographic authentication, the HMAC includes the source IP address, which means the HMAC will not validate if the traceroute/ping packet is sent over a NAT.

7. IANA Considerations

The Probe Extension contains probe TLVs. IANA should establish a registry of Probe Extension Types. This document defines Type 1 and Type 2 for authentication and information-request. Types 3-0xF6 are allocated through Expert Review [RFC5226]. Types 0xF7 to 0xFF are reserved for private use.

IANA should also establish a registry for Probe Info-Request Bits. This document defines bits 0 - 5 in Section 4.1.2.2. Bits 6-29 are allocated through Expert Review. Bits 30 - 31 are reserved for private use.
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1. Introduction

4rd specifies a protocol mechanism to deploy IPv4 to sites or Host via an IPv6 network. It builds on [I-D.ietf-softwire-ipv6-6rd] and [I-D.ietf-softwire-dual-stack-lite]. 4rd could be seen either as the opposite of [I-D.ietf-softwire-ipv6-6rd] or as [I-D.ietf-softwire-dual-stack-lite] without NAT (or leaving NAT as optional).

IPv6-only network are not common. But IPv6-only networks is the end goal in the IPv4 to IPv6 transition. Thus it is worthwhile to define viable mechanism to ease the use of IPv6-only network. The alternatives to 4rd are defined in [I-D.ietf-behave-v6v4-framework] and such mechanisms have well known limitation most of them described in [RFC4966].

The 4rd mechanism relies upon a tunneling of IPv4 inside IPv6 to a well known IPv6 address to allow automatic IPv4 operation in an IPv6-only Network. The mechanism can be stateless or stateful depending on the selection of the IPv6 address. If the IPv6 address is using the IPv4-Embedded IPv6 Address Format described in [draft-ietf-behave-address-format] then the 4rd operation will be stateless. If the algorithmic mapping is not used, 4rd will fall back to a Standard DS-Lite operation. 4rd views the IPv6 network as a link layer for IPv4 and supports an automatic tunneling abstraction similar to the Non-Broadcast Multiple Access (NBMA) [RFC2491] model.

A 4rd domain consists of 4rd Customer Edges (CE) and one or more 4rd Border Relays (BRs). IPv4 packets encapsulated by 4rd follow the IPv6 routing topology within the network among CEs and BRs. 4rd BRs are traversed only for IPv4 packets that are destined to or are arriving from outside the 4rd domain. The CE can be either a host (which would need to have a 4rd client capability) or a router (On the LAN side of the router, IPv4 is implemented as it would be for any native IP service delivered by the network).

4rd relies on IPv6 and is designed to deliver production-quality IPv4 alongside IPv6 with as little change to IPv6 networking and operations as possible. 4rd can be deployed and thus remove the need for a Dual stack Network completely helping the transition to a full IPv6 internet in the future.

4rd used with a short IPv4 DHCP lease time or in conjunction with NAT44 (DS-Lite) can also be seen as an IPv4-depletion mitigation solution.
2. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119 [RFC2119].

3. Terminology

4rd_IPv4_prefix - An IPv4 prefix selected for use by a 4rd domain. There is exactly one 4rd IPv4-prefix for a given 4rd domain. A network may deploy 4rd with a single 4rd domain or multiple 4rd domains.

4rd Customer Edge - A 4rd CE is a device functioning as a Customer Edge in a 4rd deployment. A 4rd CE may also be referred simply as a "CE" within the context of 4rd.

4rd domain - A set of 4rd CEs and BRs connected to the same virtual 4rd link.

4rd Border Relay (BR) - A 4rd-enabled router managed at the edge of a 4rd domain. A border relay router has at least one of each of the following: an IPv6-enabled interface, a 4rd virtual interface acting as an endpoint for the 4rd IPv4 in IPv6 tunnel, and an IPv4 interface connected to the native IPv4 network. A 4rd BR may also be referred to simply as a "BR" within the context of 4rd.

BR_IPv6_address - The IPv6 address of the 4rd Border Relay for a given 4rd domain. This IPv6 address is used by the CE to send packets to a BR in order to reach IPv4 destinations outside of the 4rd domain.

CE_IPv6_address - The IPv6 address given to the CE through normal means (i.e., configured via DHCP, or otherwise). With proper DHCP and Network design planning, this address can match the CE_IPv4_address that the CE will receive and thus use an IPv4-Embedded IPv6 Address Format described in [draft-ietf-behave-address-format]).

CE_IPv4_address - The IPv4 address given to the CE through the IPv6 tunnel (i.e., configured via DHCP, or otherwise). This means the CE can only get its CE_IPv4_address when it already has an CE_IPv6_address. This address may be global or private [RFC1918]. This address is used to send and receive IPv4 packets.
4. 4rd Model and operation

THE 4RD MODEL

Figure 1

4.1. Traffic from CE to IPv4 Internet [CE Behavior]

the CE encapsulate the IPv4 packet into an IPv6 tunnel (aka Softwire). The IPv4 source packet can be either private or public. It can be learned through the IPv6 tunnel or by other means. The IPv6 source address can be either an IPv4-Embedded IPv6 Address or not. The choice to use IPv4-Embedded IPv6 Address or not will have an impact on the BR as this will switch between the stateless mode or the stateful mode.
4.2. Traffic from CE to IPv4 Internet [BR Behavior]

If the IPv6 packet source address is using an IPv4-Embedded IPv6 Address, then in this direction the BR just decapsulate the IPv4 packets from the IPv6 tunnel and forward it to the IPv4 Internet. This is what we call the Stateless 4rd mode. If the CE_IPv6_address is *not* using an IPv4-Embedded IPv6 Address, then the BR need to keep track of the relationship of this IP session and the IPv6 tunnel. The IPv6 address becomes the ID of the session. This is what we call the Stateful 4rd mode.

The BR is either doing NAT44 with the IPv6 address as the host identifier if the CE_IPv4_address is a private address or the BR is creating a mapping table between the softwire ID and the CE_IPv4_address if this last one is public and should not be modified. Note that 1:N NAPT can be used in parallel either on the same device or on another one. This mechanism is then similar to DS-Lite.

4.3. Traffic from IPv4 Internet to CE [CE Behavior]

The CE decapsulate the IPv4 packets from the IPv6 packets.

4.4. Traffic from IPv4 Internet to CE [BR Behavior]

If a session or a mapping information already exist in the system that matches the IPv4 packets, the IPv6 packets will be created with the information based on this session information. The session can exist because of traffic that originated from the IPv6 side or because some Port or address forwarding have been configured on the BR. If no sessions exist, the stateless mechanism will be used and the IPv6 packets will be created using the IPv4 address as defined by the IPv4 Mapped address mapping.

5. IPv6-only Deployment considerations

- Scenario 1: Service Provider with IPv6-only access would like to give an IPv4 address to end subscribers.

4rd used with a short IPv4 DHCP lease time or in conjunction with NAT44 (DS-Lite) can also be seen as an IPv4-depletion mitigation solution. With more and more internet content accessible through IPv6, An IPv4 address could be needed in the future just to access some legacy content. This means an IPv4 address could be needed only temporarily. This means temporary allocation of IPv4 addresses with short lease time can be a useful IPv4-depletion mitigation solution.
- Scenario 2: An IPv6-only Enterprise would like to give IPv4 connectivity.

In this case, operating systems would have to support 4rd the same way current operating systems support 6to4, Teredo or ISATAP. An alternative would be to deploy island of IPv4 with 4rd Clients running on routers.

- Scenario 3: An IPv6-only Enterprise would like to restore their servers connectivity from IPv4 Internet. In this case, the 4rd client will be started either on the server itself or on the 1st hop router.
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