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Abst ract
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using I PFI X. An Aggregated Flow is essentially an | PFI X Fl ow
representing packets fromzero or nore original Flows, within an
externally inposed tinme interval. The docunent describes Aggregated
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i nt eroperabl e, inplenentation-independent met hod for Aggregated Fl ow
export.
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1. Introduction

The aggregati on of packet data into flows serves a variety of

di fferent purposes, as noted in the requirenents [RFC3917] and
applicability statenent [RFC5472] for the IP Flow Information Export
(I PFI X) protocol [RFC5101]. Aggregation beyond the flow level, into
records representing nultiple Flows, is a common anal ysis and data
reduction technique as well, with applicability to | arge-scale
networ k data anal ysis, archiving, and inter-organization exchange.
This applicability in large-scale situations, in particular, led to
the inclusion of aggregation as part of the | PFI X Mediators Probl em
Statenment [ RFC5982], and the definition of an Internediate
Aggregation Process in the Mediator framework
[I-D.ietf-ipfix-mediators-framework].

The Medi ator framework offered an initial but inexhaustive treatnent
of the topic of aggregation. This docunent expands on the
definitions presented there, providing an inplenentation-neutral

i nt eroperabl e specification of an Internedi ate Aggregati on Process
whi ch can operate within the Mediator framework or independent

t her eof .

Aggregation is part of a wide variety of applications, including
traffic matrix cal culation, generation of tinme series data for
visual i zations or anonaly detection, and data reduction. Depending
on the keys used for aggregation, it may have an anonym sing affect
on the data. Aggregation can take place at one of any number of

| ocations within a neasurenent infrastructure. Exporters nmay export
aggregated Flow information sinply as nornmal flow information, by
perform ng aggregation after nmetering but before export. |PFIX

Medi ators are particularly well suited to perform ng aggregation, as
they can collect information fromnultiple original exporters at
geographi cally and topol ogically distinct observation points.

Aggregation as defined and described in this docunent covers a
superset of the applications defined in [RFC5982], including 5.1
"Adjusting Flow Granularity (herein referred to as Key Aggregation),
5.4 "Time Conposition" (herein referred to as Interval Conbination),
and 5.5 "Spatial Conposition".

Note that an Internediate Aggregation process nay be applied to data
collected frommnultiple Observation Points, as aggregation is natura
to apply for data reduction when concentrating neasurenent data.

Thi s document specifically does not address the architectural and
protocol issues that arise when conbining |IPFI X data frommultiple
Cbservation Points and exporting froma single Mediator, as these

i ssues are general to Mediation in general. These are treated in
detail in the Mediator Protocol [I-D.claise-ipfix-nediation-protocol]
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docunent .

Since aggregated flows as defined in the follow ng section are
essentially Flows, |PFIX can be used to export [RFC5101] and store

[ RFC5655] aggregated data "as-is"; there are no changes necessary to
the protocol. However, this docunent further provides a common basis
for the application of IPFIX to the handling of aggregated data,
through a detailed term nol ogy, nodel of aggregation operations,

met hods for original Flow counting and counter distribution across
time intervals, and an aggregati on netadata representati on based upon
| PFI X Options.

1.1. Rationale and Scope

This specification of Aggregated Fl ow export has interoperability and
i mpl enent ati on-i ndependence as its two key goals. First, export of
Aggregat ed Fl ows using the techniques described in this docunent will
result in Flow data which can be collected by Collecting Processes
and read by File Readers which do not provide any special support for
Aggregat ed Fl ow export. An Aggregated Flowis sinply a Flow with
some additional conditions as to howit is derived.

Second, in Section 5, we specify aggregation in an inplenentation-

i ndependent way. Wile we nust describe the aggregation process in
terns of operations due to the interdependencies anong them these
operations like the stages in the | PFI X Architecture [ RFC5470] are
meant to be descriptive as opposed to proscriptive. W specify the
fl ow aggregati on process as an internedi ate process within the | PFI X
Medi ator framework [I-D.ietf-ipfix-nmediators-framework], and specify
a variety of different architectural arrangenments for flow
aggregation. \Wen exporting aggregation-rel evant netadata, we seek
to define properties of the set of exported Aggregated Fl ows, as
opposed to the properties of the specific algorithnms used to
aggregate these Flows. Specifically out of scope for this effort are
any definition of a | anguage for defining aggregation operations, or
the configuration parameters of Aggregation Processes, as these are
necessarily inplenmentation dependent.

Fromthe definition of presented below in Section 2, an Aggregated
Flowis a Flow as in [RFC5101], with additional conditions as to the
packets making up the Flow. Practically speaking, Aggregated Fl ows
are derived fromoriginal Flows, as opposed to a raw packet stream
Key to this definition of Aggregated Flowis how timing affects the
process of aggregation, as for the nost part flow aggregation takes
pl ace within sone set of time intervals, which are usually regul ar
and externally inposed, or derived fromthe flows thensel ves

Aggr egati on operations concerning keys, which are often called
"spatial aggregation" in the literature, will necessarily inpact and
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be inpacted by these tine intervals; aggregati on operations
concerning these tine intervals are often called "tenpora
aggregation” in the literature. Prior definitions of aggregation
attenpt to treat tenporal and spatial aggregation separately; this
docunent recogni zes that this is not possible due to the

i nt erdependenci es between flows and their time intervals, and defines
t hese operations as interdependent.

2. Term nol ogy

Terns used in this docunment that are defined in the Term nol ogy
section of the I PFI X Protocol [RFC5101] document are to be
interpreted as defined there.

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].

In addition, this docunment defines the follow ng terns

Aggr egat ed Fl ow A Flow, as defined by [ RFC5101], derived froma
set of zero or nore original Flows within a defined tine interval
The two primary differences between a Flow and an Aggregated Fl ow
are (1) that the time interval of a Flowis generally derived from
i nformati on about the tinming of the packets conprising the Flow,
while the time interval of an Aggregated Flow are generally
external ly inposed; and (2) that an Aggregated Fl ow nmay represent
zero packets (i.e., an assertion that no packets were seen for a
given Flow Key in a given time interval).

(I'ntermedi ate) Aggregation Function: A mapping froma set of zero
or nmore original Flows into a set of Aggregated Fl ows accross one
or nore time intervals

(I'nternedi ate) Aggregation Process: An Internediate Process, as in
[I-D.ietf-ipfix-mediators-framework], hosting an Internedi ate
Aggregation Function. Note that this definition, together with
that given above, updates the definition given in
[I-D.ietf-ipfix-nmediators-framework] to account for the nore
preci se definition of Aggregated Fl ow given herein. An
Aggregati on Process need not be internediate; that is, while
Aggregation Processes will often be depl oyed wi thin a Mediator
this is not necessarily the case.
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Aggregation Interval: A time interval inposed upon an Aggregated
Fl ow. Aggregation Functions may use a regul ar Aggregation
Interval (e.g. "every five mnutes", "every cal endar nonth"),

though regularity is not necessary. Aggregation intervals nay
al so be derived fromthe tine intervals of the flows being
aggr egat ed.

ori gi nal Flow A Flow given as input to an Aggregation Function in
order to generate Aggregated Fl ows.

contributing Fl ow An original Flowthat is partially or conpletely
represented within an Aggregated Flow. Each aggregated Flow is
made up of zero or nore contributing Flows, and an original flow
may contribute to zero or nore Aggregated Fl ows.

3. Use Cases for |PFIX Aggregation

Aggregation, as a common data anal ysis nethod, has many applications.
When used with a regul ar Aggregation Interval, it generates tinme
series data froma collection of flows with discrete intervals. Tinme
series data is itself useful for a wide variety of analysis tasks,
such as generating paraneters for network anonaly detection systens,
or driving visualizations of volume per tine for traffic with
specific characteristics. Traffic matrix calculation fromflow data
is inherently an aggregation action, by aggregating the flow key down
to interface, address prefix, or autononous system

Irregul ar or data-dependent Aggregation Intervals and Key Aggregation
operations can be also be used to provide adaptive aggregati on of
network flow data, providing a |ower-resolution view (i.e. nore
aggregation) on data deenmed "less interesting” to a given
application, while allow ng higher resolution (i.e. less or no
aggregation) for data of interest. For exanple, in a Mudiator

equi pped with traffic classification capabilities for security

pur poses, potentially malicious flows could be exported directly,
whi | e known-good or probabl y-good flows (e.g. norrmal web browsing)
could be exported sinply as tine series volumes per web server.

Not e that an aggregation operation which renoves potentially
sensitive information as identified in [I-D.ietf-ipfix-anon] nmay tend
to have an anonym sing effect on the Aggregated Flows, as well;
however, any application of aggregation as part of a data protection
schenme should ensure that all the issues raised in Section 4 of
[I-D.ietf-ipfix-anon] are addressed.
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4.

4.

Aggregation of |IP Flows

As stated in Section 2, an Aggregated Flow is sinply an |IPFI X Fl ow
generated fromoriginal Flows by an Aggregation Function. Here, we
di scuss tenporal and spatial aspects of aggregation, present a
general nodel for aggregation, and el aborate and provi de exanpl es of
speci fic aggregation operations that may be performed by the
Aggregation Process; we use this to define the export of Aggregated
Flows in Section 6

1. A note on tenporal and spatial aggregation

In general, aggregation of data records bearing tinme information can
take place in tine (by grouping the original records by tine) or in
space (by grouping the original records by sone other dinension; in
the case of IP Flows, this would generally be a flow key.

Tenporal aggregation is treated in
[I-D.ietf-ipfix-mediators-framework] in section 5.3.2.3, as
"[mMerging a set of Data Records within a certain time period into
one Fl ow Record by summ ng up the counters where appropriate,” as
well as in the definition of "tenporal conposition, wherein "nultiple
consecutive Flow Records with identical Flow Key val ues are nerged
into a single Flow Record of |longer Flow duration if they arrive
within a certain time interval ."

Spatial aggregation is treated in
[I-Dietf-ipfix-nmediators-framework] in section 5.3.2.3, as "spatia
conposition", wherein "Data Records sharing conmon properties are
nmerged into one Flow Record within a certain tine period." Even this
definition hints at the problemin attenpting to treat tenporal and
spatial aggregation of IP flow data orthogonally.

The issue arises because an |IP Flow, as defined in [RFC5101], has
three types of properties: flow keys, which "define" the properties
common to all packets in the Flow, flow values or non-key fields,

whi ch describe the Flowitself; and the time interval of the Flow
The keys and time interval serve to uniquely identify the Flow \When
spatially aggregating Flows, these Flows bring their time intervals
along with them The tine intervals of the spatially aggregated

Fl ows must either be conbined through union, or externally inposed by
splitting the original Flow across one or nore

To address this subtle interdependency, it is nmore useful to view an
Aggregation Function in terns of the tenporal operations of the
function, called "interval distribution" herein; and the spati al
operations of the function, called "key aggregation" herein; this
follows in the general nodel presented in the follow ng subsection

Tramel |, et al. Expires April 28, 2011 [ Page 7]



Internet-Draft | PFI X Aggregation Cct ober 2010

4.2. A general operational nodel for |IP Flow aggregation

An I nternedi ate Aggregation Process consunes original Flows and
exports Aggregated Flows, as defined in Section 2. Wiile this
docunent does not define an inplenentation of an Internediate
Aggregation Process further than this, or the Aggregation Functions
that it applies, it can be helpful to partially deconpose this
function into a set of common operations, in order to nore fully
exam ne the effects these operations have.

Aggregation is conposed of three general types of operations on
original Flows: those that externally inpose a tinme interval, called
here the Aggregation Interval; those that derive a new Fl ow Key for
the Aggregated Flows fromthe original Flow information; and those
that aggregate and distribute the resulting non-Fl ow Key fields
accordingly. Mst aggregation functions will performeach of these
types of operations.

Interval distribution is the external inposition of a tinme interva
onto an original Flow Note that this nmay lead to an original Flow
contributing to nmultiple aggregated Flows, if the original Flow s
time interval crosses at |east one boundary between Aggregation
Intervals. Interval Distribution is described in nore detail in
Section 4. 3.

Key aggregation, the derivation of Flow Keys for Aggregated Fl ows
fromoriginal Flowinformation, is nmade up of two operations:
reduction and replacenent. Reduction renoves Information El enents
fromthe original Flow Key, or otherw se constrains the space of
values in the Flow Key (e.g., by replacing I P addresses with /24 ClI DR
bl ocks). 1In replacenent, Information El enents derived fromfields in
the original Flowitself may be added to the Fl ow Key. Both of these
nmodi fications may result in nultiple original Flows contributing to
the sane Aggregated Flow. Key Aggregation is described in nore
detail in Section 4.4.

Interval distribution and key aggregation together nmay generate

mul tiple intermedi ate aggregated Fl ows covering the sane tine
interval with the sane Fl ow Key; these internediate Fl ows nust
theref ore be conbined into Aggregated Flows. Non-key val ues are
first distributed anong the Aggregated Flows to which an origina

Fl ow contributes according to some distribution algorithm (see
Section 4.5), and values frommultiple contributing Flows are

combi ned using the sanme operation by which val ues are conbi ned from
packets to form Flows for each Information Elenent: in general,
counters are added, averages are averaged, flags are unioned, and so
on. Key aggregation may al so introduce new non-key fields, e.g. per-
fl ow average counters, or distinct counters for key fields reduced
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out of the Aggregated Flow

As a result of this final conbination and distribution,an Aggregation
Function produces at npbst one Aggregated Flow resulting froma set of

original Flows for a given Aggregated Fl ow Key and Aggregation
I nterval.

This general nodel is illustrated in the figure below Note that
within an inplenmentation, these steps may occur in any order, and
i ndeed be conbi ned together in any way.

T T +
+->| Interval distribution |-+
| S + |
[ N (partially [
| | aggregated |
| Y fl ows) [
| - + |

original Flows -+-> Key aggregation |----+

S + | |
vV VvV
e +

| Conbination of |
| contributing Flows |

Fom e e e e e e e e oo +
|
\Y
oo e e e e e e oo +
| Counter Distribution
oo e e e a oo oo +
I
\Y

Aggr egat ed Fl ows
Figure 1. Conceptual nodel of aggregation operations

4. 3. Interval Distribution

Interval Distribution inposes a tine interval on the resulting
Aggregated Flows. The selection of an interval is a natter for the
specific aggregation application. Intervals may be derived fromthe
flows thenselves (e.g, an interval may be selected to cover the
entire interval containing the set of all flows sharing a given Key)
or externally inposed; in the |atter case the externally inposed
interval may be regular (e.g., every five nminutes) or irregular
(e.g., to allow for different tinme resolutions at different tines of
day, under different network conditions, or indeed for different sets
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of original Flows).

The length of the inposed interval itself has tradeoffs. and has
tradeoffs. Shorter intervals allow higher resolution aggregated data
and, in streaning applications, faster reaction tinme. Longer
intervals lead to greater data reduction and sinplified counter
distribution. Specifically, counter distribution is greatly
simplified by the choice of an interval |onger than the duration of

| ongest original Flow, itself generally determ ned by the origina
Flow s Metering Process active timeout; in this case an original Flow
can contribute to at nost two Aggregated Flows, and the nore conpl ex
val ue distribution nmethods becone inapplicable.

I I
| [<--flow A-->| | | |
| | <--flow B-->| | |
I I
I I
I I

R flowGC------------- >|
interval O [ interval 1 [ interval 2
Figure 2: Illustration of interval distribution
In Figure 2, we illustrate three common possibilities for interva

distribution as applies with regular intervals to a set of three
original Flows. For flow A the start and end tines lie within the
boundaries of a single interval 0; therefore, flow A contributes to
only one Aggregated Flow. Flow B, by contrast, has the sane duration
but crosses the boundary between intervals 0 and 1; therefore, it
will contribute to two Aggregated Flows, and its counters nust be
di stributed anong these flows, though in the two-interval case this
can be sinplified somewhat sinply by picking one of the two
intervals, or proportionally distributing between them Only flows
like flow A and flow B will be produced when the interval is chosen
to be longer than the duration of |ongest original Flow as above.
More conplicated is the case of flow C, which contributes to nore
than two flows, and nust have its counters distributed according to
some policy as in Section 4.5.

4.4. Key Aggregation

Key Aggregation generates a new Flow Key for the Aggregated Fl ows
fromthe original Flow Keys, non-Key fields in the original Flows, or
fromcorrelation of the original Flow information with sone externa
source. There are two basic operations here. First, Aggregated Fl ow
Keys may be derived directly fromoriginal Flow Keys through
reduction, or the dropping of fields or precision in the origina

Fl ow Keys. Second, an Aggregated Fl ow Key nmay be derived through

repl acenent, e.g. by renoving one or nore fields fromthe origina
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Fl ow and replacing themwith a fields derived fromthe renoved
fields. Replacenent may refer to external information (e.g., IP to
AS nunmber mappi ngs). Repl acenent need not replace only key fields;
for exanple, an application aggregating byte counts per flow size in
packets woul d pronote the packet count to a Flow Key field.

Key aggregation may also result in the addition of new non-Key fields
to the Aggregated Flows, nanely original Flow counters and uni que
reduced key counters; these are treated in nore detail in Section 4.6
and Section 4.7, respectively.

In any Key Aggregation operation, reduction and/or replacenent nay be
appl i ed any nunber of times in any order. \Wich of these operations
are supported by a given inplenentation is inplenentation- and

appl i cation-dependent. Key Aggregati on may aggregate original Flows
with different sets of Flow Key fields; only the Fl ow Keys of the
resulting Aggregated Flows of any given Key Aggregation operation
need contain the sane set of fields.

Origi nal Fl ow Key

Fomm e o Fomm e o Fom e - Fom e - Fom e - H-- - - - +
| src ip4d | dst ipd4 | src port | dst port | proto | tos
TS TS [ SR [ SR Fom e e +--- o= +
I I I I
retain mask /24 X X X X
\Y \Y
Fomm e o TSRS +
| src ipd | dst ip4 /24 |
TS S +

Aggregat ed Fl ow Key (by source address and destination class-C)
Figure 3: Illustration of key aggregation by reduction

Figure 3 illustrates an exanple reduction operation, aggregation by
source address and destination class C network. Here, the port,
protocol, and type-of-service information is renoved fromthe fl ow
key, the source address is retained, and the destination address is
masked by dropping the low 8 bits.
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Oiginal Flow Key

[ [ S S o m oo - +----- +
| src ip4d | dst ip4d | src port | dst port | proto | tos
E S E S S S E SR +----- +
I I I I I I
Hommmmmmeeieanaaaaan + X X X X
| ASN | ookup table |
B +
\Y \Y
E S E S +
| src asn | dst asn |
TR TR +

Aggregat ed Fl ow Key (by source and dest ASN)

Figure 4: Illustration of key aggregation by reduction and
r epl acenent

Figure 4 illustrates an exanple reduction and replacenment operation
aggregation by source and destination ASN w thout ASN i nfornmation
available in the original Flow Here, the port, protocol, and type-
of -service information is removed fromthe flow key, while the source
and destination addresses are run though an I P address to ASN | ookup
table, and the Aggregated Flow key is made up of the resulting source
and destination ASNSs.

4.5. Aggregating and Distributing Counters

In general, counters in Aggregated Flows are treated the sane as in
any Flow. Each counter is independently is calculated as if it were
derived fromthe set of packets in the original flow For the nost
part, when aggregating original Flows into Aggregated Flows, this is
simply done by sunmation

When the Aggregation Interval is guaranteed to be |onger than the

| ongest original Flow, a Flow can cross at nobst one Interva

boundary, and will therefore contribute to at nost two Aggregated
Flows. Mst comon in this case is to arbitrarily but consistently
choose to account the original Flow s counters either to the first or
the | ast aggregated Flow to which it could contribute.

However, this becones nore conplicated when the Aggregation Interva
is shorter than the longest original Flowin the source data. In
such cases, each original Flow can inconpletely cover one or nore
time intervals, and apply to one or nore Aggregated Flows; in this
case, the Aggregation Process nust distribute the counters in the
original Flows across the nmultiple Aggregated Flows. There are
several nethods for doing this, listed here in roughly increasing
order of conplexity and accuracy.

Tramel |, et al. Expires April 28, 2011 [ Page 12]



Internet-Draft | PFI X Aggregation Cct ober 2010

End Interval: The counters for an original Flow are added to the
counters of the appropriate Aggregated Fl ow containing the end
time of the original Flow

Start Interval: The counters for an original Flow are added to the
counters of the appropriate Aggregated Fl ow containing the start
time of the original Flow

Md Interval: The counters for an original Flow are added to the
counters of a single appropriate Aggregated Fl ow containing sone
ti mestanp between start and end tine of the original Flow

Sinmpl e Uniform Di stribution: Each counter for an original Flowis
di vided by the nunber of tine intervals the original Flow covers
(i.e., of appropriate Aggregated Fl ows sharing the same Fl ow Key),
and this nunber is added to each correspondi ng counter in each
Aggr egat ed Fl ow

Proportional Uniform Distribution: Each counter for an origina
Flow is divided by the nunber of time _units_ the original Flow
covers, to derive a nean count rate. This nean count rate is then
multiplied by the nunber of tinme units in the intersection of the
duration of the original Flow and the tine interval of each
Aggregated Flow. This is like sinple uniformdistribution, but
accounts for the fractional portions of a time interval covered by
an original Flowin the first and last time interval

Si nul at ed Process: Each counter of the original Flowis distributed
anong the intervals of the Aggregated Fl ows according to sone
function the Aggregation Process uses based upon properties of
Fl ows presuned to be like the original Flow For exanple, bulk
transfer flows mght follow a nmore or |ess proportional uniform
distribution, while interactive processes are far nore bursty.

Direct: The Aggregati on Process has access to the original packet
timngs fromthe packets making up the original Flow, and uses
these to distribute or recal cul ate the counters.

A nmethod for exporting the distribution of counters across nmultiple
Aggregated Flows is detailed in Section 6.3. |n any case, counters
MUST be distributed across the nultiple Aggregated Flows in such a
way that the total count is preserved, within the linmts of accuracy
of the inplenentation (e.g., inaccuracy introduced by the use of
floating-point nunbers is tolerable). This property allows data to
be aggregated and re-aggregated wi thout any | oss of original count
information. To avoid confusion in interpretation of the aggregated
data, all the counters for a set of given original Flows SHOULD be
distributed via the sane nethod.
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4.6. Counting Oiginal Flows

When aggregating multiple original Flows into an Aggregated Flow, it
is often useful to know how many original Flows are present in the
Aggregated Flow. This docunent introduces four new information

el ements in Section 6.2 to export these counters.

There are two possible ways to count original Flows, which we cal
here conservative and non-conservative. Conservative flow counting
has the property that each original Flow contributes exactly one to
the total flow count within a set of aggregated Flows. 1n other

wor ds, conservative flow counters are distributed just as any other
counter, except each original Flowis assumed to have a fl ow count of
one. \When a count for an original Flow nust be distributed across a
set of Aggregated Flows, and a distribution method is used which does
not account for that original Flow conpletely within a single
Aggregated Fl ow, conservative flow counting requires a fractiona
representation.

By contrast, non-conservative flow counting is used to count how many
flows are represented in an Aggregated Flow. Flow counters are not
distributed in this case. An original Flow which is present within N
Aggregated Fl ows woul d add N to the sum of non-conservative fl ow
counts, one to each Aggregated Flow. In other words, the sum of
conservative flow counts over a set of Aggregated Flows is always
equal to the nunmber of original Flows, while the sum of non-
conservative flow counts is strictly greater than or equal to the
nunber of original Flows.

For exanple, consider flows A, B, and C as illustrated in Figure 2
Assume that the key aggregation step aggregates the keys of these
three flows to the sane aggregated flow key, and that start interva
counter distribution is in effect. The conservative flow count for
interval 0 is 3 (since flows A, B, and C all begin in this interval),
and for the other two intervals is 0. The non-conservative flow
count for interval O is also 3 (due to the presence of flows A B,
and C), for interval 1is 2 ( flows B and C), and for interval 2 is 1
(flow 0). The sumof the conservative counts 3 + 0 + 0 = 3, the
nunber of original Flows; while the sumof the non-conservative
counts 3 + 2 + 1 = 6.

4.7. Counting Distinct Key Val ues

One conmon case in aggregation is counting distinct values that were
reduced away during key aggregation. For exanple, consider an
application counting destinations contacted per host, a commbn case
in host characterization or anonaly detection. Here, the Aggregation
Process needs a way to export this distinct key count information.
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For such applications, a distinctCountO (key nane) Information

El ement should be registered with I ANA to represent these cases.
[EDI TOR S NOTE: There is an open question as to the best way to do
this: either through the registration of Infornmation El enents for
common cases in this draft, the registration of Information El enents
on demand, or the definition of a new Information El enent space for
di stinct counts bound to a PEN, as in [ RFC5103].]

4.8. Exact versus Approxi mate Counting during Aggregation

In certain circunstances, particularly involving aggregation by
devices with linmted resources, and in situations where exact
aggregated counts are less inmportant than relative magnitudes (e.g.
driving graphical displays), counter distribution during key
aggregation may be perforned by approximate counting neans (e.qg.
Bloomfilters). The choice to use approxi mate counting is

i mpl ement ati on- and applicati on-dependent.

4.9. Tinme Conposition

Time Conposition as in section 5.4 of [RFC5982] (or interva
conbination) is a special case of aggregation, where interva

di stribution inposes longer intervals on flows with nmatchi ng keys and
"chai ned" start and end tines, w thout any key reduction, in order to
join long-lived Flows which may have been split (e.g., due to an
active tineout shorter than the Flow ) Here, no Key Aggregation is
appl i ed, and the Aggregation Interval is chosen on a per-Fl ow basis
to cover the interval spanned by the set of aggregated Flows. This
may be applied alone in order to nornalize split Flows, or in

combi nation with other aggregation functions in order to obtain nore
accurate original Flow counts.

5. Aggregation in the IPFI X Architecture
The techni ques described in this docunent can be applied to | PFI X
data at three stages within the collection infrastructure: on initial
export, within a nediator, or after collection, as shown in Figure 5.
[EDI TOR' S NOTE: determ ne where this lives: in the introduction or

down here? Note explicitly that an AP nmay |ive outside a nediator.
Check both these figures for parallels to nediator franework.]

Tramel |, et al. Expires April 28, 2011 [ Page 15]



Internet-Draft | PFI X Aggregation Cct ober 2010

Exporting Process

I
| (Aggregated Fl ow Export)

Y
+ +
| Medi at or |
+ +

I
| (Aggregating Mediator)
V

<————

| Collecting Process

| (Aggregation for Storage)
V

Figure 5: Potential Aggregation Locations

Aggregation can be applied for either internmediate or final analytic
purposes. |In certain circunstances, it may nake sense to export
Aggregated Fl ows from an Exporting Process, for exanple, if the
Exporting Process is designed to drive a tine-series visualization
directly. Note that this case, where the Aggregation Process is
essentially integrated into the Metering Process, is essentially
covered by the I PFI X architecture [RFC5470]: the flow keys used are
simply a subset of those that would normally be used. A Metering
Process in this arrangenent MAY choose to sinulate the generation of
larger flows in order to generate original flow counts, if the
application calls for conpatibility with an Aggregati on Process

depl oyed in a separate | ocation.

Depl oyment of an Intermnedi ate Aggregation Process within a Mediator

[ RFC5982] is a nuch nore flexible arrangenent. Here, the Mediator
consunes original Flows and produces aggregated Flows; this
arrangenent is suited to any of the use cases detailed in Section 3.
In a nediator, aggregation can be applied as well to aggregating
original Flows fromnultiple sources into a single stream of
aggregated Flows; the architectural specifics of this arrangenent are
not addressed in this docunment, which is concerned only with the
aggregation operation itself; see
[1-D.claise-ipfix-nediation-protocol] for details.
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In the specific case that an Aggregation Process is enployed for data
reduction for storage purposes, it can take original Flows froma

Col l ecting Process or File Reader and pass Aggregated Flows to a File
Witer for storage.

The data flows into and out of an Internedi ate Aggregati on Process
are showin in Figure 6.

packets --+ +- | PFI X Messages -+
I I I
Y, Y Y
+ + + + + +
| Metering Process | | Collecting Process | | File Reader |
| | + + + +
| | | original Flows |
[ [ Y Y
+ - - - - - - - - -4 +
| I nternedi ate Aggregation Process (1 AP)
+ +
| Aggregated Aggr egat ed
| Flows Fl ows |
Y Y
+ + + +
| Exporting Process | | File Witer |
+ + + +
I I
e LR > | PFI X Messages <---------- +

Figure 6: Data flows through the aggregati on process

6. Export of Aggregated IP Flows using | PFI X

In general, Aggregated Flows are exported in |IPFI X as any nor nal

Fl ow. However, certain aspects of aggregated flow export benefit
from addi ti onal guidelines, or new Information El ements to represent
aggregation netadata or information generated during aggregation.
These are detailed in the foll ow ng subsecti ons.

6.1. Tinme Interval Export

Since an Aggregated Flowis sinply a Flow, the existing tinmestanp
Information Elements in the | PFI X I nformati on Model (e.g.

flowStart M| 1iseconds, floweEndNanoseconds) are sufficient to specify
the tine interval for aggregation. Therefore, this docunent
specifies no new aggregation-specific Information El enents for
exporting tinme interval information.
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Each Aggregated Fl ow SHOULD contain both an interval start and
interval end tinestanp. |If an exporter of Aggregated Flows omits the
interval end tinestanp fromeach Aggregated Flow, the tinme interva
for Aggregated Flows within an Cbservation Donain and Transport
Sessi on MJST be regul ar and constant. However, note that this
approach might lead to interoperability problens when exporting
Aggregated Fl ows to non-aggregation-aware Col |l ecting Processes and
downstream anal ysi s tasks; therefore, an Exporting Process capabl e of
exporting only interval start tinestanps MJST provide a configuration
option to export interval end tinestanps as well.

6.2. Flow Count Export

The following four Information Elenents are defined to count origina
Fl ows as discussed in Section 4.6.

6.2.1. original FlowsPresent |nformation El enent
Descri pti on: The non-conservative count of original Flows
contributing to this Aggregated Fl ow. Non-conservative counts
need not sumto the original count on re-aggregation
Abstract Data Type: unsi gned64
El ement | d: TBD1
St at us: Pr oposed
6.2.2. original Flowslnitiated |InfornationEl enent
Descri pti on: The conservative count of original Flows whose first
packet is represented within this Aggregated Flow. Conservative
counts must sone to the original count on re-aggregation
Abstract Data Type: unsi gned64
El ement | d: TBD2
St at us: Pr oposed
6.2.3. original Fl onsConpl et ed | nfornati onEl enent
Descri ption: The conservative count of original Flows whose |ast

packet is represented within this Aggregated Flow. Conservative
counts nmust sone to the original count on re-aggregation
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Abstract Data Type: unsi gned64
El ement | d: TBD3
St at us: Pr oposed
6.2.4. original Flows |nfornmati onEl enent

Descri ption: The conservative count of original Flows contributing
to this Aggregated Flow, may be distributed via any of the nethods
described in Section 4.5.

Abstract Data Type: fl oat 64
El ement | d: TBD4
St at us: Pr oposed
6.3. Aggregate Counter Distibution Export

When exporting counters distributed anong Aggregated Fl ows, as
described in Section 4.5, the Exporting Process MAY export an
Aggregate Counter Distribution Record for each Tenpl ate descri bi ng
Aggregated Flow records; this Options Tenplate is described bel ow.

It uses the valueDistributionMethod Information El enent, also defined
below. Since in many cases distribution is sinple, accounting the
counters fromcontributing Flows to the first Interval to which they
contribute, this is default situation, for which no Aggregate Counter
Distribution Record is necessary; Aggregate Counter Distribution
Records are only applicable in nore exotic situations, such as using
an Aggregation Interval smaller than the durations of original Flows.

6.3.1. Aggregate Counter Distribution Options Tenpl ate

This Options Tenpl ate defines the Aggregate Counter Distribution
Record, which allows the binding of a value distribution nethod to a
Tenplate ID. This is used to signal to the Collecting Process how
the counters were distributed. The fields are as bel ow

| The Tenplate ID of the Tenplate [
| defining the Aggregated Flows to which |
| this distribution option applies. This |
| I'nformation El ement MUST be defined as |
| a Scope Field. |
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| The method used to distribute the |
| counters for the Aggregated Fl ows |
| defined by the associated Tenpl ate. |

val uebDi stri buti onMet hod

6.3.2. valueDi stributionMethod | nfornmati on El enent

Descri ption: A description of the nethod used to distribute the
counters fromcontributing Flows into the Aggregated Fl ow records
descri bed by an associated Tenplate. The nethod is deened to
apply to all the non-key Infornation Elenents in the referenced
Tenpl ate for which value distribution is a valid operation; if the
original Fl owsl ni tiated and/ or origi nal Fl owsConpl eted | nformation
El ements appear in the Tenplate, they are not subject to this
di stribution nmethod, as they each infer their own distribution
met hod. The distribution nmethods are taken from Section 4.5 and
encoded as foll ows:

[ | Start Interval: The counters for an original Flow are [
| | added to the counters of the appropriate Aggregated Fl ow

[ | containing the start time of the original Flow This [
[ | should be assuned the default if value distribution |
| | information is not available at a Collecting Process for |
| | an Aggregated Fl ow. |
[ | End Interval: The counters for an original Flow are added

| | to the counters of the appropriate Aggregated Fl ow |
| | containing the end tine of the original Flow |
| 3 | Md Interval: The counters for an original Flow are added

| | to the counters of a single appropriate Aggregated Flow |
| | containing sone tinmestanp between start and end tine of |
[ | the original Flow [
| | Sinple UniformDistribution: Each counter for an original |
[ | Flowis divided by the nunber of time intervals the [
| | original Flow covers (i.e., of appropriate Aggregated |
| | Flows sharing the same Flow Key), and this nunber is |
| | added to each correspondi ng counter in each Aggregated |
[ | Flow. [
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Proportional UniformDistribution: Each counter for an
original Flowis divided by the nunber of time _units_
the original Flow covers, to derive a nmean count rate.
This mean count rate is then nultiplied by the nunber of
time units in the intersection of the duration of the
original Flow and the tine interval of each Aggregated
Flow This is like sinple uniformdistribution, but
accounts for the fractional portions of a time interva
covered by an original Flowin the first and last time
i nterval .

Si nul ated Process: Each counter of the original Flowis
distributed anong the intervals of the Aggregated Fl ows
according to some function the Aggregation Process uses
based upon properties of Flows presuned to be |like the
original Flow This is essentially an assertion that the
Aggregation Process has no direct packet timnng

i nformati on but is neverthel ess not using one of the

ot her sinpler distribution methods. The Aggregation
Process specifically nakes no assertion as to the
correctness of the simulation.

Direct: The Aggregation Process has access to the
original packet timngs fromthe packets nmaking up the
original Flow, and uses these to distribute or
recal cul ate the counters.

Abstract Data Type: unsi gned8
El ement | d: TBD5

St at us: Pr oposed

7. Exanpl es
[ TODO

8. Security Considerations

[ TODT

9. | ANA Consi der ati ons

[TODO add all IEs defined in Section 6.]
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