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Abstract

There is a need to be able to quantify and report the perfornmance of
network applications and the network service in handling user data.
This perfornmance data provides information essential in validating
service level agreenents, fault isolation as well as early warnings
of greater problens. This docunment describes |IPFIX Information

El ements related to perfornance neasurenent of network based
applications. 1In addition, to the performance infornmation severa
non-netric information elenments are also included to provide greater
context to the reports. The nmeasurenments use audi o/ vi deo
applications as a base but are not restricted to these cl ass of
appl i cations.

Status of this Meno

This Internet-Draft is submitted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups nmay also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
This Internet-Draft will expire on April 28, 2011
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1. Introduction

Today’ s networks support a nultitude of highly demandi ng and
sensitive network applications. Network issues are readily apparent
by the users of these applications due to the sensitivity of these
applications to inpaired network conditions. Exanples of these

net wor k applications include applications making use of |P based
audi o, video, database transactions, virtual desktop interface (VDl),
online gam ng, cloud services and many nore. |In sone cases the

i mpaired application translates directly to | oss of revenue. In
other cases, there may be regulatory or contractual service |eve
agreenents that notivate the network operator. Due to the sensitive
of these types of applications to inpaired service it |eaves a poor

i mpression of the service on the user-- regardl ess of the actua
performance of the network itself. 1In the case of an actual problem
within the network service, nonitoring the performance may yield a
early indicator of a nmuch nore serious problem

Due to the demandi ng and sensitive nature of these applications,
networ k operators have tried to engineer their networks in an attenpt
to wing better and differenti ated performance. However, that sane
differentiated design prevents network operators from extrapol ating
observational data from one application to another, or fromone set
of synthetic (active test) test traffic to actual application

per f or mance.

Per f ormance neasurenments on user data provide greater visibility not
only into the quality of experience of the end users but al so
visibility into network health. Wth regards to network health, as
flow performance is being nmeasured, there will be visibility into the
end to end performance which means that not only visibility into

| ocal network health, but also viability into renote network health.
If these nmeasurenents are nade at nultiple points within the network
(or between the network and end device) then there is not only
identification that there m ght be an issue, but a span of area can
be established where the issue night be. The resolution of the fault
i ncreases with the nunmber of measurenent points along the flow path.

The 1P Flow I nformati on Export Protocol (IPFIX) [RFC5101] provides
new | evel s of flexibility in reporting from neasurenent points across
the life cycle of a network based application. |PFIX can provide
granular results in ternms of flow specificity as well as tine
granularity. At the same tinme, |PFIX allows for summarization of
data along different types of boundaries for operators that are
unconcer ned about specific sessions but about health of a service or
a portion of the network.

Wher e possible, an attenpt has been nmade to make use of existing
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definitions of metrics ([RFC4710]) and if needed, clarify and expand
on themto widen their usage with additional applications. The

met hodol ogy described in [I-D.ietf-pnol-sip-perf-netrics] is used to
descri be the nethodol ogy of nmeasurenent. As this docunment al so
covers the reporting of these netrics via | PFI X, consideration is
taken with mapping the netric’'s capabilities and context with the

I PFI X i nformati on and data representation nodel. The guidelines
outlined in [I-D. tramel | -ipfix-ie-doctors] are used to ensure proper
| PFI X information el ement definition.

There has been related work in this area such as [ RFC2321].

[1-D. huici-ipfix-sipfix], and [VolP-monitor]. This document is also
an attenpt to generalize as well as standardi ze the reporting formats
and neasurenent met hodol ogy.

2. Term nol ogy

Terns used in this docurment that are defined in the Term nol ogy
section of the IPFI X Protocol [RFC5101] document are to be
interpreted as defined there.

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

In addition, the information el ement definitions use the follow ng
terns:

Name: Nanme of the information elenment per the IPFIX rules defined in
Section 2.3 of [RFC5102]

Description: Short description of what the information elenent is
trying to convey.

bservation Point: Were the neasurenment is meant to be perforned.
Either at an internediate point (for example, a router) or end
system

El ement Data Type: The IPFIX informationEl enent DataTypeas defined in
Section 3.1 of [RFC5610]

El emrent Semantics: The | PFI X informationEl enent Semantics as defi ned
in section Section 3.6 of [RFC5610]
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El enent Units: The IPFIX informationElementUnits as defined in
section Section 3.7 of [RFC5610]

El ement Range Begin: The | PFI X informationEl enent RangeBegi n as
defined in section Section 3.7 of [RFC5610]

El ement Range End: The | PFI X informati onEl enent RangeEnd as defi ned
in section Section 3.7 of [RFC5610]

El ement 1d: The | PFI X global unique element 1D as defined in Section
3.2 of [RFC5101]

Status: The status of the specification of this IPFIX Information
El ermrent .

Use and Applications An explanation of how this particular
i nformati on el enent woul d be used.

Cal cul ation Method: In the case of nmetrics, this section describes
how the metric is calculated, as well as any special conditions.

Units of Measurenent: |In the case of netrics, what are the units of
measurenent. The text here is expected to be wider and nore
descriptive than in the I PFI X El enent Units section

Measurement Timing: Discussion on the acceptable range of timng and
sampling intervals.

3. General Usage
3.1. Quality of Service (QS) Mnitoring

The network operator needs to be able to gauge the end user’s
satisfaction with the network service. While there are nany
conponents of the satisfaction such as pricing, packaging, offering,
etc., a mjor conmponent of satisfaction is delivering a consistent
service. The user builds trust on this consistency of the network
service and is then to be able to run network applications-- which is
of course the end goal. Wthout the ability to deliver a consistent
service for end user network applications network operator will be
left dealing with price sensitive disgruntled users with very |ow
expectations (if they don't have choice of operator) or abandonnent
(if they have choice).
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3.2. Service Level Agreemmt (SLA) Validation

Simlar to QS and (©E validation, there m ght be contractual or
regul atory requirenents that need to be net by the network operator
Monitoring the perfornance of the flows allows the application
operator, network operator as well as the end user to validate of the
target service is being delivered. Wiile there is quite a diversity
in the codification of network SLAs they may eventually invol ve sone
measur enent of network uptime, end to end latency, end to end jitter
and perhaps service response tine. |In the case violation of the SLA,
the start and end tines, nature and network scope of the violation
needs to be captured to allow for the nost accurate settling of the
SLA.

3.3. Fault Isolation and Troubl eshooti ng

It has been generally easier to troubl eshoot and fix probl ens that
are binary in nature: it either works or does not work. The host is
pi ngabl e or not pingable. However, the nmuch nore difficult to
resol ve issues that are transitory in nature, nove fromlocation to
| ocation, nore conplicated that sinple |ICMP reachability and many
tinmes unverifiable reports by the users thenselves. It is these
intermttent and seem ngly inconsistent network inpairnents that
performance netrics can be extrenely hel pful with. Just the basic
tinmely detection that there is a problem (or an inpendi ng problem
can give the provider the confidence that there is a real problem
that needs to be resolved. The next step would be to assist the
operator in a speedy resolution by providing information regarding
the network | ocation and nature of the probl em

4. New Information El enents
The information el enents are organized into two nain groups:

Transport Layer: Metrics that night be cal cul ated from observations
at higher layers but essentially provide information about the
network transport of user date. For exanple, the metrics related
to packet loss, latency and jitter would be defined here.

User and Application Layer: Metrics that are might be affected by
the network indirectly, but are ultimately related to user, end-
system and session states. For exanple, session setup tine,
transaction rate and session duration would be defined here.
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Contextual Elements Information elenments that provide further
context to the metrics. For exanple, nedia type, codec type, and
type of application would be defined here.

4.1. Transport Layer
4.1.1. perfPacketLoss

Nanme: perfPacketLoss

Description: The packet loss netric reports the nunber of individua
packets that were lost in the reporting interval

(bservation Point: The observation can be nade anywhere al ong the
medi a path or on the endpoints them selves. The observation is
only relevant in a unidirectional sense.

El ement Data Type: unsigned32

El ement Semantics: del taCounter

El ement Units: packets

El ement Range Begin: O

El ement Range End: OxFFFFFFFE

El ement 1d: TBDperf PacketLoss

Status: current

Use and Applications The packet loss nmetric can be used to determ ne
if there is a network inpairnent that is causing packet |oss
upstream of the neasurenent point. Wen there are observation
points on either side of the inpairnment location it is possible to
locate the inpairment. Wth the location information the operator
can is able to perform quicker fault-isolation as well as shorten

time to resol ution.

Ca

culation Method: This nmetric requires that each | P packet be

i ndividually marked with a nmonotonically increnenting sequence
nunber. A nunber of encapsul ations support this type of
sequenci ng: |1 PSec ESP [ RFC4303], GRE [ RFC2890] and RTP [ RFC3550].
An anal ysis of the sequence number field can yield the | ost nunber
of packets. In certain cases, there mght be an el ement of

di scovery and synchroni zation of the flowitself before the

measur enent can be nade. An exanple of this can be found for RTP
flows running on epheneral UDP port nunbers. In these cases,
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reporting O as packet |oss would be misleading and the val ue
OXFFFFFFFF MUST be used in cases where the packet |oss val ue
cannot be determned. |In the case of a nonitor interval where
synchroni zati on was achi eved md-interval, the | oss packet counter
MAY be used to represent the renmainder of the interval. As this
metric is a deltaCounter, the number of |oss packets only
represent the observation within the reporting interval. Due to

t he dependency on the arrival of a packet with a sequence nunber
to calculate loss, the loss calculation may be indefinitely

del ayed if no nore packets arrive at all. For the case of RTP, in
addition to the 16 bit sequence nunber field in RFC3550, there is
al so the additional 16-bit high-order sequence nunber field (for a
total of 32-bit seq number space) that is used in RFC3497

[ RFC3497]. RFC3497 traffic runs at a very high rate and the 32-
bit field allow for additional tine for wapping (21 seconds).

So, a loss span of greater than 21 seconds neasured only by the

16-bit field will lead to inaccurate reporting. |In the case of
secure RTP [ RFC3711], the relevant portion of the RTP header is in
the clear and | ost packet counting can still be perfornmed. It is

important to note that the sequence nunber space is unique per RTP
SSRC. Therefore it is inportant to track the high sequence nunber
seen on a per SSRC-5-tuple basis. There may be nmultiple SSRCs in
a single 5-tuple. Certain applications inject non-RTP traffic
into the same 5-tuple as the nedia stream RTCP packets nmay be
seen in the sane 5-tuple as the RTP stream [ RFC5761], and STUN

[ RFC5389] packets may al so be seen. The |oss detection should

i gnore these packets. There may be spans within the network where
header conpression schenes such as [ RFC2508] are used. |In cases
where the neasurenment device is termnating the conpression, and

t he measur enent inplenentation does not support cal culation of the
metric the val ue OXFFFFFFFF MUST be reported. |In other cases the
measur enent point may be at a mdpoint of the header conpression
networ k span. Depending on the mechani cs of header conpression
sequencing information may be present and it is possible to
calculate the netric. |In such cases the inplenentati on SHOULD
performthe cal culation and report the netric.

Units of Measurenment: packets

Measurment Timing To be able to calculate this netric a continuous
set of the flow s packets (as each would have an increnmenting
sequence nunber) needs to be nonitored. Therefore, per-packet
sampling would prevent this nmetric from being cal cul ated
However, there are other sanpling nethodol ogi es that mi ght be
usable. It is possible to generate sanpled netrics by sanpling
spans of continuous packets, however a portion of the span may
have to be utilized for resynchroni zati on of the sequence nunber.
Anot her form of acceptable sanpling would be at the flow | evel
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4.1.2. perfPacket Expect ed
Nane: perf Packet Expected

Description: The nunber of packets there were expected within a
nmonitoring interval

(bservation Point: The observation can be nade anywhere al ong the
medi a path or on the endpoints them selves. The observation is
only relevant in a unidirectional sense.

El ement Data Type: unsigned32

El ement Semantics: deltaCounter

El ement Units: none

El ement Range Begin: O

El ement Range End: OxFFFFFFFE

El ement 1d: TBDperf Packet Expect ed

Status: current

Use and Applications The perfPacket Expected is a md-cal cul ation
metric used in the cal cul ation of perfPacket LossRate.

Cal cul ati on Method: The subtraction of the |ast sequence nunber from
the first sequence nunber in nonitoring interval yields the
expected count. As discussed with perfPacketlLost, there mnight be
a delay due to synchronization with the flow s sequence nunbers
and in such tines the value of the netric should be set to
OXxFFFFFFFE. Care has to be taken to account for cases where the
packet’s sequence nunber field waps. For RTP, the expected count
calculation fornmula can be found in Appendi x A 3 of [RFC3550].
Refer to the perfPacketlLoss netric regardi ng considerations for
header conpression. The value OxFFFF is used to represent cases
where the netric could not be cal cul at ed.

Units of Measurenent: packets

Measurment Tinming Sane considerations as perfPacketLoss

Akht er Expires April 28, 2011 [ Page 9]



Internet-Draft I PFI X Per f Mon Cct ober 2010

4.1.3. perfPacketLossRate
Nanme: perfPacket LossRate

Description: Percentage of nunber of packets |ost out of the total
set of packets sent.

(bservation Point: The observation can be nade anywhere al ong the
medi a path or on the endpoints them selves. The observation is
only relevant in a unidirectional sense.

El ement Data Type: unsignedl6

El ement Semantics: quantity

El ement Units: none

El ement Range Begin: O

El ement Range End: OxFFFE

El ement 1d: TBDperfPacketLossRate

Status: current

Use and Applications The perfPacketlLossRate nmetric can be used to
normal i ze the perfPacketLoss nmetric to handl e cases where
different flows are running at different packet per second (PPS)
rates. Due to the nornalization, conparisons can now be nade
agai nst thresholds (for creating alerts, etc.). |In addition, the
percentage formof the netric allows for conparisons agai nst other
flows at the same observation point to determine if there is an
equal bias for drops between the flows. Oherw se, the
perf oPacket LossRate is used in sane way as perfPacket Loss.

Ca

cul ation Method: The nunber of |ost packets divided by the nunber
of expected packets in an interval period multiplied by 100. In
cases where perfPacketlLoss is unknown (for exanple due to
synchroni zati on issues), the perfPacketLossRate woul d al so be
unknown. I n such cases perfPacket LossRate MJST be set to OxFFFF
If there are nultiple flows whose loss rate is being aggregated,
then the average of the individual flows is used. Refer to the
perf Packet Loss netric regarding considerations for header
conmpression. The value OXFFFF is used to represent cases where
the metric could not be cal cul at ed.
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Units of Measurenent: percentage

Measurment Tim ng Sane notes as perfPacket LossRate
4.1.4. perfPacket LossEvent

Nane: perf Packet LossEvent

Description: The packet |oss event netric reports the nunber of
continuous sets of packets that were lost in the reporting
i nterval .

bservation Point: The observation can be made anywhere along the
medi a path or on the endpoints them selves. The observation is
only relevant in a unidirectional sense.

El ement Data Type: unsigned32

El ement Semantics: deltaCounter

El ement Units: packets

El ement Range Begin: O

El ement Range End: OxFFFFFFFE

El ement 1d: TBDperf Packet LossEvent
Status: current

Use and Applications The perfPacketlLossEvent netric can provide |oss
i nformati on for protocols that do not inplenent per packet
sequencing. Simlarly to the perfPacketlLoss netric, the packet
| oss event netric can be used to determine if there is a network
i mpairment that is causing packet |oss upstream of the neasurenent
point. In cases where both the perfPacketlLoss and
per f Packet LossEvent nmetric are available, the ratio between the
packet | oss and packet event count can provide the average | oss
Il ength. The average | oss length provides additional information
regarding the cause of the loss. For exanple, a dirty fiber
connection mght have a | ow average | oss length, while a routing
protocol convergence will have a high | oss |ength.

Ca

culation Method: This data value is a sinplified version of the
Lost Packets netric. Wereas Lost Packets counts individua
packet |l oss, the 'l oss event count’ netric counts sets of packets
that are lost. For exanple, in the case of a sequence of packets:
1,3,6,7,10 the packets marked 2,4,5,8 and 9 are lost. So, a total
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Uni

of 5 packets are lost. This same sequence translates to 3 |oss
events: (2), (4,5) and (8,9). In the case of RTP, the sequence
nunber in the RTP header can be used to identify |oss events.
Certain protocols such as TCP and UDP+MPER2-TS encapsul ation in IP
have sequencing information, but the sequence field is increnented
by individual IP packets. As a side note, in the case of UDP+
MPER- TS encapsul ati on the sinple use of RTP+MPER-TS vi a

[ RFC2250] results in the avaliability of the nore granul ar

perf Packet Loss netrics. In these cases, the perfPacketlLoss netric
cannot be cal cul ated but the perfPacket LossEvent can be cal cul ated
and can provide detection of |loss. The value OxFFFFFFFF i s used
to represent non-applicable cases such as | ack of sequence nunber
synchroni zati on. Many of the same considerations as for

perf Packet Loss apply to perfPacketlLoss event. Please refer to the
Cal cul ati on Met hod section of the perfPacketLoss.

ts of Measurenent: event counts

Measurment Tinming Please refer to the measurenment tining section of

4.1.5.

per f Packet Loss.

perf Packet I nterArrival JitterAvg

Name: perfPacketlnterArrival JitterAvg

Description: This metric neasures the absolute deviation of the

difference in packet spacing at the measurenent point conpared to
t he packet spacing at the sender

bservation Point: The observation can be made anywhere along the

nmedia path or on the receiver. The observation is only relevant
in a unidirectional sense.

El ement Data Type: unsigned32

El ement Semantics: quantity

El enent Units: microseconds

El ement Range Begin: O

El ement Range End: OxFFFFFFFE

El ement 1d: TBDperfPacketlnterArrivalJitterAvg
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Status: current

Use and Applications The inter arrival jitter data value can be used
be network operator to determine the network’s inpact to the
spacing in between a nedia streanis packets as they traverse the
network. For exanple, in the case of nedia applications, the
receiving end systemis expecting these packets to cone in at a
particul ar periodicity and | arge deviations may result in de-
jitter buffers addi ng excessive delay, or the nedia packets being
di scarded. When the data is reported fromnultiple internediate
nodes, the area of the network that is having a detrinmental
contribution can be identified. On a non-nedia application |evel
the inter arrival jitter netrics can be used for early indication
queui ng contention within the network (which could | ead to packet
| oss).

Ca

culation Method: The inter arrival jitter value nmakes use of the
associ ation of sending time with an | P packets and conpari son of
the arrival tine on the nonitoring point. 1In certain protocols, a
representation of sending tine is encoded into the header itself.
For exanple, in the case of RTP packets, the RTP header’s
tinmestanps field represents encoder clock ticks-- which are
representations of time. Simlarly, in the case of TCP options
encode absol ute tinmestanps values. For RTP the cal cul ati on net hod
can be found in Appendix A of [RFC3550]. It should be noted that
the RFC3550 calculation is on the |ast 16 packets neasured. The
nmost recent val ue cal cul ated SHOULD be reported at the end of the
monitoring interval. The range of the jitter values during the
monitoring interval can be reported using

perf PacketInterArrivalJitterMn and

perf PacketlnterArrival JitterMax. Sinilarly to the perfPacketLoss
case there may be periods of time where the jitter val ue cannot be
calculated. |In these cases, the OxFFFFFFFF val ue shoul d be used
to convey the lack of availability of the netric. As nentioned
earlier, the RTP header tinestanps is actually a ’'sanpl e-stanp’
(ie clicks) fromthe encoder’s clock. The frequency of the clock
i s dependent on the codec. Sone codecs (eg AAC-LD) support
mul ti pl e possible frequencies one of which is then selected for
the medi a-stream The mapping to clock rate can be perforned via
mappi ng fromthe static RTP payload type (RTP-PT), but newer
codecs are make use of the dynami c payl oad type range and the
RTP-PT (in the dynam c case) cannot be used to determ ne the clock
frequency. There are various nethods by which the clock frequency
(deep packet inspection of the signalling, manual configuration
etc.) can be associated to the calcul ati on nethod. The frequency
shoul d be |l ocked in the netering layer to a unique conbination of
the I P source, |P destination, |P protocol |ayer-4 ports, RTP-PT
and SSRC. By strict RFC3550 definition, the SSRCis set to a
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specific encoder clock and it is the SSRC that should be tracked
rat her than payload type. However, in recent discussions it has
been noted that there are RTP inpl ementati ons that m ght change
the encoder clock frequency while maintaining the SSRC val ue. An
encoder frequency change will be acconpanied by a different
RTP- PT.

Units of Measurenent: m croseconds

Measurment Timng Please refer to the neasurenent timng section of
per f Packet Loss.

4.1.6. perfPacketlinterArrivalJitterMn

Nane: perfPacketlnterArrivalJitterMn

Description: This metric neasures the m ni nrum val ue the cal cul ation
used for perfPacketinterArrivalJitterAvg within the nonitoring
i nterval .

(bservation Point: The observation can be nade anywhere al ong the
medi a path or on the receiver. The observation is only rel evant
in a unidirectional sense.

El ement Data Type: unsigned32

El ement Semantics: quantity

El ement Units: mcroseconds

El ement Range Begin: O

El ement Range End: OxFFFFFFFE

El ement 1d: TBDperfPacketlnterArrivalJitterMn

Status: current

Use and Applications Please refer to the 'Use and Applications’
section of perfPacketlnterArrivalJitterAvg. This specific netric,
along with perfPacketlnterArrivalJitterMax, is to capture the
range of measurenents observed within a nonitoring interval as the

average function may hide extrenes.

Ca

cul ation Method: Please see the perfPacketinterArrival JitterAvg
section for general calculation section. The average cal cul ation
is evaluated on a running basis over the |ast 16 packets and the
entire nonitoring interval is not covered. |In this nmetric, the
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m ni mum val ue is taken over the entire nmonitoring interval
Units of Measurenent: m croseconds

Measurment Timng Please refer to the neasurenent timng section of
per f Packet Loss.

.1.7. perfPacketlnterArrival JitterMx

Nane: perfPacketlnterArrival JitterMx

Description: This metric neasures the nmaxi num val ue the cal cul ation
used for perfPacketlinterArrivalJitterAvg within the nonitoring
i nterval .

(bservation Point: The observation can be nade anywhere al ong the
medi a path or on the receiver. The observation is only rel evant
in a unidirectional sense.

El ement Data Type: unsigned32

El ement Semantics: quantity

El ement Units: microseconds

El ement Range Begin: O

El ement Range End: OxFFFFFFFE

El ement 1d: TBDperf Packetl|nterArrival JitterMax

Status: current

Use and Applications Please refer to the 'Use and Applications’
section of perfPacketlnterArrivalJitterAvg. This specific netric,
along with perfPacketlnterArrivalJditterMn, is to capture the
range of measurenents observed within a nonitoring interval as the

average function may hide extrenes

Ca

cul ation Method: Please see the perfPacketlnterArrival JitterAvg
section for general calculation section. The average cal cul ation
is evaluated on a running basis over the |ast 16 packets and the
entire nmonitoring interval is not covered. |In this nmetric, the
maxi mum val ue is taken over the entire nmonitoring interval
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Units of Measurenent: m croseconds

Measurment Timng Please refer to the neasurenent timng section of
per f Packet Loss.

4.2. User and Application Layer
4.2.1. perfSessionSetupbDel ay

Nane: perf Sessi onSet upDel ay

Description: The Session Setup Delay netric reports the tinme taken
froma request being initiated by a host/endpoint to the response
(or request indicator) to the request being observed. This netric
is defined in [RFC4710], however the units have been updated to
m croseconds.

bservation Point: This metric needs to be cal cul ated where both
request and response can be observed. This could be at network
choke points, application proxies, or within the end systens
t hensel ves

El ement Data Type: unsigned32

El ement Semantics: quantity

El ement Units: nicroseconds

El ement Range Begin: O

El ement Range End: OxFFFFFFFE

El ement 1d: TBDperf Sessi onSet upDel ay

Status: current

Use and Applications The session setup delay nmetric can neasure the
end user initial wait experience as seen fromthe network
transaction level. The value will not only include the network
flight time, but also includes the server response tine and may be
used to alert the operator in cases where the overall service is
over| oaded and thus sluggish, or within normal operating val ues.

Cal cul ati on Method: Measure distance in tinme between the first bit

of request and the first bit of the response. For the case of
SI P, please see Section 4.3.1 of [I-D.ietf-pnol-sip-perf-netrics]
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4.

4.

Akht er

Units of Measurenent: m croseconds

Measurment Timng This nmeasurenent can be sanpled on a session by

3.

3.

1.

session basis. It may be advisable to set sanple targets on a per
source range - to destination basis. Due to the nature of
nmeasurenent intervals, there may be a period of tine (and thus
measur enent reports) in which the perfSessi onSetupDel ay val ue has
not been calculated. |In these cases the val ue OxFFFFFFFE MJST be
used and can be interpreted to nean not applicable. For
measurenent intervals after perfSessionSetupDel ay has been

cal cul ated and the existing cal cul ated perf Sessi onSet upDel ay val ue
SHOULD be sent if reporting only on that single session. However
if multiple sessions are sumuarized in the report then the average
for perfSessionSetupDel ay val ues cal culated in the nost recent

i nterval SHOULD be used. The intention with this behavior is to
acknow edge that the value has not bee cal cul ated, and when it has
provi de the freshest val ues avail abl e.

Cont extual El enents

medi aRTPSSRC

Name: nedi aRTPSSRC

Description: Value of the synchronization source (SSRC) field in the

RTP header of the flow This field is defined in [ RFC3550]

bservation Point: This netric can be gl eaned fromthe RTP packets

directly, so the observation point needs to on the flow path or
wi thin the endpoints.

El ement Data Type: unsigned32
El ement Semantics: identifier
El ement Units: octets

El ement Range Begin: O

El ement Range End: OxFFFFFFFE
El ement |d: TBDnedi aRTPSSRC

St at us: current
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Use and Applications The RTP SSRC val ue denotes a specific nedia
stream As such when trying to differentiate nedia stream
probl ens between session participants the SSRC field is needed.

Cal cul ati on Method: Copy from RTP header’s SSRC field as defined in
[ RFC3550]. In the case of a non-RTP flow, or the tine period in
whi ch the flow has not been verified to be a RTP fl ow the val ue
OXFFFFFFFE MUST be reported.

Units of Measurenent: identifier

Measurment Tinming It is possible that the SSRC nmay have be
renegoti ated m d-session due to collisions with other RTP senders.

4.3.2. nedi aRTPPayl oadType
Nane: nedi aRTPPayl oadType

Description: The value of the RTP Payl oad Type Field as seen in the
RTP header of the flow This field is defined in [ RFC3550]

bservation Point: This netric can be gl eaned fromthe RTP packets
directly, so the observation point needs to on the flow path or
wi thin the endpoints.

El ement Data Type: unsignedl6

El ement Semantics: identifier

El ement Units: octets

El ement Range Begin: O

El ement Range End: OxFF

El ement 1d: TBDmedi aRTPPayl oadType

Status: current

Use and Applications The RTP PT conveys the payload format and nedi a
encodi ng used in the RTP payload. For sinple cases, where the RTP
PT is fromthe statically defined range this can lead to an
under st andi ng of type of nedia codec used. Wth the know edge of
the codec being used the degree of nedia inpairnent (given |oss
values and jitter) can be estimated better. However, for nore
recent codecs, the RTP dynamc range is used. 1In these cases the

RTP payl oad values are dynanmically negotiated. |In the case of a
non-RTP flow, or the tine period in which the fl ow has not been
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verified to be a RTP flow, the value OxFFFF MJUST be report ed.

Cal cul ati on Method: Copy from RTP header’s RTP-PT field as defined
in [ RFC3550]

Units of Measurenent: identifier
Measur ment Ti ni ng
4.3.3. nedi aCodec

Name: medi aCodec

Description: The nedia codec used in the flow.

bservation Point: The ideal location of this metric is on the nedia
generators and consuners. However, given application inspection
or static configuration it is possible that internmedi ate nodes are
abl e to generate codec information.

El ement Data Type: string

El ement Semantics: identifier

El ement Units: octets

El ement 1d: TBDnedi aCodec

Status: current

Use and Applications The nedia codec val ue conveys the name of the
codec used to encode the nedia in the fl ow bei ng nonitored.
Sinply reporting loss and jitter neasurenents are useful for
detection of network problens. However, judging the degree of the
i mpact on the audi o/ vi deo experience needs additional infornation.
The nost basic information is the codec being used which when
coupled with per-codec know edge of sensitivity to the transport

metrics a better idea of the experience can be gained.

Ca

culation Method: The valid values for the medi aCodec are |isted
on the I ANA nedi a-types registry. Analysis of the RTP payl oad
type may lead to the determi nation of the nedia codec. However
with the use of the RTP dynanic payl oad type range the nedia
information is not encoded into the data packet. For these cases,
i ntermedi ate nodes nmay need to performinspection of the
signalling (SIP, H 323, RTSP, etc.). 1In cases where the

nmedi aCodec cannot be determined, the value ’'unknown’ MJST be used.
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Units of Measurenment: identifier

Measur ment Ti ni ng

5. Security Considerations

The recommrendations in this docunent do not introduce any additional
security issues to those already nmentioned in [RFC5101] and [ RFC5477]

6. | ANA Consi derati ons

Thi s docunment requires an el enents assignnment to be made by | ANA
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