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Abstract

Thi s docunent describes a filesystem federation protocol that enables
file access and nanespace traversal across collections of

i ndependent!|y adninistered fileservers. The protocol specifies a set
of interfaces by which fileservers with different administrators can
forma fileserver federation that provides a namespace conposed of
the filesystens physically hosted on and exported by the constituent
fil eservers.
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1. Introduction

A federated fil esystemenables file access and nanespace traversal in
a uniform secure and consi stent nmanner across multiple independent
fileservers within an enterprise or across nultiple enterprises.

Thi s docunent specifies a set of protocols that allow fil eservers
possibly fromdifferent vendors and with different administrators, to
cooperatively forma federation containing one or nore federated
filesystens. Each federated filesystenis nanespace i s conposed of
the filesystens physically hosted on and exported by the federation's
fileservers. A federation conprises a commbn nanespace across al

its fileservers. A federation can project nultiple nanespaces and
enable clients to traverse each one. A federation can contain an
arbitrary nunber of nanespace repositories, each belonging to a
different adnmnistrative entity, and each rendering a part of the
nanespace. A federation mght also have an arbitrary nunber of

admi nistrative entities responsible for adm nistering disjoint
subsets of the fileservers

Traditionally, building a namespace that spans nultiple fileservers
has been difficult for two reasons. First, the fileservers that
export pieces of the nanespace are often not in the sanme

adm ni strative domain. Second, there is no standard mechani sm for
the fileservers to cooperatively present the nanespace. Fileservers
may provide proprietary managenent tools and in sonme cases an

adm nistrator nmay be able to use the proprietary tools to build a
shared nanespace out of the exported filesystens. However, relying
on vendor-specific proprietary tools does not work in |arger
enterprises or when collaborating across enterprises because the
fileservers are likely to be frommnultiple vendors or use different
software versions, each with their own nanmespace protocols, with no
common nmechani smto manage the namespace or exchange nanespace

i nformation.

The federated fil esystem protocols in this docunent define howto
construct a nanespace accessible by an NFSv4.0 [3530bis], NFSv4.1

[ RFC5661] or newer client and have been designed to accommopdate ot her
file access protocols in the future.

The requirenents for federated fil esystens are described in

[ RFC5716]. A protocol for administering a fileserver’s namespace is
described in [ FEDFS-ADM N]. The nechani sm for discovering the root
of a federated nanespace is described in [ RFC6641].

In the rest of the docunent, the termfil eserver denotes a fil eserver
that is part of a federation
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2. Overview of Features and Concepts
2.1. File-access Protoco

A file-access protocol is a network protocol for accessing data. The
NFSv4. 0 protocol [3530bis] is an exanple of a file-access protocol

2. 2. Fil e-access dient

Fil e-access clients are standard off-the-shelf network attached
storage (NAS) clients that comunicate with fileservers using a
standard fil e-access protocol

2.3. Fi |l eserver

Fil eservers are servers that store physical fileset data, or refer
file-access clients to other fileservers. A fileserver provides
access to its shared filesystemdata via a file-access protocol. A
fileserver may be inplenented in a nunber of different ways,
including a single system a cluster of systens, or sone other

confi guration.

2.4. Referra

Areferral is a mechanismby which a fileserver redirects a file-
access client to a different fileserver or export. The exact
information contained in a referral varies fromone fil e-access
protocol to another. The NFSv4.0 protocol, for exanple, defines the
fs locations attribute for returning referral information to NFSv4.0
clients. The NFSv4.1 protocol introduces the fs_|locations_info
attribute that can return richer referral information to its clients.
NFSv4.1 fileservers may use either attribute during a referral. Both
attributes are defined in [ RFC5661].

2.5. Nanespace

The goal of a unified nanespace is to make all managed data avail abl e
to any file-access client via the same path in a common fil esystem
nanespace. This should be achieved with m nimal or zero
configuration on file-access clients. |n particular, updates to the
common nanespace should not require configuration changes to any
file-access client.

Filesets, which are the unit of data managenent, are a set of files
and directories. Fromthe perspective of file-access clients, the
common nanespace is constructed by nounting filesets that are
physically located on different fil eservers. The nanespace, which is
defined in terns of fileset nanes and |locations, is stored in a set
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of namespace repositories, each managed by an administrative entity.

The nanespace schema defines the nodel used for popul ating,

nmodi fyi ng, and querying the nanespace repositories. It is not
required by the federation that the nanespace be common across al
fileservers. 1t should be possible to have several independently

r oot ed nanespaces
2.6. Fil eset

A fileset is loosely defined as a set of files and the directory tree
that contains them The fileset abstraction is the basic unit of
data managenent. Depending on the configuration, a fileset may be
anything froman individual directory of an exported filesystemto an
entire exported filesystemon a fil eserver

2.7. Fileset Name (FSN)

A fileset is uniquely represented by its fileset name (FSN). An FSN
i s considered unique across a federation. After an FSN is created,
it is associated with one or nore fileset |ocations (FSLs) on one or
nore fileservers

An FSN consi sts of:

NsdbName: the network |ocation of the Nanespace Database (NSDB)
node that contains authoritative information for this FSN

FsnUuid: a UU D (universally unique identifier), confornmng to
[ RFC4122], that is used to uniquely identify an FSN

FsnTTL: the tinme-to-live of the FSN's FSL information, in
seconds. Fileservers MJUST NOT use cached FSL records after the
parent FSN' s FsnTTL has expired. An FsnTTL val ue of zero
indicates that fileservers MJST NOT cache the results of
resolving this FSN

The NsdbNane is not physically stored as an attribute of the record.
The NsdbNane is obvious to any client that accesses an NSDB, and is
i ndeed authenticated in cases where TLS security is in effect.

The FsnUuid and NsdbName val ues never change during an FSN s
lifetime. However, an FSN' s FSL information can change over tine,
and is typically cached on fileservers for performance. More detai
on FSL caching is provided in Section 2.8.3.

An FSN record nmay al so contain:
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Annot ati ons: nane/value pairs that can be interpreted by a
fileserver. The semantics of this field are not defined by
this docunment. These tuples are intended to be used by higher-
| evel protocols.

Descriptions: text descriptions. The semantics of this field are
not defined by this docunent.

2.8. Fileset Location (FSL)

An FSL describes one physical |ocation where a conpl ete copy of the
fileset’'s data resides. An FSL contains generic and type specific

i nformation which together describe howto access the fileset data at
this location. An FSL's attributes can be used by a fileserver to
deci de which locations it will return to a file-access client.

An FSL consists of:

FslUuid: a UUD, confornming to [ RFC4122], that is used to
uni quely identify an FSL.

FsnUuid: the UU D of the FSL's FSN

NsdbNane: the network | ocation of the NSDB node that contains
authoritative information for this FSL.

The NsdbNanme is not stored as an attribute of an FSL record for the
sane reason it is not stored in FSN records.

An FSL record nmay al so contain:

Annot ati ons: nane/value pairs that can be interpreted by a
fileserver. The semantics of this field are not defined by
this docunment. These tuples are intended to be used by higher-
| evel protocols.

Descriptions: text descriptions. The semantics of this field are
not defined by this docunent.

In addition to the attri butes defined above, an FSL record contains
attributes that allow a fileserver to construct referrals. For each
file-access protocol, a corresponding FSL record subtype is defined.

Thi s docunent defines an FSL subtype for NFS. An NFS FSL contains
information suitable for use in one of the NFSv4 referral attributes
(e.g., fs_locations or fs_|ocations_info, described in [ RFC5661]).
Section 4.2.2.4 describes the contents of an NFS FSL record.
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A fileset also may be accessible by file-access protocols other than
NFS. The contents and format of such FSL subtypes are not defined in
this docunent.

2.8.1. The NFS URl schene

To capture the location of an NFSv4 fileset, we extend the NFS URL
schene specified in [ RFC2224]. This extension follows rules for
defining Uniform Resource ldentifier schemes (see [RFC3986]). In the
following text, we refer to this extended NFS URL schene as an NFS
URI .

An NFS URI MUST contain both an authority and a path conponent. It
MUST NOT contain a query component or a fragnent conponent. Use of
the famliar "nfs" schenme nane is retained.

2.8.1.1. The NFS URI authority conponent

The rules for encoding the authority conponent of a generic URl are
specified in section 3.2 of [RFC3986]. The authority conponent of an
NFS URI MUST contain the host subconmponent. For globally-scoped NFS
URI's, a hostnanme used in such URIs SHOULD be a fully qualified domain
nane. See section 3.2.2 of [RFC3986] for rules on encodi ng non- ASCl |
characters in hostnanes.

An NFS URI MAY contain a port subconponent as described in section
3.2.3 of [RFC3986]. |If this subconponent is mssing, a port val ue of
2049 is assuned, as specified in [3530bis], Section 3.1

2.8.1.2. The NFS URI path conponent

The rules for encoding the path conponent of a generic URl are
specified in section 3.3 of [RFC3986].

According to sections 5 and 6 of [RFC2224], NFS URLs specify a

pat hname relative to an NFS fileserver’s "public filehandle."
However, NFSv4 fileservers do not expose a "public filehandle."

I nst ead, NFSv4 pat hnanes contained in an NFS URl are eval uated
relative to the pseudoroot of the fileserver identified in the URI’'s
aut hority conponent.

Each conponent of an NFSv4 pathnane is represented as a conponent4
string (see Section 3.2, "Basic Data Types" of [RFC5661]). The
component 4 el enents of an NFSv4 pathnane are encoded as path segnents
in an NFS URI. NFSv4 pat hnanes MJST be expressed in an NFS URI as an
absolute path. An NFS URlI path conponent MJUST NOT be enpty. The NFS
URI path conponent starts with a slash ("/") character, followed by
one or nore path segments which each start with a slash ("/")
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character [RFC3986].

Therefore, a double slash always follows the authority conponent of
an NFS URI. For exanple, the NFSv4 pathnane "/" is represented by
two slash ("/") characters following an NFS URI's authority
conponent .

The conponent4 el ements of an NFSv4 pat hnane MUST be prepared using
the conponent4 rul es defined in Chapter 12 "Internationalization" of
[ 3530bis] prior to encoding the path conponent of an NFS URI. As
specified in [ RFC3986], any non-ASCI| characters and any URI-reserved
characters, such as the slash ("/") character, contained in a
component 4 el enent MUST be represented by URI percent encoding.

2.8.1.3. Encoding an NFS location in an FSL

The pat h conponent of an NFS URI encodes the "rootpath" field of the
NFSv4 fs | ocationd4 data type or the "fli_rootpath" of the NFSv4
fs locations_itemd data type (see [ RFC5661]).

Inits "server"” field, the NFSv4 fs_|ocation4 data type contains a
list of universal addresses and DNS | abels. Each nmay optionally
include a port nunber. The exact encoding requirenents for this
information is found in Section 12.6 of [3530bis]. The NFSv4

fs locations_itemt data type encodes the sanme data in its
"fli_entries" field (see [RFC5661]). This information is encoded in
the authority conponent of an NFS URI.

The "server" and "fli_entries" fields can encode nultiple server

host nanes that share the same pathnane. An NFS URI, and hence an FSL
record, represents only a single hostname and pat hnanme pair. An NFS
fileserver MUST NOT conbine a set of FSL records into a single

fs locationd or fs_ locations_ item} unless each FSL record in the set
contains the same rootpath value and extended fil esysteminformation

2.8.2. Mitual Consistency across Fileset Locations

Al'l of the FSLs that have the sane FSN (and thereby reference the
same fileset) are equivalent fromthe point of view of access by a
file-access client. Different fileset locations for an FSN represent
the sane data, though potentially at different points in tine.

Fil eset l|ocations are equivalent but not identical. Locations may
either be read-only or read-wite. Typically, multiple read-wite

| ocations are backed by a clustered fil esystemwhile read-only

| ocations are replicas created by a federation-initiated or externa
replication operation. Read-only |ocations nmay represent consistent
point-in-tinme copies of a read-wite location. The federation
protocol s, however, cannot prevent subsequent changes to a read-only
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| ocation nor guarantee point-in-time consistency of a read-only
location if the read-wite |location is changing.

Regardl ess of the type, one file-access client may be referred to a
| ocation described by one FSL while another client chooses to use a
| ocation described by another FSL. Since updates to each fil eset

| ocation are not controlled by the federation protocol, it is the
responsibility of adm nistrators to guarantee the functiona
equi val ence of the data.

The federation protocols do not guarantee that different fileset

| ocations are mutually consistent in terms of the currency of their
data. However, they provide a nmeans to publish currency information
so that all fileservers in a federation can convey the same
information to file-access clients during referrals. dients use
this information to ensure they do not revert to an out-of-date
version of a fileset’s data when swi tching between fileset |ocations.
NFSv4. 1 provi des gui dance on how replication can be handled in such a
manner. |In particular see Section 11.7 of [RFC5661].

2.8.3. Caching of Fileset Locations

To resolve an FSN to a set of FSL records, a fileserver queries the
NSDB node naned in the FSN for FSL records associated with this FSN
The parent FSN' s FsnTTL attribute (see Section 2.7) specifies the
period of tinme during which a fileserver nmay cache these FSL records.

The conbinati on of FSL caching and FSL migration presents a

chal  enge. For exanple, suppose there are three fileservers naned A
B, and C. Suppose further that fileserver A contains a junction J to
fileset X stored on fileserver B (see Section 2.10 for a description
of junctions).

Now suppose that fileset Xis mgrated fromfileserver B to
fileserver C, and the corresponding FSL information for fileset X in
the authoritative NSDB is updated.

If fileserver A has cached FSLs for fileset X, a file-access client
traversing junction J on fileserver Awll be referred to fil eserver
B, even though fileset X has mgrated to fileserver C. If fileserver
A had not cached the FSL records, it would have queried the NSDB and
obtai ned the correct location of fileset X

Typically, the process of fileset mgration | eaves a redirection on
the source fileserver in place of a migrated fileset (w thout such a
redirection, file-access clients would find an enpty space where the
mgrated fileset was, which defeats the purpose of a managed
nigration).
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This redirection mght be a new junction that targets the sane FSN as
other junctions referring to the mgrated fileset, or it mght be
some other kind of directive, depending on the fileserver

i npl ementation, that sinply refers file-access clients to the new

| ocation of the migrated fileset.

Back to our exanple. Suppose, as part of the migration process, a
junction replaces fileset X on fileserver B. Later, either:

0 New file-access clients are referred to fileserver B by stale FSL
i nformati on cached on fileserver A or

0 File-access clients continue to access fileserver B because they
cache stale location data for fileset X

In either case, thanks to the redirection, file-access clients are
informed by fileserver B that fileset X has noved to fileserver C

Such redirecting junctions (here, on fileserver B) would not be
required to be in place forever. They need to stay in place at |east
until FSL entries cached on fileservers and | ocations cached on file-
access clients for the target fileset are invalidated.

The FsnTTL field in the FSL's parent FSN (see Section 2.7) specifies
an upper bound for the lifetime of cached FSL information, and thus
can act as a lower bound for the lifetime of redirecting junctions.

For exanpl e, suppose the FsnTTL field contains the value 3600 seconds
(one hour). In such a case, adninistrators SHOULD keep the
redirection in place for at |east one hour after a fileset mgration
has taken place, because a referring fil eserver m ght cache the FSL
data during that tine before refreshing it.

To get file-access clients to access the destination fil eserver nore
qui ckly, adm nistrators SHOULD set the FsnTTL field of the m grated

fileset to a | ow nunber or zero before migration begins. It can be

reset to a nore reasonable nunber at a |ater point.

Note that some file-access protocols do not comrunicate |ocation
cache expiry information to file-access clients. |n sone cases it
may be difficult to determine an appropriate lifetine for redirecting
junctions because file-access clients nmay cache location infornmation
indefinitely.

2.8.4. Generating A Referral fromFileset Locations

After resolving an FSN to a set of FSL records, the fileserver
generates a referral to redirect a file-access client to one or nore
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of the FSN's FSLs. The fileserver converts the FSL records to a
referral format understood by a particular file-access client, such
as an NFSv4 fs locations or fs_ locations_info attribute.

To give file-access clients as many options as possible, the
fileserver SHOULD i ncl ude the maxi num possi bl e nunmber of FSL records
inareferral. However, the fileserver MAY onit sone of the FSL
records fromthe referral. For exanple, the fileserver mght omt an
FSL record because of limtations in the file access protocol’s
referral format.

For a given FSL record, the fileserver MAY convert or reduce the FSL
record’ s contents in a nanner appropriate to the referral fornmat.

For exanple, an NFS FSL record contains all the data necessary to
construct an fs_locations_info attribute, but an fs_|ocations_info
attribute contains several pieces of information that are not found
in the sinpler fs locations attribute. A fileserver constructs
entries in an fs_locations attribute using the relevant contents of
an NFS FSL record.

Whenever the fileserver converts or reduces FSL data, the fil eserver
SHOULD attenpt to maintain the original nmeani ng where possible. For
exanple, an NFS FSL record contains the rank and order information
that is included in an fs locations_info attribute (see NFSv4.1's
FSLI 4BX READRANK, FSLI4BX READORDER, FSLI4BX WRI TERANK, and

FSLI 4BX WRI TEORDER). While this rank and order information is not
explicitly expressible in an fs_locations attribute, the fileserver
can arrange the fs locations attribute’s locations |ist based on the
rank and order val ues.

Anot her exanple: A single NFS FSL record contains the hostnane of one
fileserver. A single fs_locations attribute can contain a |list of
fileserver nanes. An NFS fileserver MAY combine two or nmore FSL
records into a single entry in an fs_locations or fs locations_info
array only if each FSL record contains the sane pat hname and extended
filesysteminformation.

Refer to the NFSv4.1 protocol specification [ RFC5661], sections 11.9
and 11.10, for further details.

2.9. Namespace Dat abase (NSDB)
The NSDB service is a federation-w de service that provides
interfaces to define, update, and query FSN information, FSL

i nformation, and FSN to FSL mappi ng information

An individual repository of namespace information is called an NSDB
node. The difference between the NSDB service and an NSDB node is
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anal ogous to that between the DNS service and a particul ar DNS
server.

Each NSDB node is nmanaged by a single adnministrative entity. A
single adm nistrative entity can nmanage nultipl e NSDB nodes.

Each NSDB node stores the definition of the FSNs for which it is

authoritative. It also stores the definitions of the FSLs associ at ed
with those FSNs. An NSDB node is authoritative for the fil esets that
it defines.

An NSDB MAY be replicated throughout the federation. |f an NSDB is
replicated, the NSDB MJST exhibit | oose, convergi ng consistency as
defined in [ RFC3254]. The nechanism by which this is achieved is
out side the scope of this docunent. Many LDAP inpl enmentations
support replication. These features MAY be used to replicate the
NSDB

2.9.1. NSDB dient

Each NSDB node supports an LDAP [ RFC4510] interface. An NSDB client
is software that uses the LDAP protocol to access or update nanespace
informati on stored on an NSDB node. Details of these transactions
are discussed in Section 4.

A domain’s administrative entity uses NSDB client software to nmanage
information stored on NSDB nodes.

Fil eservers act as an NSDB client when contacting a particul ar NSDB
node to resolve an FSN to a set of FSL records. The resulting
location information is then transferred to file-access clients via
referrals. Therefore file-access clients never have need to access
NSDBs directly.

2.10. Junctions and Referrals

A junction is a point in a particular fileset nanespace where a
specific target fileset may be attached. |If a file-access client
traverses the path leading fromthe root of a federated nanespace to
the junction referring to a target fileset, it should be able to
mount and access the data in that target fileset (assum ng
appropriate perm ssions). In other words, a junction can be vi ewed
as a reference froma directory in one fileset to the root of the
target fil eset.

A junction can be inplenented as a special nmarker on a directory, or

by sonme other nmechanismin the fileserver’'s underlying filesystem
What data is used by the fileserver to represent junctions is not
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defined by this docunent. The essential property is that given a
junction, a fileserver nust be able to find the FSN for the target
fileset.

When a file-access client reaches a junction, the fileserver refers
the client to a list of FSLs associated with the FSN targeted by the
junction. The client can then nount one of the associated FSLs.

The federation protocols do not limt where and how many tinmes a
fileset is nounted in the nanespace. Filesets can be nested; a
fileset can be nmounted under another fileset.

2.11. Unified Nanespace and the Root Fil eset

The root fileset, when defined, is the top-level fileset of the
federati on-w de nanespace. The root of the unified nanespace is the
top level directory of this fileset. A set of designated fil eservers
in the federation can export the root fileset to render the
federation-wi de unified nanespace. Wen a file-access client nmounts
the root fileset fromany of these designated fileservers it can view
a conmon federation-w de nanespace

2.12. UU D Considerations

To ensure FSN and FSL records are uni que across a domai n, FedFS
enpl oys UU Ds conforming to [ RFC4122] to formthe distingui shed nanes
of LDAP records containing FedFS data (see Section 4.2.2.2).

Because junctions store a tuple containing an FSN UUI D and the nane
and port of an NSDB node, an FSN UUI D nust be unique only on a single
NSDB node. An FSN UUI D collision can be detected i medi ately when an
adm nistrator attenpts to publish an FSN or FSL by storing it under a
specific NSDB Container Entry (NCE) on an authoritative NSDB host.

Not e that one NSDB node nmay store nultiple NCEs, each under a

di fferent nami ngContext. |If an NSDB node nust contain nore than one
NCE, the federation's adnmin entity SHOULD provide a robust method for
preventing FSN UUI D col Iisions between FSNs that reside on the same
NSDB node but under different NCEs.

Because FSLs are children of FSNs, FSL UU Ds nust be unique for just
a single FSN. As with FSNs, as soon as an FSL is published, its
uni queness i s guarant eed.

A fil eserver perforns the operations described in Section 5.2 as an
unaut henti cated user. Thus distingui shed names of FSN and FSL
records, as well as the FSN and FSL records thensel ves, are required
to be readabl e by anyone who can bi nd anonynously to an NSDB node.
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Therefore FSN and FSL UUI Ds shoul d be considered public information.

Version 1 UU Ds contain a host’s MAC address and a tine stanmp in the
clear. This gives provenance to each UUI D, but attackers can use
such details to guess information about the host where the UUI D was
generated. Security-sensitive installations should be aware that on
external ly-facing NSDBs, UU Ds can reveal information about the hosts
where they are generated.

In addition, version 1 UU Ds depend on the notion that a hardware MAC
address is unique across nachines. As virtual nachines do not depend
on uni que physical MAC addresses and in any event an admi nistrator
can nodi fy the physical MAC address, version 1 UU Ds are no | onger
consi dered sufficient.

To mininize the probability of UU Ds colliding, a consistent
procedure for generating UU Ds should be used throughout a
federation. Wthin a federation, UU Ds SHOULD be generated using the
procedure described for version 4 of the UUID variant specified in

[ RFC4122] .

3. Exampl es

In this section we provide exanples and di scussion of the basic
operations facilitated by the federated fil esystem protocol: creating
a fileset, adding a replica of a fileset, resolving a junction, and
creating a junction.

3.1. Creating a Fileset and its FSL(s)

A fileset is the abstraction of a set of files and the directory tree
that contains them The fileset abstraction is the fundanental unit
of data managenent in the federation. This abstraction is

i mpl emented by an actual directory tree whose root location is
specified by a fileset location (FSL).

In this section, we describe the basic requirenments for starting with
a directory tree and creating a fileset that can be used in the
federation protocols. Note that we do not assune that the process of
creating a fileset requires any transformation of the files or the
directory hierarchy. The only thing that is required by this process
is assigning the fileset a fileset name (FSN) and expressing the

| ocation of the inplementation of the fileset as an FSL.

There are many possible variations to this procedure, dependi ng on

how the FSN that binds the FSL is created, and whether other replicas
of the fileset exist, are known to the federation, and need to be
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3.

3.

3.

bound to the sane FSN.

It is easiest to describe this in terns of howto create the initia
i mpl ementation of the fileset, and then describe how to add replicas.

1.1. Creating a Fileset and an FSN

1. Choose the NSDB node that will keep track of the FSL(s) and
related information for the fileset.

2. Create an FSN in the NSDB node

The FSN UUID is chosen by the adninistrator or generated
automatically by adm nistration software. The former case is
used if the fileset is being restored, perhaps as part of

di saster recovery, and the adm nistrator wi shes to specify the
FSN UUID in order to permt existing junctions that reference
that FSN to work again.

At this point, the FSN exists, but its fileset |locations are
unspeci fi ed.

3. For the FSN created above, create an FSL in the NSDB node t hat
descri bes the physical |ocation of the fileset data.

1.2. Adding a Replica of a Fileset

Adding a replica is straightforward: the NSDB node and the FSN are
al ready known. The only remaining step is to add another FSL.

Note that the federation protocols provide only the nechanisns to
regi ster and unregister replicas of a fileset. Fileserver-to-
fileserver replication protocols are not defined.

2. Junction Resolution

A fileset may contain references to other filesets. These references
are represented by junctions. |If a file-access client requests
access to a fileset object that is a junction, the fil eserver

resol ves the junction to discover one or nore FSLs that inplenent the
referenced fil eset.

There are many possible variations to this procedure, dependi ng on
how the junctions are represented by the fileserver and how the
fileserver performs junction resolution

Step 4 is the only step that interacts directly with the federation
protocols. The rest of the steps may use platformspecific

Lentini, et al. Expi res June 15, 2013 [ Page 17]



Internet-Draft NSDB Protocol for Federated Fil esystens Decenber 2012

i nterfaces.

1. The fileserver deternmines that the object being accessed is a
junction.

2. The fileserver does a local |lookup to find the FSN of the target
fileset.

3. Using the FSN, the fileserver finds the NSDB node responsible for
the target FSN

4. The fileserver contacts that NSDB node and asks for the set of
FSLs that inplenent the target FSN. The NSDB node responds with
a (possibly enpty) set of FSLs.

5. The fileserver converts one or nore of the FSLs to the | ocation
type used by the file-access client (e.g., an NFSv4 fs | ocations
attribute as described in [ RFC5661]).

6. The fileserver redirects (in whatever manner is appropriate for
the client) the client to the | ocation(s).

3.3. Exanple Use Cases for Fileset Annotations

Fil eset annotations can convey additional attributes of a fileset.

For exanple, fileset annotations can be used to define rel ationships
between filesets that can be used by an auxiliary replication
protocol. Consider the scenario where a fileset is created and
mount ed at some point in the namespace. A snapshot of the read-wite
FSL of that fileset is taken periodically at different frequencies
(say, a daily or weekly snapshot). The different snapshots are
mounted at different |ocations in the nanmespace

The daily snapshots are considered as different filesets fromthe
weekly ones, but both are related to the source fileset. W can
define an annotation |abeling the filesets as source and replica.

The replication protocol can use this information to copy data from
one or nmore FSLs of the source fileset to all the FSLs of the replica
fileset. The replica filesets are read-only while the source fileset
is read-wite.

This follows the traditional Andrew File System (AFS) nodel of
mounting the read-only volume at a path in the nanespace different
fromthat of the read-wite volune [AFS].

The federation protocol does not control or manage the relationship

anong filesets. It nmerely enables annotating the filesets with user-
defined rel ati onshi ps.
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Anot her potential use for annotations is recording references to an
FSN. A single annotation containing the nunber of references could
be defined; or nultiple annotations, one per reference, could be used
to store detailed information on the |ocation of each reference.

As with the replication annotati on described above, the maintenance
of reference information would not be controlled by the federation

protocol. The information would nost |ikely be non-authoritative
because the ability to create a junction does not require the
authority to update the FSN record. In any event, such annotations

could be useful to administrators for determining if an FSN is
referenced by a junction

4. NSDB Configuration and Schema

This section describes how an NSDB i s constructed using an LDAP
Version 3 [ RFC4510] Directory. Section 4.1 describes the basic
properties of the LDAP configuration that MJST be used in order to
ensure conpatibility between different inplementations. Section 4.2
defines the new LDAP attribute types, the new object types, and
speci fies how the distingui shed nane (DN) of each object instance
MUST be construct ed.

4.1. LDAP Configuration

An NSDB is constructed using an LDAP Directory. This LDAP Directory

MAY have mul tiple nami ng contexts. The LDAP Directory’'s DSA-specific
entry (its rootDSE) has a multi-val ued nam ngContext attribute. Each
val ue of the naningContext attribute is the DN of a naming context’s

root entry (see [RFC4512]).

For each naming context that contains federation entries (e.g., FSNs
and FSLs):

1. There MUST be an LDAP entry that is superior to all of the nam ng
context’s federation entries in the Directory Information Tree
(DIT). This entry is terned the NSDB Container Entry (NCE). The
NCE' s children are FSNs. An FSN s children are FSLs.

2. The naning context’s root entry MJST include the
f edf sNsdbCont ai nerI nfo (defined bel ow) as one of its object
cl asses. The fedfsNsdbContainerinfo's fedfsNceDN attribute is
used to | ocate the nam ng context’s NCE

If a naming context does not contain federation entries, it will not

contain an NCE and its root entry will not include a
f edf sNsdbCont ai nerI nfo as one of its object classes.
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A fedf sNsdbCont ai nerinfo’s fedfsNceDN attri bute contains the
Di stingui shed Nane (DN) of the NSDB Container Entry residi ng under
this nam ng context. The fedfsNceDN attribute MJST NOT be enpty.

For exanple, an LDAP directory m ght have the follow ng entries:

-+ [root DSE]

| nam ngContext: o=fedfs
nam ngCont ext: dc=exanpl e, dc=com
nam ngCont ext: ou=system

---- [o=fedfs]
f edf sNceDN: o=fedfs

---- [dc=exanpl e, dc=coni
f edf sNceDN: ou=f edfs, ou=corp-it, dc=exanpl e, dc=com

I
I
I
I
+
I
I
I
+
I
I
I
+

---- [ou=systeni

In this case, the o=fedfs nam ngContext has an NSDB Contai ner Entry
at o=fedfs, the dc=exanpl e, dc=com nam ngCont ext has an NSDB Cont ai ner
Entry at ou=fedfs, ou=corp-it,dc=exanpl e, dc=com and the ou=system
nam ngCont ext has no NSDB Cont ai ner Entry.

The NSDB SHOULD be configured with one or nore privileged LDAP users.
These users are able to nodify the contents of the LDAP database. An
adm nistrator that perforns the operations described in Section 5.1
SHOULD aut henticate using the DN of a privileged LDAP user

It MJUST be possible for an unprivil eged (unauthenticated) user to
perform LDAP queries that access the NSDB data. A fileserver
perforns the operations described in Section 5.2 as an unprivil eged

user.
Al'l i nplementations SHOULD use the sane schema. At mni mum each
MJUST use a schema that includes all objects named in the follow ng
sections, with all associated attributes. |If it is necessary for an

i npl ementation to extend the schena defined here, consider using one
of the followi ng ways to extend the schema:

o Define a fedfsAnnotation key and val ues (see Section 4.2.1.6).
Regi ster the new key and values with | ANA (see Section 7.1).

o Define additional attribute types and object classes, then have
entries inherit froma class defined in this docunment and fromthe
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i mpl emrent ati on- defi ned ones.

G ven the above configuration guidelines, an NSDB SHOULD be
constructed using a dedicated LDAP server. |f LDAP directories are
needed for other purposes, such as to store user account infornation,
use of a separate LDAP server for those is RECOMMENDED. By using an
LDAP server dedicated to storing NSDB records, there is no need to

di sturb the configuration of any other LDAP directories that store
informati on unrel ated to an NSDB

4.2. LDAP Schena

The schenma definitions provided in this document use the LDAP schena
syntax defined in [RFC4512]. The definitions are formatted to all ow
the reader to easily extract themfromthe docunment. The reader can
use the following shell script to extract the definitions:

<CCODE BEG NS>

#!'/ bi n/ sh
grep "N *//]" | sed 's?™ *[[/] ??° | sed 's? *[]]$??
<CODE ENDS>

If the above script is stored in a file called "extract.sh”, and this
docunent is in a file called "spec.txt", then the reader can do:
<CCDE BEG NS>
sh extract.sh < spec.txt > fedfs.schem
<CODE ENDS>
The effect of the script is to renove | eading white space from each
line, plus a sentinel sequence of "///".

Code conponents extracted fromthis docunment nust include the
followi ng license

<CODE BEG NS>
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Il #
/1l # Copyright (c) 2010-2012 | ETF Trust and the persons identified
/1l # as authors of the code. All rights reserved.
111 #
/1l # The authors of the code are the authors of
I1] # [draft-ietf-nfsv4-federated-fs-protocol-xx.txt]: J. Lentini,
/1l # C. Everhart, D. Ellard, R Tewari, and M Nai k.
111 #
/1l # Redistribution and use in source and binary forns, with
[1] # or without nodification, are permtted provided that the
/1l # followi ng conditions are net:
Il #
/1l # - Redistributions of source code nust retain the above
1l # copyright notice, this list of conditions and the
{11 # follow ng disclainer.
111 #
/1l # - Redistributions in binary form nust reproduce the above
/1l # copyright notice, this list of conditions and the
/1l # follow ng disclainmer in the docunentati on and/or other
1l # materials provided with the distribution.
111 #
/1l # - Neither the name of Internet Society, |ETF or |ETF
/1l # Trust, nor the names of specific contributors, may be
11 # used to endorse or pronote products derived fromthis
11 # software without specific prior witten pernission.
111 #
/1]l # TH S SOFTWARE | S PROVI DED BY THE COPYRI GHT HOLDERS
/11 # AND CONTRI BUTORS "AS |I'S" AND ANY EXPRESS OR | MPLI ED
/11 # WARRANTI ES, | NCLUDING BUT NOT LIMTED TO, THE
11 # | MPLI ED WARRANTI ES OF MERCHANTABI LI TY AND FI TNESS
/11 # FOR A PARTI CULAR PURPCSE ARE DI SCLAI MED. | N NO
/1l # EVENT SHALL THE COPYRI GHT OWNER OR CONTRI BUTCRS BE
/11 # LI ABLE FOR ANY DI RECT, | NDI RECT, | NClI DENTAL, SPECI AL,
/11 # EXEMPLARY, OR CONSEQUENTI AL DAMAGES (| NCLUDI NG, BUT
/11 # NOT LIMTED TO, PROCUREMENT OF SUBSTI TUTE GOODS OR
/11 # SERVICES; LOSS OF USE, DATA, OR PRCFITS; OR BUSI NESS
/11 # | NTERRUPTI ON) HOWNEVER CAUSED AND ON ANY THECRY OF
/11 # LIABILITY, WHETHER | N CONTRACT, STRICT LI ABILITY,
/1] # OR TORT (I NCLUDI NG NEGLI GENCE OR OTHERW SE) ARI SI NG
[ # |IN ANY WAY QUT OF THE USE OF THI S SOFTWARE, EVEN | F
/1l # ADVI SED OF THE POSSI BI LI TY OF SUCH DAMAGE.
Il #

<CODE ENDS>

Lentini, et al. Expi res June 15, 2013 [ Page 22]



Internet-Draft NSDB Protocol for Federated Fil esystens Decenber 2012

4. 2.

LDAP Attri butes

The follow ng definitions are used bel ow

(0]

(0]

(0]

(0]

The "nane" attribute described in [ RFC4519].

The Integer syntax (1.3.6.1.4.1. 1466.115.121.1.27) described in
[ RFC4517] .

The "integerMatch" rule described in [ RFC4517].

The Cctet String syntax (1.3.6.1.4.1.1466. 115. 121. 1. 40) descri bed
in [ RFC4517] .

The "octet StringMatch” rul e described in [ RFC4517].

The Bool ean syntax (1.3.6.1.4.1.1466.115.121.1.7) described in
[ RFC4517] .

The "bool eanMat ch" rul e described in [ RFC4517].
The "di stingui shedNaneMat ch" rul e described in [ RFC4517].

The DN syntax (1.3.6.1.4.1.1466.115.121.1.12) described in
[ RFC4517] .

The "l abel edURI" attribute described in [ RFC2079].
The UUID syntax (1.3.6.1.1.16.1) described in [ RFC4530].
The Uui dMatch rul e described in [ RFC4530].

The Uui dOrderingMatch rul e described in [ RFC4530].

4,.2.1.1. fedfsUuid

A fedfsuid is the base type for all of the universally unique
identifiers (UUI Ds) used by the federated fil esystem protocols.

The fedfsUuid type is based on rules and syntax defined in [ RFC4530].

A fedfsUuid is a single-valued LDAP attribute.

<CODE BEG NS>
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11
/1] attributetype (
11 1.3.6.1.4.1.31103. 1.1 NAME ' fedfsUuid’
11 DESC ' A UUI D used by NSDB
Iy EQUALI TY uui dvat ch
111 ORDERI NG uui dOr deri nghat ch
11 SYNTAX 1.3.6.1.1.16.1
11 S| NGLE- VALUE
11 )
11
<CODE ENDS>

4.2.1.2. fedfsFsnUuid

A fedf skFsnUui d represents the UUI D conponent of an FSN. An NSDB
SHOULD ensure that no two FSNs it stores have the sane fedfsFsnUuid.

This attribute is single-val ued.

<CODE BEG NS>

111
/1] attributetype (
11 1.3.6.1.4.1.31103. 1. 4 NAME ' fedf sFsnUui d’
111 DESC ' The FSN UUI D conponent of an FSN
11 SUP f edf sUui d
11 S| NGLE- VALUE
111 )
11
<CODE ENDS>

4.2.1.3. fedfsFsnTTL
A fedf sFsnTTL is the time-to-live in seconds of a cached FSN and its
child FSL records. It corresponds to the FsnTTL as defined in
Section 2.7. See also Section Section 2.8.3 for information about
caching FSLs. A fedfsFsnTTL MJUST be encoded as an Integer syntax
val ue [ RFC4517] in the range [0, 4294967295].
This attribute is single-val ued.

<CODE BEG NS>
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11
/1] attributetype (
111 1.3.6.1.4.1.31103.1. 11 NAME ' fedf sFsnTTL'
111 DESC 'Tine to live of an FSN tree
/11 EQUALI TY i nt eger Mat ch
111 SYNTAX 1.3.6.1.4.1.1466.115. 121. 1. 27
11 S| NGLE- VALUE
111 )
111
<CODE ENDS>

OD1.3.6.1.4.1.1466.115.121.1.27 is the Integer syntax [RFC4517].
4.2.1.4. fedfsNceDN

A fedf sNceDN stores a distingui shed name (DN).

This attribute is single-val ued.

<CODE BEG NS>

111
/1] attributetype (
111 1.3.6.1.4.1.31103. 1. 14 NAME ' f edf sNceDN
111 DESC ' NCE Di sti ngui shed Nane’
Iy EQUALI TY di sti ngui shedNameMat ch
11 SYNTAX 1.3.6.1.4.1.1466. 115.121. 1. 12
111 S| NGLE- VALUE
11 )
11
<CODE ENDS>

OD1.3.6.1.4.1.1466.115.121.1.12 is the DN syntax [RFC4517].
4.2.1.5. fedfsFsl Uid

A fedf sksl Uuid represents the UUID of an FSL. An NSDB SHOULD ensure
that no two FSLs it stores have the same fedfsFsl Uuid.

This attribute is single-val ued.

<CODE BEG NS>

Lentini, et al. Expi res June 15, 2013 [ Page 25]



Internet-Draft NSDB Protocol for Federated Fil esystens Decenber 2012

11
/1] attributetype (
11 1.3.6.1.4.1.31103. 1. 8 NAME ' f edf sFsl Uui d’
11 DESC ' UUI D of an FSL’
111 SUP fedf sUui d
11 S| NGLE- VALUE
11 )
11
<CODE ENDS>

4.2.1.6. fedfsAnnotation

A fedf sAnnotati on contains an object annotation formatted as a key/
val ue pair.

This attribute is multi-valued; an object type that permits
annot ati ons nmay have any nunber of annotations per instance.

A fedf sAnnotation attribute is a human-readabl e sequence of UTF-8
characters with no non-termnal NUL characters. The value MJST be
formatted according to the foll owi ng ABNF [ RFC5234] rul es:

ANNOTATI ON = KEY "=" VALUE

KEY = | TEM

VALUE = | TEM

| TEM = *WSP DQUOTE UTF8-oct ets DQUOTE *WsP

DQUOTE and WBP are defined in [RFC5234], and UTF8-octets is defined
in [ RFC3629].

The followi ng escape sequences are all owed:

S e e e - +
| escape sequence | replacenent |
o e e e oo - S +
I \\ I \ I
| \ | ' |
e e e e e oo - TSRS +

A fedf sAnnotation value m ght be processed as foll ows:

1. Parse the attribute value according to the ANNOTATI ON rul e,
i gnoring the escape sequences above.

2. Scan through results of the previous step and repl ace the escape
sequences above.
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A fedf sAnnotation attribute that does not adhere to this fornmat
SHOULD be ignored in its entirety. It MJST NOT prevent further
processing of its containing entry.

The followi ng are exanples of valid fedf sAnnotation attri butes:

" keylll = Ilf 00II

"anot her key" = "x=3"

"key-2" = "A string with \" and \\ characters.™
n key3ll :u bar n

whi ch correspond to the followi ng key/val ue pairs:

o m e e oo o - o m e m e e e e e e e e e e e e e e e e +
| key | val ue |
e e e - o mm e e e e e e e e e e e e e e oo +
| keyl | foo |
| another key | x=3 |
| key- 2 | Astring with " and \ characters.

| key3 | bar |
TSRS o m e e e e e e e e e e e e e +

<CODE BEG NS>

11
/1] attributetype (
111 1.3.6.1.4.1.31103. 1. 12 NAME ' f edf sAnnot ati on
/11 DESC ' Annot ation of an object’
1 SUP nane
111 )
11
<CODE ENDS>

4.2.1.7. fedfsDescr

A fedf sDescr stores an object description. The description MIST be
encoded as a UTF-8 string.

This attribute is nmulti-valued which pernits any nunber of
descriptions per entry.

<CCODE BEG NS>
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11
/1] attributetype (
111 1.3.6.1.4.1.31103. 1. 13 NAME ' f edf sDescr’
/11 DESC ' Description of an object’
1 SUP nane
111 )
11
<CODE ENDS>

4.2.1.8. fedf sNfsURI

A fedf SNfSURI stores the host and pat hname conponents of an FSL. A
fedf sNf SURI MJST be encoded as an NFS URI (see Section 2.8.1).

The fedfsNfsURI is a subtype of the |abel edUR type [RFC2079], with
the sane encodi ng rul es.

This attribute is single-val ued.

<CODE BEG NS>

11
/1] attributetype (
Iy 1.3.6.1.4.1.31103.1.120 NAME ' fedf sNfsURI’
11 DESC ' Location of fileset’
11 SUP | abel edUR
11 SI NGLE- VALUE
11 )
111
<CODE ENDS>

4.2.1.9. fedfsNfsCurrency
A fedf sNfsCurrency stores the NFSv4.1 fs | ocations_server’s
fls_currency value [RFC5661]. A fedfsNfsCurrency MJUST be encoded as
an I nteger syntax value [RFC4517] in the range [-2147483648,
2147483647] .
This attribute is single-val ued.

<CCODE BEG NS>
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11
/1] attributetype (
Iy 1.3.6.1.4.1.31103. 1. 103 NAME ' fedf sNf sCurrency’
/11 DESC ' up-to-date neasure of the data’
/11 EQUALI TY i nt eger Mat ch
111 SYNTAX 1.3.6.1.4.1.1466.115. 121. 1. 27
11 S| NGLE- VALUE
111 )
111
<CODE ENDS>

OD1.3.6.1.4.1.1466.115.121.1.27 is the Integer syntax [RFC4517].
4.2.1.10. fedfsNfsGenFlagWitable

A fedf sNf sGenFl agWitable stores the value of an FSL's NFSv4. 1

FSLI 4G-_WRI TABLE bit [RFC5661]. A value of "TRUE" indicates the bit

is set. A value of "FALSE" indicates the bit is not set.

<CODE BEG NS>

111
/1] attributetype (
11 1.3.6.1.4.1.31103. 1. 104 NAME ' f edf sNf sGenFl agW i t abl e’
111 DESC 'Indicates if the filesystemis witable’
Iy EQUALI TY bool eanMat ch
11 SYNTAX 1.3.6.1.4.1.1466. 115.121.1.7
111 S| NGLE- VALUE
11 )
11
<CODE ENDS>

OD1.3.6.1.4.1.1466.115.121.1.7 is the Bool ean syntax [ RFC4517].
4.2.1.11. fedf sNf sGenFl agGoi ng

A fedf sNf sGenFl agGoi ng stores the value of an FSL's NFSv4. 1

FSLI 4G GO NG bit [ RFC5661]. A value of "TRUE" indicates the bit is

set. A value of "FALSE" indicates the bit is not set.

<CCODE BEG NS>
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11
/1] attributetype (
111 1.3.6.1.4.1.31103. 1. 105 NAME ' f edf sNf sGenFl agGoi ng’
/11 DESC 'Indicates if the filesystemis going
Iy EQUALI TY bool eanMat ch
111 SYNTAX 1.3.6.1.4.1.1466.115.121.1.7
11 S| NGLE- VALUE
111 )
111
<CODE ENDS>

OD1.3.6.1.4.1.1466.115.121.1.7 is the Bool ean syntax [RFC4517].
4.2.1.12. fedfsNfsGenFl agSplit

A fedf sNf sGenFl agSpl it stores the value of an FSL's NFSv4. 1

FSLI 4G-_SPLIT bit [RFC5661]. A value of "TRUE" indicates the bit is

set. A value of "FALSE" indicates the bit is not set.

<CODE BEG NS>

111
/1] attributetype (
11 1.3.6.1.4.1.31103. 1. 106 NAME ' f edf sNf sGenFl agSplit’
111 DESC 'Indicates if there are nultiple fil esystens’
Iy EQUALI TY bool eanMat ch
11 SYNTAX 1.3.6.1.4.1.1466. 115.121.1.7
111 S| NGLE- VALUE
11 )
11
<CODE ENDS>

OD1.3.6.1.4.1.1466.115.121.1.7 is the Bool ean syntax [ RFC4517].
4.2.1.13. fedfsNfsTransFl agRdna

A fedf sNf sTransFl agRdma stores the value of an FSL’s NFSv4. 1

FSLI4TF_RDVA bit [RFC5661]. A value of "TRUE" indicates the bit is

set. A value of "FALSE" indicates the bit is not set.

<CCODE BEG NS>
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11
/1] attributetype (
Iy 1.3.6.1.4.1.31103. 1. 107 NAME ' f edf sNf sTransFl agRdna’
/11 DESC 'Indicates if the transport supports RDVA
Iy EQUALI TY bool eanMat ch
111 SYNTAX 1.3.6.1.4.1.1466.115.121.1.7
11 S| NGLE- VALUE
111 )
111
<CODE ENDS>

OD1.3.6.1.4.1.1466.115.121.1.7 is the Bool ean syntax [RFC4517].
4.2.1.14. fedfsN sd assSi nul

A fedf sNfsC assSimul contains the FSL's NFSv4.1 FSLI4BX CLSI MJL

[ RFC5661] value. A fedfsNfsC assSinul MJST be encoded as an | nteger

syntax val ue [ RFC4517] in the range [0, 255].

<CODE BEG NS>

111
/1] attributetype (
11 1.3.6.1.4.1.31103. 1. 108 NAME ' fedf sNf sCl assSi nul’
111 DESC ' The si mul t aneous-use class of the fil esystemn
Iy EQUALI TY i nt eger Mat ch
11 SYNTAX 1.3.6.1.4.1.1466. 115.121. 1. 27
111 S| NGLE- VALUE
11 )
11
<CODE ENDS>

OD1.3.6.1.4.1.1466.115.121.1.27 is the Integer syntax [ RFC4517].
4.2.1.15. fedfsNfsC assHandl e

A fedf sNf sCl assHandl e contains the FSL’s NFSv4.1 FSLI 4BX CLHANDLE

[ RFC5661] value. A fedfsNfsC assHandl e MUST be encoded as an | nteger

syntax value [RFC4517] in the range [0, 255].

<CCODE BEG NS>
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11
/1] attributetype (
Iy 1.3.6.1.4.1.31103. 1. 109 NAME ' f edf sNf sCl assHandl e’
/11 DESC ' The handl e class of the fil esystem
/11 EQUALI TY i nt eger Mat ch
111 SYNTAX 1.3.6.1.4.1.1466.115. 121. 1. 27
11 S| NGLE- VALUE
111 )
111
<CODE ENDS>

OD1.3.6.1.4.1.1466.115.121.1.27 is the Integer syntax [RFC4517].
4.2.1.16. fedfsNfsClassFileid

A fedf sNfsCl assFileid contains the FSL's NFSv4.1 FSLI4BX CLFILEID

[ RFC5661] value. A fedfsNfsCl assFileid MIUST be encoded as an | nteger

syntax val ue [ RFC4517] in the range [0, 255].

<CODE BEG NS>

111
/1] attributetype (
111 1.3.6.1.4.1.31103.1. 110 NAME ' fedf sNfsCl assFil ei d’
111 DESC ' The fileid class of the fil esystem
Iy EQUALI TY i nt eger Mat ch
11 SYNTAX 1.3.6.1.4.1.1466. 115.121. 1. 27
111 S| NGLE- VALUE
11 )
11
<CODE ENDS>

OD1.3.6.1.4.1.1466.115.121.1.27 is the Integer syntax [ RFC4517].
4.2.1.17. fedfsNfsClassWitever

A fedf sNfsCl assWitever contains the FSL’s NFSv4.1 FSLI4BX CLWRI TEVER

[ RFC5661] value. A fedfsNfsC assWitever MJST be encoded as an

I nteger syntax value [ RFC4517] in the range [0, 255].

<CCODE BEG NS>
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11
/1] attributetype (
Iy 1.3.6.1.4.1.31103. 1. 111 NAME 'fedf sNfsCl assWitever’
/11 DESC ' The wite-verifier class of the fil esystemn
/11 EQUALI TY i nt eger Mat ch
111 SYNTAX 1.3.6.1.4.1.1466.115. 121. 1. 27
11 S| NGLE- VALUE
111 )
111
<CODE ENDS>

OD1.3.6.1.4.1.1466.115.121.1.27 is the Integer syntax [RFC4517].
4.2.1.18. fedfsNfsC assChange

A fedf sNf sCl assChange contains the FSL's NFSv4. 1 FSLI4BX CLCHANGE

[ RFC5661] value. A fedf sNfsCl assChange MUST be encoded as an | nteger

syntax val ue [ RFC4517] in the range [0, 255].

<CODE BEG NS>

111
/1] attributetype (
11 1.3.6.1.4.1.31103. 1. 112 NAME ' f edf sNf sCl assChange’
111 DESC ' The change cl ass of the fil esystemn
Iy EQUALI TY i nt eger Mat ch
11 SYNTAX 1.3.6.1.4.1.1466. 115.121. 1. 27
111 S| NGLE- VALUE
11 )
11
<CODE ENDS>

OD1.3.6.1.4.1.1466.115.121.1.27 is the Integer syntax [ RFC4517].
4.2.1.19. fedfsNfsC assReaddir

A fedf sNf sCl assReaddir contains the FSL's NFSv4. 1 FSLI 4BX CLREADDI R

[ RFC5661] value. A fedfsNfsC assReaddir MJUST be encoded as an

I nteger syntax value [ RFC4517] in the range [0, 255].

<CCODE BEG NS>
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11
/1] attributetype (
Iy 1.3.6.1.4.1.31103. 1. 113 NAME 'fedf sNfsCl assReaddi r’
/11 DESC ' The readdir class of the fil esysteni
/11 EQUALI TY i nt eger Mat ch
111 SYNTAX 1.3.6.1.4.1.1466.115. 121. 1. 27
11 S| NGLE- VALUE
111 )
111
<CODE ENDS>

OD1.3.6.1.4.1.1466.115.121.1.27 is the Integer syntax [RFC4517].
4.2.1.20. fedfsN sReadRank

A fedf sNf sReadRank contains the FSL's NFSv4.1 FSLI 4BX READRANK

[ RFC5661] value. A fedf sNfsReadRank MJST be encoded as an | nteger

syntax val ue [ RFC4517] in the range [0, 255].

<CODE BEG NS>

111
/1] attributetype (
11 1.3.6.1.4.1.31103. 1. 114 NAME ' f edf sNf sReadRank’
111 DESC ' The read rank of the fil esystem
Iy EQUALI TY i nt eger Mat ch
11 SYNTAX 1.3.6.1.4.1.1466. 115.121. 1. 27
111 S| NGLE- VALUE
11 )
11
<CODE ENDS>

OD1.3.6.1.4.1.1466.115.121.1.27 is the Integer syntax [ RFC4517].
4.2.1.21. fedfsNfsReadOrder

A fedf sNf sReadOrder contains the FSL's NFSv4. 1 FSLI 4BX READORDER

[ RFC5661] value. A fedfsNfsReadOrder MJUST be encoded as an | nteger

syntax value [RFC4517] in the range [0, 255].

<CCODE BEG NS>
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11
/1] attributetype (
111 1.3.6.1.4.1.31103. 1. 115 NAME ' f edf sNf sReadOr der’
/11 DESC ' The read order of the filesystemn
/11 EQUALI TY i nt eger Mat ch
111 SYNTAX 1.3.6.1.4.1.1466.115. 121. 1. 27
11 S| NGLE- VALUE
111 )
111
<CODE ENDS>

OD1.3.6.1.4.1.1466.115.121.1.27 is the Integer syntax [RFC4517].
4.2.1.22. fedfsNfsWiteRank

A fedf sNfsWiteRank contains the FSL's FSLI 4BX WRI TERANK [ RFC5661]

value. A fedfsNfsWiteRank MJST be encoded as an Integer syntax

val ue [ RFC4517] in the range [0, 255].

<CODE BEG NS>

111
/1] attributetype (
11 1.3.6.1.4.1.31103.1. 116 NAME ' fedf sNfsWiteRank’
111 DESC ' The wite rank of the fil esystemn
Iy EQUALI TY i nt eger Mat ch
11 SYNTAX 1.3.6.1.4.1.1466. 115.121. 1. 27
111 S| NGLE- VALUE
11 )
11
<CODE ENDS>

OD1.3.6.1.4.1.1466.115.121.1.27 is the Integer syntax [ RFC4517].
4.2.1.23. fedfsNfsWiteO der

A fedf sNfsWiteOrder contains the FSL’s FSLI 4BX WRI TEORDER [ RFC5661]

value. A fedfsNfsWiteOrder MIST be encoded as an | nteger syntax

val ue [ RFC4517] in the range [0, 255].

<CCODE BEG NS>
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11
/1] attributetype (
111 1.3.6.1.4.1.31103.1. 117 NAME 'fedfsNfsWiteCOrder’
/11 DESC ' The wite order of the fil esystem
/11 EQUALI TY i nt eger Mat ch
111 SYNTAX 1.3.6.1.4.1.1466.115. 121. 1. 27
11 S| NGLE- VALUE
111 )
111
<CODE ENDS>

OD1.3.6.1.4.1.1466.115.121.1.27 is the Integer syntax [RFC4517].
4.2.1.24. fedfsNfsVar Sub

A fedf sNf sVar Sub stores the value of an FSL's NFSv4.1 FSLI 41 F_VAR SUB

bit [RFC5661]. A value of "TRUE" indicates the bit is set. A value

of "FALSE" indicates the bit is not set.

<CODE BEG NS>

111
/1] attributetype (
11 1.3.6.1.4.1.31103. 1. 118 NAME ' f edf sNf sVar Sub
111 DESC 'Indicates if variable substitution is present’
Iy EQUALI TY bool eanMat ch
11 SYNTAX 1.3.6.1.4.1.1466. 115.121.1.7
111 S| NGLE- VALUE
11 )
11
<CODE ENDS>

OD1.3.6.1.4.1.1466.115.121.1.7 is the Bool ean syntax [ RFC4517].
4.2.1.25. fedfsNfsVvalidFor

A fedfsNfsValidFor stores an FSL's NFSv4.1 fs | ocations_info

fli_valid for value [RFC5661]. A fedfsNfsValidFor MJST be encoded as

an I nteger syntax value [ RFC4517] in the range [-2147483648,

2147483647] .

An FSL’'s parent’s fedf sksnTTL value and its fedf sNfsvali dFor val ue
MAY be different.

This attribute is single-val ued.
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<CCODE BEG NS>

111

/1] attributetype (

1 1.3.6.1.4.1.31103. 1. 19 NAME ' fedf sNf sVal i dFor’
111 DESC 'Valid for ting’

11 EQUALI TY i nt eger Mat ch

111 SYNTAX 1.3.6.1.4.1.1466.115.121.1. 27

111 SI NGLE- VALUE

111 )

1

OD1.3.6.1.4.1.1466.115.121.1.27 is the Integer syntax [RFC4517].
<CCDE ENDS>
4.2.2. LDAP Object d asses
4.2.2.1. fedf sNsdbCont ai nerlnfo
A fedf sNsdbCont ai nerlI nfo describes the |location of the NCE
A fedf sNsdbContainerinfo's fedfsNceDN attribute i s REQU RED.

A fedfsNsdbContainerinfo’'s fedf sAnnotati on and fedfsDescr attributes
are OPTI ONAL.

<CODE BEG NS>

111
/1] objectclass (
11 1.3.6.1.4.1.31103. 1. 1001 NAME ' f edf sNsdbCont ai ner | nf o’
11 DESC ' Descri bes NCE | ocation’
11 SUP top AUXI LI ARY
11 MUST (
111 f edf sNceDN
111 )
11 MAY (
11 f edf sAnnot ati on
111 $ fedf sDescr
11 ))
111
<CODE ENDS>
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4.2.2.2. fedfsFsn
A fedf sFsn represents an FSN
A fedfsFsn’s fedfsFsnUuid and fedf sFsnTTL attri butes are REQUI RED.
A fedf sksn’s fedf sAnnotati on and fedfsDescr attributes are OPTI ONAL.
The DN of an FSN is REQU RED to take the follow ng form
"f edf sFsnUui d=$FSNUUI D, $NCE", where $FSNUUID is the UUI D of the FSN
and $NCE is the DN of the NCE. Since LDAP requires a DN to be
uni que, this ensures that each FSN entry has a uni que UU D val ue
within the LDAP directory.

<CODE BEG NS>

11
/1] objectclass (
Iy 1.3.6.1.4.1.31103. 1. 1002 NAME '’ f edf sFsn
111 DESC ' Represents a fil eset’
11 SUP top STRUCTURAL
11 MUST (
11 f edf sFsnUui d
Iy $ fedf sFsnTTL
111 )
11 MAY (
11 f edf sAnnot ati on
111 $ fedf sDescr
11 ))
111
<CODE ENDS>

4.2.2.3. fedfsFsl
The fedfsFsl object class represents an FSL.
The fedfsFsl is an abstract object class. Protocol specific subtypes
of this object class are used to store FSL information. The
fedf sNf sFsl object class defined belowis used to record an NFS FSL' s
| ocation. Oher subtypes MAY be defined for other protocols (e.g.
Cl FS)
A fedfsFsl’s fedfsFsl Uuid and fedf sFsnUuid attri butes are REQUI RED.
A fedfsFsl’'s fedf sAnnotation, and fedfsDescr attributes are OPTI ONAL.

The DN of an FSL is REQU RED to take the follow ng form
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"f edf sFsl Uui d=$FSLUUI D, f edf sFsnUui d=$FSNUUI D, $NCE" where $FSLUUID i s
the FSL’s UUID, $FSNUUID is the FSN's UUI D, and $NCE is the DN of the
NCE. Since LDAP requires a DN to be unique, this ensures that each
FSL entry has a unique UU D value within the LDAP directory.

<CODE BEG NS>

111
/11 objectclass (
111 1.3.6.1.4.1.31103. 1. 1003 NAME ' f edf sFsl
/11 DESC ' A physical location of a fileset’
111 SUP top ABSTRACT
11 MUST (
Iy f edf sFsl Uui d
111 $ fedfsFsnUuid
111 )
1 MAY (
111 f edf sAnnot ati on
111 $ fedfsDescr
111 ))
111
<CODE ENDS>

4.2.2.4. fedf sNfsFsl

A fedf sNfFsFsl is used to represent an NFS FSL. The fedf sNf sFsl
inherits all of the attributes of the fedfsFsl and extends the
fedf sFsl with infornmation specific to the NFS protocol

The DN of an NFS FSL is REQU RED to take the follow ng form

"f edf sFsl Uui d=$FSLUUI D, f edf sFsnUui d=$FSNUUI D, $NCE" where $FSLUUID i s
the FSL's UUID, $FSNUUID is the FSN's UUID, and $NCE is the DN of the
NCE. Since LDAP requires a DN to be unique, this ensures that each
NFS FSL entry has a unique UUI D value within the LDAP directory.

<CCODE BEG NS>
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111
/1] objectclass (
11 1.3.6.1.4.1.31103.1. 1004 NAME ' f edf sNf sFsl
11 DESC ' An NFS | ocation of a fileset’
11 SUP f edf sFsl STRUCTURAL
/11 MUST (
111 f edf sNf sURI
111 $ fedf sNf sCurrency
111 $ fedf sNf sGenFl agWitabl e
111 $ f edf sNf sGenFl agGoi ng
/11 $ fedf sNf sGenFl agSplit
111 $ fedf sNf sTransFl agRdma
Iy $ fedf sNfsC assSi nul
111 $ fedf sNf sCl assHandl e
111 $ fedf sNfsCl assFileid
111 $ fedf sNfsCl assWitever
/11 $ fedf sNf sCl assChange
Iy $ fedf sNf sCl assReaddi r
Iy $ f edf sNf sReadRank
111 $ f edf sNf sReadOr der
111 $ fedf SNfsWiteRank
111 $ fedf sNFsWiteOrder
111 $ fedf sNfsVar Sub
Iy $ fedf sNfsVal i dFor
111 ))
11

<CODE ENDS>

5. NSDB Operations

The operations defined by the protocol can be described as severa
sub-protocols that are used by entities within a federation to
performdifferent roles.

The first of these sub-protocols defines how the state of an NSDB
node can be initialized and updated. The primary use of this sub-
protocol is by an adm nistrator to add, edit, or delete filesets,

their properties, and their fileset |ocations.

The second of these sub-protocols defines the queries that are sent
to an NSDB node in order to performresolution (or to find other

i nformati on about the data stored within that NSDB node) and the
responses returned by the NSDB node. The primary use of this sub-
protocol is by a fileserver in order to performresolution, but it
may al so be used by an admi nistrator to query the state of the
system
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The first and second sub-protocols are defined as LDAP operati ons,

usi ng the schema defined in the previous section. |If each NSDB node
is a standard LDAP server, then, in theory, it is unnecessary to
descri be the LDAP operations in detail, because the operations are

ordi nary LDAP operations to query and update records. However, we do
not require that an NSDB node i npl ement a conpl ete LDAP service, and
therefore we define in these sections the m ninmum | evel of LDAP
functionality required to inplenment an NSDB node.

The NSDB sub-protocols are defined in Section 5.1 and Section 5. 2.
The descriptions of LDAP nessages in these sections use the LDAP Data
I nterchange Format (LDIF) [RFC2849]. In order to differentiate
constant and variable strings in the LD F specifications, variables
are prefixed by a $ character and use all upper case characters. For
exanpl e, a variable naned FOO woul d be specified as $FOO

This docunent uses the term NSDB client to refer to an LDAP client
that uses either of the NSDB sub-protocols.

The third sub-protocol defines the queries and other requests that
are sent to a fileserver in order to get information fromit or to
nodi fy the state of the fileserver in a manner related to the
federation protocols. The primary purpose of this protocol is for an
adm nistrator to create or delete a junction or discover rel ated

i nformati on about a particular fileserver

The third sub-protocol is defined as an ONC RPC protocol. The reason
for using ONC RPC instead of LDAP is that all fileservers support ONC
RPC but sone do not support an LDAP Directory server
The ONC RPC adninistration protocol is defined in [ FEDFS- ADM N .

5.1. NSDB Operations for Administrators
The adnin entity initiates and controls the conmands to nanage
fileset and namespace information. The protocol used for
communi cati ng between the admin entity and each NSDB node MUST be the
LDAPv3 [ RFC4510] protocol

The nanes we assign to these operations are entirely for the purpose
of exposition in this docunent, and are not part of the LDAP di al ogs.

5.1.1. Create an FSN

This operation creates a new FSN in the NSDB by addi ng a new fedf sFsn
entry in the NSDB' s LDAP directory.

A fedf skFsn entry contains a fedfsFsnUuid. The adm nistrator chooses
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the fedf skFsnUuid by a process described in Section 2.12). A fedfsFsn
entry also contains a fedfsksnTTL. The fedf sFsnTTL i s chosen by the
adm nistrator as described in Section 2.8. 3.

5.1.1.1. LDAP Request

This operation is inplenmented using the LDAP ADD request described by
the LDIF bel ow.

dn: fedf sFsnUui d=$FSNUUI D, $NCE
changeType: add

obj ect d ass: fedfsFsn

f edf sFsnUui d: $FSNUUI D

fedf sFsnTTL: $TTL

For exanple, if the $FSNUUID is "e8c4761c-eb3b-4307- 86f c-
f702dal97966", the $TTL is "300" seconds, and the $NCE is "o=fedfs"
t he operation woul d be:

dn: fedf sFsnUui d=e8c4761c-eb3b-4307-86fc-f702dal97966, o=f edfs
changeType: add

obj ect d ass: fedfsFsn

f edf sFsnUui d: e8c4761c-eb3b-4307-86fc-f702dal97966

f edf sFsnTTL: 300

5.1.2. Del ete an FSN

This operation deletes an FSN by renoving a fedfsFsn entry in the
NSDB' s LDAP directory.

If the FSN entry being deleted has child FSL entries, this function
MUST return an error. This ensures that the NSDB will not contain
any orphaned FSL entries. A conpliant LDAP inplementation will neet
this requirenent since Section 4.8 of [RFC4511] defines the LDAP

del ete operation to only be capable of renoving | eaf entries.

Note that the FSN delete function renoves the fileset only froma
federati on nanespace (by renoving the records for that FSN fromthe
NSDB node that receives this request). The fileset and its data are
not deleted. Any junction that has this FSN as its target may
continue to point to this non-existent FSN. A dangling reference may
be detected when a fileserver tries to resolve a junction that refers
to the del eted FSN

5.1.2.1. LDAP Request

This operation is inplenmented using the LDAP DELETE request descri bed
by the LD F bel ow.

Lentini, et al. Expi res June 15, 2013 [ Page 42]



Internet-Draft NSDB Protocol for Federated Fil esystens Decenber 2012
dn: fedf sFsnUui d=$FSNUUI D, $NCE
changeType: del ete

For exanple, if the $FSNUUID is "e8c4761c-eb3b-4307- 86f c-
f702dal97966" and $NCE is "o=fedfs", the operation would be:

dn: fedfsFsnUui d=e8c4761c-eb3b-4307-86fc-f702dal97966, o=f edf s
changeType: del ete

5.1. 3. Create an FSL

This operation creates a new FSL for the given FSN by adding a new
fedfskFsl entry in the NSDB s LDAP directory.

A fedfsksl entry contains a fedfsFsl Uuid and fedf sFsnUuid. The

adm ni strator chooses the fedfsFsl Uuid. The process for choosing the
fedf sFslUuid is described in Section 2.12. The fedfsFsnUuid is the
UUI D of the FSL's FSN

The adnministrator will also set additional attributes dependi ng on
the FSL type.

5.1.3.1. LDAP Request

This operation is inplenmented using the LDAP ADD request described by
the LD F below (NOTE: the LD F shows the creation of an NFS FSL)
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dn: fedfsFsl Uui d=$FSLUUI D, f edf sFsnUui d=$FSNUUI D, $NCE
changeType: add

obj ect d ass: fedf sNf sFsl

f edf sFsl Uui d: $FSLUUI D

f edf sFsnUui d: $FSNUUI D

fedf sNfsURI: nfs://$HOST: $PORT/ / $PATH
f edf sNf sCurrency: $CURRENCY

f edf sSNf sGenFl agW it abl e: $WRI TABLE

f edf sNf sGenFl agGoi ng: $G0 NG

f edf sNf sGenFl agSplit: $SPLIT

f edf sNf sTransFl agRdma: $RDVA

fedf sNf s assSinul : $CLASS_SI ML

f edf sNf s assHandl e: $CLASS_HANDLE

f edf sNf sCl assFi | ei d: $CLASS _FI LEI D
fedf sNfsC assWitever: $CLASS WRl TEVER
f edf sNf sC assChange: $CLASS_CHANGE

f edf sNf sCl assReaddi r: $CLASS_READDI R
f edf sNf sReadRank: $READ RANK

f edf sNf sReadOr der: $READ_ORDER

f edf sSNf sWiteRank: $WRl TE_RANK

fedf sSNfsWiteOder: $WRl TE_ORDER

f edf sNf svVar Sub: $VAR SUB

f edf sNf sVal i dFor: $TI ME

f edf sAnnot ati on: $ANNOTATI ON

f edf sDescr: $DESCR

For exanple, if the $FSNUUID is "e8c4761c-eb3b-4307- 86f c-
f702dal97966", the $FSLUUID is "ba89a802-41a9- 44cf -8447-
dda367590eb3", the $HOST is "server.exanple.con', $PORT is "20049"
the $PATH is stored in the file "/tnp/fsl_path", $CURRENCY is "0" (an
up-to-date copy), the FSL is witable, but not going, split, or
accessi ble via RDMA, the sinultaneous-use class is "1", the handle
class is "0", the fileid class is "1", the wite-verifier class is
"1", the change class is "1", the readdir class is "9", the read rank
is "7", the read order is "8", the wite rank is "5", the wite order
is "6", variable substitution is false, $TIME is "300" seconds,
SANNCTATION is ""foo" = "bar"", $DESC is "This is a description.",
and the $NCE is "o=fedfs", the operation would be (for readability
the DN is split into two |lines):
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dn: fedfsFsl Uui d=ba89a802-41a9- 44cf-8447-dda367590eb3,
f edf sFsnUui d=e8c4761c- eb3b-4307-86f c-f 702dal97966, o=f edf s
changeType: add

obj ect d ass: fedf sNfsFsl

fedf sFsl Uui d: ba89a802-41a9- 44cf -8447-dda367590eb3
fedf sFsnUui d: e8c4761c-eb3b-4307-86fc-f702dal97966
fedf SNfSURI: nfs://server. exanpl e. com 20049/ /tnp/fsl_path
fedf sNf sCurrency: O

f edf sNf sGenFl agWitabl e: TRUE

f edf sNf sGenFl agGoi ng: FALSE

f edf sNf sGenFl agSplit: FALSE

f edf sNf sTransFl agRdma: FALSE

fedf sNfsC assSinul: 1

f edf sNf sCl assHandl e: 0

fedf sNfsCl assFileid: 1

fedf sNf sCl assWitever: 1

f edf sNf sCl assChange: 1

fedf sNf sCl assReaddir: 9

f edf sNf sReadRank: 7

f edf sNf sReadOrder: 8

fedf sNfsWiteRank: 5

fedf sNfsWiteOrder: 6

f edf sNf sVar Sub: FALSE

f edf sNf sval i dFor: 300

f edf sAnnotation: "foo" = "bar"

fedf sDescr: This is a description

5.1.3.2. Selecting fedfsNfsFsl Val ues

The fedf sNfsFSI object class is used to describe NFSv4 accessi bl e
filesets. For the reasons described in Section 2.8.4, adm nistrators
SHOULD choose reasonabl e values for all LDAP attributes of an NFSv4
accessi bl e fedf sNfskFsl even though sone of these LDAP attributes are
not explicitly contained in an NFSv4 fs |ocations attribute.

When the administrator is unable to choose reasonabl e values for the

LDAP attributes not explicitly contained in an NFSv4 fs_| ocations
attribute, the values in the follow ng table are RECOVMENDED.
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o m e e e e e oo - [ R o +
| LDAP attribute | LDAP | Notes |
| | val ue | |
o m e e e e e oo oo Fom e o - o mm e e e e e e e e e m oo oo +
f edf sNf sCurrency negative | Indicates that the server
val ue does not know the currency

(see 11.10.1 of [RFC5661]).

I I I
| | | |
| fedf sNfsGenFlagWitable | FALSE | Leaving unset is not harnful |
[ [ | (see 11.10.1 of [RFC5661]). |
| fedfsNf sGenFl agGoi ng | FALSE | NFS client will detect a [
| | | mgration event if the FSL |
[ [ | becomes unavail abl e. |
| fedfsNf sGenFl agSplit | TRUE | Safe to assume that the FSL |
| | | is split. |
| fedf sNfsTransFl agRdma | TRUE | NFS client will detect if |
[ [ | RDMA access is avail able. [
| fedf sNfsd assSi nul | O | Ois treated as non-natching |
| | | (see 11.10.1 of [RFC5661]). |
| fedf sNfsd assHandl e | O | See fedfsNfsC assSinul note. |
| fedfsNfsd assFileid | O | See fedfsNfsC assSinul note. |
| fedfsNfsCl assWitever | O | See fedfsNfsC assSinul note. |
| fedfsNf sC assChange | O | See fedfsNfsC assSinul note. |
| fedf sNfsO assReaddir | O | See fedfsNfsd assSinul note. |
| fedf sNf sReadRank | O | Hi ghest val ue ensures FSL |
[ [ | will be tried. [
| fedf sNf sReadOr der | O | See fedfsNf sReadRank note. |
| fedf sNfsWiteRank | O | See fedfsNf sReadRank note. |
| fedfsNfsWiteOrder | O | See fedfsNf sReadRank note. [
| fedf sNfsVarSub | FALSE | NFSv4 does not define |
[ [ | variable substitution in [
I I | paths. I
| fedf sNfsValidFor | O | I'ndicates no appropriate |
| | | refetch interval (see |
[ [ | 11.10.2 of [RFC5661]). [
oo e e e e eie oo s [ SR T +

5.1.4. Delete an FSL
This operation deletes an FSL record. The admin requests the NSDB
node storing the fedfsFsl to delete it fromits database. This
operation does not result in fileset data being del eted on any
fileserver.

5.1.4.1. LDAP Request

The adnin sends an LDAP DELETE request to the NSDB node to renove the
FSL.
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dn: fedfsFsl Uui d=$FSLUUI D, f edf sFsnUui d=$FSNUUI D, $NCE
changeType: del ete

For exanple, if the $FSNUUID is "e8c4761c-eb3b-4307- 86f c-
f702dal97966", the $FSLUUID is "ba89a802- 41a9- 44cf - 8447-
dda367590eb3", and the $NCE is "o=fedfs", the operation would be (for
readability the DN is split into two |ines):

dn: fedfsFsl| Uui d=ba89a802- 41a9- 44cf-8447-dda367590eb3,
f edf sFsnUui d=e8c4761c- eb3b-4307-86fc-f 702dal97966, o=f edf s
changeType: del ete

5.1.5. Update an FSL

This operation updates the attributes of a given FSL. This command
results in a change in the attributes of the fedfsFsl at the NSDB
node maintaining this FSL. The val ues of the fedfsFsl Uuid and

fedf sksnUuid attri butes MJUST NOT change during an FSL update.

5.1.5.1. LDAP Request

The adnin sends an LDAP MODI FY request to the NSDB node to update the
FSL.

dn: fedfsFsl Uui d=$FSLUU D, f edf sFsnUui d=$FSNUUI D, $NCE
changeType: nodify
repl ace: $ATTRI BUTE- TYPE

For exanple, if the $FSNUUID is "e8c4761c-eb3b-4307- 86f c-
f702dal97966", the $FSLUUID is "ba89a802-41a9- 44cf -8447-
dda367590eb3", the $NCE is "o=fedfs", and the administrator w shed to
change the NFS read rank to 10, the operation would be (for
readability the DN is split into two |ines):

dn: fedfsFsl| Uui d=ba89a802-41a9- 44cf-8447-dda367590eb3,

f edf sFsnUui d=e8c4761c- eb3b-4307-86fc-f 702dal97966, o=f edf s
changeType: nodify

repl ace: fedf sNf sReadd ass

f edf sNf sReadRank: 10

Lentini, et al. Expi res June 15, 2013 [ Page 47]



Internet-Draft NSDB Protocol for Federated Fil esystens Decenber 2012

5.2. NSDB Operations for Fileservers
5.2.1. NSDB Container Entry (NCE) Enuneration

To find the NCEs for the NSDB nsdb. exanple.com a fileserver would do
the foll ow ng:

nce_list = enpty
connect to the LDAP directory at nsdb. exanpl e. com
for each nanmi ngContext value $BAR in the root DSE
/* $BAR is a DN */
query for a fedfsNceDN val ue at $BAR
/*
* The RFC 4516 LDAP URL for this search would be

| dap: // nsdb. exanpl e. com 389/ $BAR?f edf sNceDN??
(obj ect d ass=f edf sNsdbCont ai ner | nf 0)

* Ok

* [
if a fedf sNceDN val ue i s found
add the value to the nce_list

5.2.2. Lookup FSLs for an FSN

Using an LDAP search, the fileserver can obtain all of the FSLs for a
given FSN. The FSN s fedfsFsnUuid is used as the search key. The
foll owi ng exanpl es use the LDAP Uni versal Resource ldentifier (URl)
format defined in [ RFC4516].

To obtain a list of all FSLs for $FSNUU D on the NSDB naned
$NSDBNAME, the followi ng search can be used (for readability the UR
is split into two lines):

for each $NCE in nce_li st
| dap: / / $NSDBNAME/ f snUui d=$FSNUUI D, $NCE??0ne?
(obj ect d ass=f edf sFsl)

This search is for the children of the object with DN

"fedf sFsnUui d=$FSNUUI D, $NCE" with a filter for

"obj ectd ass=fedf sFsl". The scope value of "one" restricts the
search to the entry’s children (rather than the entire subtree bel ow
the entry) and the filter ensures that only FSL entries are returned.

For exanple if $NSDBNAME is "nsdb. exanple.coni, $FSNUUID is

"e8c4761c- eb3b-4307- 86f c-f702dal97966", and $NCE is "o=fedfs", the
search would be (for readability the URI is split into three lines):
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| dap: // nsdb. exanpl e. com
f snUui d=e8c4761c- eb3b-4307- 86f c- f 702dal197966, o=f edf s
??one?(obj ect A ass=f edf sFsl)

The followi ng search can be used to obtain only the NFS FSLs for
$FSNUUI D on the NSDB naned $NSDBNAME (for readability the UR is
split into two |lines):

for each $NCE in nce_li st
| dap: / / $NSDBNAME/ f snUui d=$FSNUUI D, $NCE??0ne?
(obj ect d ass=f edf sNf sFsl)

This also searches for the children of the object with DN
"f edf sFsnUui d=$FSNUUI D, $NCE", but the filter for "objectC ass =
fedf sNfsFsl" restricts the results to only NFS FSLs.

For exanple if $NSDBNAME is nsdb. exanpl e.com $FSNUUID is "e8c4761lc-
eb3b- 4307- 86f c-f 702dal197966", and $NCE is "o=fedfs",the search would
be (for readability the URI is split into three lines):

| dap: // nsdb. exanpl e. com
f snUui d=e8c4761c- eb3b-4307- 86f c- f 702dal97966, o=f edf s
??0one?(obj ect O ass=f edf sNf sFsl )

The fileserver will generate a referral based on the set of FSLs
returned by these queries using the process described in
Section 2.8.4.

5.3. NSDB Operations and LDAP Referrals

The LDAPv3 protocol defines an LDAP referral nechanismthat allows an
LDAP server to redirect an LDAP client. LDAPv3 defines two types of
LDAP referrals: the Referral type defined in Section 4.1.10 of

[ RFC4511] and the SearchResult Reference type defined in Section 4.5.3
of [RFC4511]. In both cases, the LDAP referral |ists one or nore
URI's for services that can be used to conplete the operation. 1In the
remai nder of this document, the term LDAP referral is used to

i ndi cate either of these types.

If an NSDB operation results in an LDAP referral, the NSDB client MAY
follow the LDAP referral. An NSDB client’s decision to follow an
LDAP referral is inplenentation and configuration dependent. For
exanpl e, an NSDB client mnmight be configured to follow only those LDAP
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referrals that were received over a secure channel, or only those
that target an NSDB that supports encrypted comunication. |[If an
NSDB client chooses to follow an LDAP referral, the NSDB client MJST
process the LDAP referral and prevent |ooping as described in Section
4.1.10 of [RFC4511].

6. Security Considerations

Both the NFSv4 and LDAPv3 protocols provide security nmechani sns.

When used in conjunction with the federated fil esystem protocols
described in this docunent, the use of these mechanisns is
RECOMVENDED. Specifically, the use of RPCSEC GSS [ RFC2203], which is
built on the GSS-API [RFC2743], is RECOMWENDED on all NFS connections
between a file-access client and fileserver. The "Security

Consi derations" sections of the NFSv4.0 [3530bis] and NFSv4.1

[ RFC5661] specifications contain special considerations for the
handl i ng of GETATTR operations for the fs_| ocations and
fs_locations_info attributes.

NSDB nodes and NSDB clients MJST inpl ement support for TLS [ RFC5246],
as described in [RFC4513]. For all LDAP connections established by
the federated fil esystemprotocols, the use of TLS i s RECOVMENDED.

If an NSDB client chooses to follow an LDAP referral, the NSDB client
SHOULD aut henticate the LDAP referral’s target NSDB using the target
NSDB' s credentials (not the credentials of the NSDB that generated
the LDAP referral). The NSDB client SHOULD NOT foll ow an LDAP
referral that targets an NSDB for which it does not know t he NSDB' s
credenti al s.

Wthin a federation, there are two types of conponents an attacker
may conpronise: a fileserver and an NSDB

If an attacker conpronises a fileserver, the attacker can interfere
with a file-access client’'s filesystem|/O operations (e.g., by
returning fictitious data in the response to a read request) or
fabricating a referral. The attacker’s abilities are the sane
regardl ess of whether or not the federation protocols are in use.
Wil e the federation protocols do not give the attacker additiona
capabilities, they are additional targets for attack. The LDAP
protocol described in Section 5.2 SHOULD be secured using the nethods
descri bed above to defeat attacks on a fileserver via this channel

If an attacker conprom ses an NSDB, the attacker will be able to
forge FSL information and thus poison the fileserver’s referra
information. Therefore an NSDB shoul d be as secure as the
fileservers which query it. The LDAP operations described in
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Section 5 SHOULD be secured using the nethods described above to
defeat attacks on an NSDB via this channel

A fil eserver binds anonynously when perform ng NSDB operations. Thus
the contents and di stingui shed nanes of FSN and FSL records are
required to be readabl e by anyone who can bind anonynously to an NSDB
service. Section 2.12 presents the security considerations in the
choice of the type of UUID used in these records.

It should be noted that the federation protocols do not directly
provi de access to filesystemdata. The federation protocols only
provi de a nechani smfor building a nanespace. Al data transfers
occur between a file-access client and fil eserver just as they would
if the federation protocols were not in use. As a result, the
federation protocols do not require new user authentication and

aut hori zati on nechanisns or require a fileserver to act as a proxy
for a client.

7. | ANA Consi derati ons
7.1. Registry for the fedfsAnnotati on Key Nanespace

Thi s docunent defines the fedfsAnnotation key in Section 4.2.1.6.
The fedfsAnnotation key namespace is to be managed by 1ANA. 1TANA is
to create and maintain a new registry entitled "FedFS Annotati on
Keys". The location of this registry should be under a new headi ng
called "Federated File System (FedFS) Paraneters". The URL address
can be based off of the new headi ng nanme, for exanple:

http://ww. i ana. or g/ assi gnment s/ f edf s- par anet er s/

Future registrations are to be admnistered by | ANA using the "First
Cone First Served" policy defined in [RFC5226]. Registration
requests MJST include the key (a valid UTF-8 string of any length), a
brief description of the key’'s purpose, and an email contact for the
registration. For viewing, the registry should be sorted

| exi cographically by key. There are no initial assignments for this
registry.

7.2. Registry for FedFS Object ldentifiers

Using the process described in [ RFC2578], one of the authors was
assigned the Internet Private Enterprise Nunmbers range
1.3.6.1.4.1.31103.x. Wthin this range, the subrange
1.3.6.1.4.1.31103.1.x is permanently dedi cated for use by the
federated file systemprotocols. Unassigned ODs in this range MAY
be used for Private Use or Experinental Use as defined in [ RFC5226].
New permanent FedFS O D assi gnments MJUST NOT be nade using O Ds in
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this range

IANA is to create and maintain a newregistry entitled "FedFS Obj ect
Identifiers" for the purpose of recording the allocations of FedFS
bject ldentifiers (O Ds) specified by this docunent. No future
allocations in this registry are all owed.

The | ocation of this registry should be under the headi ng "Federated
File System (FedFS) Paraneters”, created in Section 7.1. The URL
address can be based off of the new headi ng nanme, for exanple:
http://ww. i ana. or g/ assi gnnent s/ f edf s- par anet er s/

For view ng, the registry should be sorted nunerically by O D val ue.
The contents of the FedFS Cbject ldentifiers registry are given in
Tabl e 1.

Not e: A descriptor designated bel ow as "historic" reserves an O D
used in a past version of the NSDB protocol. Registering such O Ds
retains conpatibility anong existing inplementations of the NSDB
protocol. This docunent does not otherwi se refer to historic O Ds.
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T T T T Fommemeeeas +
| OD | Description | Reference |
o e e e e e e e e e o e e e e e e e e oo Fom e e e e - - +
| 1.3.6.1.4.1.31103.1.1 | fedfsUWuid | RFC-TBDL |
| 1.3.6.1.4.1.31103.1.2 | fedf sNet Addr | historic |
| 1.3.6.1.4.1.31103.1.3 | fedfsNetPort | historic |
| 1.3.6.1.4.1.31103.1. 4 | fedfsFsnUuid | RFC-TBDL |
| 1.3.6.1.4.1.31103.1.5 | fedf sNsdbNane | historic |
| 1.3.6.1.4.1.31103.1.6 | fedf sNsdbPort | historic |
| 1.3.6.1.4.1.31103.1.7 | fedfsNcePrefix | historic |
| 1.3.6.1.4.1.31103.1.8 | fedfsFslWid | RFC-TBDL |
| 1.3.6.1.4.1.31103.1.9 | fedfsFsl Host | historic |
| 1.3.6.1.4.1.31103.1.10 | fedfsFslPort | historic |
| 1.3.6.1.4.1.31103.1.11 | fedfsFslTTL | historic |
| 1.3.6.1.4.1.31103.1.12 | fedfsAnnotation | RFC-TBDL |
| 1.3.6.1.4.1.31103.1.13 | fedfsDescr | RFC-TBDL |
| 1.3.6.1.4.1.31103.1. 14 | fedfsNceDN | RFC-TBDL |
| 1.3.6.1.4.1.31103.1.15 | fedfsFsnTTL | RFC-TBD1 |
| 1.3.6.1.4.1.31103.1.100 | fedfsN sPath | historic |
| 1.3.6.1.4.1.31103.1.101 | fedfsNfshajorVer | historic |
| 1.3.6.1.4.1.31103.1.102 | fedfsNf sM norVer | historic |
| 1.3.6.1.4.1.31103.1.103 | fedfsNfsCurrency | RFC-TBDL |
| 1.3.6.1.4.1.31103.1.104 | fedfsNfsGenFlagWitable | RFC-TBD1 |
| 1.3.6.1.4.1.31103.1.105 | fedfsN sGenFl agGoi ng | RFC-TBD1L |
| 1.3.6.1.4.1.31103.1.106 | fedfsN sGenFlagSplit | RFC-TBDL |
| 1.3.6.1.4.1.31103.1.107 | fedfsNfsTransFl agRdma | RFC-TBD1 |
| 1.3.6.1.4.1.31103.1.108 | fedfsNfsC assSi mul | RFC-TBDL |
| 1.3.6.1.4.1.31103.1.109 | fedfsNsCl assHandl e | RFC-TBDL |
| 1.3.6.1.4.1.31103.1.110 | fedfsNfsClassFileid | RFC-TBD1 |
| 1.3.6.1.4.1.31103.1.111 | fedfsNfsClassWitever | RFC-TBD1L |
| 1.3.6.1.4.1.31103.1.112 | fedfsN sC assChange | RFC-TBD1L |
| 1.3.6.1.4.1.31103.1.113 | fedfsNfsC assReaddir | RFC-TBDL |
| 1.3.6.1.4.1.31103.1.114 | fedf sNfsReadRank | RFC-TBDL |
| 1.3.6.1.4.1.31103.1.115 | fedf sNfsReadOrder | RFC-TBDL |
| 1.3.6.1.4.1.31103.1.116 | fedfsNfsWiteRank | RFC-TBDL |
| 1.3.6.1.4.1.31103.1.117 | fedfsNfsWiteO der | RFC-TBD1 |
| 1.3.6.1.4.1.31103.1.118 | fedfsN sVarSub | RFC-TBD1L |
| 1.3.6.1.4.1.31103.1.119 | fedfsNfsValidFor | RFC-TBDL |
| 1.3.6.1.4.1.31103.1.120 | fedfsNfsUR | RFC-TBDL |
| 1.3.6.1.4.1.31103.1.1001 | fedfsNsdbContainerinfo | RFC TBD1 |
| 1.3.6.1.4.1.31103.1.1002 | fedfsFsn | RFC-TBDL |
| 1.3.6.1.4.1.31103.1.1003 | fedfsFsl | RFC-TBD1 |
| 1.3.6.1.4.1.31103.1.1004 | fedfsNfsFsl | RFC-TBDL |
Fo e e e e e e eam o B B +

Table 1
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LDAP Descriptor Registration

In accordance with Section 3.4 and Section 4 of [RFC4520], the object
identifier descriptors defined in this docunent (listed below) wll
be registered via the Expert Revi ew process.

Subj ect: Request for LDAP Descriptor Registration

Person & emai|l address to contact for further information: See
" Aut hor/ Change Controller”

Specification: draft-ietf-nfsv4-federated-fs-protocol

Aut hor/ Change Controller: |1ESG (iesg@etf.org)

oject ldentifier: 1.3.6.1.4.1.31103.1.1
Descriptor (short nane): fedfsUuid
Usage: attribute type

bject ldentifier: 1.3.6.1.4.1.31103.1.2
Descriptor (short nane): fedfsNetAddr
Usage: attribute type (historic)

bject ldentifier: 1.3.6.1.4.1.31103.1.3
Descriptor (short nane): fedfsNetPort
Usage: attribute type (historic)

oject ldentifier: 1.3.6.1.4.1.31103.1.4
Descriptor (short nane): fedfsFsnUuid
Usage: attribute type

bject ldentifier: 1.3.6.1.4.1.31103.1.5
Descriptor (short nane): fedfsNsdbName
Usage: attribute type (historic)

bject ldentifier: 1.3.6.1.4.1.31103.1.6
Descriptor (short nane): fedfsNsdbPort
Usage: attribute type (historic)

oject ldentifier: 1.3.6.1.4.1.31103.1.7
Descriptor (short name): fedfsNcePrefix
Usage: attribute type (historic)

bject ldentifier: 1.3.6.1.4.1.31103.1.8
Descriptor (short nane): fedfsFsl Uuid
Usage: attribute type
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oject ldentifier: 1.3.6.1.4.1.31103.1.9
Descriptor (short nanme): fedfsFsl Host
Usage: attribute type (historic)

bject ldentifier: 1.3.6.1.4.1.31103.1.10
Descriptor (short nane): fedfsFsl Port
Usage: attribute type (historic)

bject ldentifier: 1.3.6.1.4.1.31103.1.11
Descriptor (short nane): fedfsFslTTL
Usage: attribute type (historic)

oject ldentifier: 1.3.6.1.4.1.31103.1.12
Descriptor (short name): fedfsAnnotation
Usage: attribute type

bject ldentifier: 1.3.6.1.4.1.31103.1.13
Descriptor (short nane): fedfsDescr
Usage: attribute type

hject ldentifier: 1.3.6.1.4.1.31103.1.14
Descriptor (short nane): fedfsNceDN
Usage: attribute type

oject ldentifier: 1.3.6.1.4.1.31103.1.15
Descriptor (short nane): fedfsFsnTTL
Usage: attribute type

bject ldentifier: 1.3.6.1.4.1.31103.1.100
Descriptor (short nane): fedfsNfsPath
Usage: attribute type (historic)

bj ect ldentifier: 1.3.6.1.4.1.31103.1.101
Descriptor (short nane): fedfsNfsMajorVer
Usage: attribute type (historic)

oject ldentifier: 1.3.6.1.4.1.31103.1.102
Descriptor (short name): fedfsNf sM norVer
Usage: attribute type (historic)

bject ldentifier: 1.3.6.1.4.1.31103.1.103

Descriptor (short nane): fedfsNf sCurrency
Usage: attribute type
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oject ldentifier: 1.3.6.1.4.1.31103.1.104
Descriptor (short name): fedfsNf sGenFlagWitable
Usage: attribute type

bject ldentifier: 1.3.6.1.4.1.31103.1.105
Descriptor (short nane): fedfsNf sGenFl agGoing
Usage: attribute type

bj ect ldentifier: 1.3.6.1.4.1.31103.1.106
Descriptor (short nane): fedfsNfsGenFlagSplit
Usage: attribute type

oject ldentifier: 1.3.6.1.4.1.31103.1.107
Descriptor (short nane): fedfsNf sTransFl agRdma
Usage: attribute type

bject ldentifier: 1.3.6.1.4.1.31103.1.108
Descriptor (short nane): fedfsNfsC assSinul
Usage: attribute type

bj ect ldentifier: 1.3.6.1.4.1.31103.1.109
Descriptor (short nane): fedfsNfsC assHandl e
Usage: attribute type

oject ldentifier: 1.3.6.1.4.1.31103.1.110
Descriptor (short nanme): fedfsNfsC assFileid
Usage: attribute type

bject ldentifier: 1.3.6.1.4.1.31103.1.111
Descriptor (short nane): fedfsNfsClassWitever
Usage: attribute type

bj ect ldentifier: 1.3.6.1.4.1.31103.1.112
Descriptor (short nane): fedfsNfsC assChange
Usage: attribute type

oject ldentifier: 1.3.6.1.4.1.31103.1.113
Descriptor (short nane): fedfsNf sC assReaddir
Usage: attribute type

bject ldentifier: 1.3.6.1.4.1.31103.1.114

Descriptor (short nane): fedfsNf sReadRank
Usage: attribute type
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oject ldentifier: 1.3.6.1.4.1.31103.1.115
Descriptor (short nanme): fedfsNf sReadOrder
Usage: attribute type

bject ldentifier: 1.3.6.1.4.1.31103.1.116
Descriptor (short nane): fedfsNfsWiteRank
Usage: attribute type

bj ect ldentifier: 1.3.6.1.4.1.31103.1.117
Descriptor (short nane): fedfsNfsWiteO der
Usage: attribute type

oject ldentifier: 1.3.6.1.4.1.31103.1.118
Descriptor (short nanme): fedfsNfsVarSub
Usage: attribute type

bject ldentifier: 1.3.6.1.4.1.31103.1.119
Descriptor (short nane): fedfsNfsValidFor
Usage: attribute type

Obj ect ldentifier: 1.3.6.1.4.1.31103.1.120
Descriptor (short nane): fedfsNfsURI
Usage: attribute type

oject ldentifier: 1.3.6.1.4.1.31103.1.1001
Descriptor (short name): fedfsNsdbContainerlnfo
Usage: object class

bj ect ldentifier: 1.3.6.1.4.1.31103.1.1002
Descriptor (short nanme): fedfsFsn
Usage: object class

bj ect ldentifier: 1.3.6.1.4.1.31103.1.1003
Descriptor (short nane): fedfsFsl

Usage: object class

oject ldentifier: 1.3.6.1.4.1.31103.1.1004

Descriptor (short nanme): fedfsNfsFsl
Usage: object class

8. dossary

Admi nistrator: A user with the necessary authority to initiate
adm ni strative tasks on one or nore servers.
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Adnmin Entity: A server or agent that administers a collection of
fileservers and persistently stores the nanespace information

File-access Cient: Standard off-the-shelf network attached storage
(NAS) client software that communicates with fil eservers using a
standard fil e-access protocol

Federation: A set of fileserver collections and singleton
fileservers that use a common set of interfaces and protocols in
order to provide to file-access clients a federated nanespace
accessi ble through a fil esystem access protocol

Fi

eserver: A server that stores physical fileset data, or refers
file-access clients to other fileservers. A fileserver provides
access to its shared filesystemdata via a fil e-access protocol

Fi

eset: The abstraction of a set of files and the directory tree
that contains them A fileset is the fundamental unit of data
managenent in the federation.

Note that all files within a fileset are descendants of one
directory, and that filesets do not span fil esystens.

Filesystem A self-contained unit of export for a fileserver, and
the mechanismused to inplenent filesets. The fileset does not
need to be rooted at the root of the filesystem nor at the export

point for the fil esystem

A single fil esystem MAY i npl enent nore than one fileset, if the
file-access protocol and the fileserver pernit this.

Fi

e-access Protocol: A network filesystem access protocol such as
NFSv3 [ RFC1813], NFSv4 [3530bis], or CIFS (Common Internet File
System) [Ms-SMB] [ Ms-SMB2] [MS-CIFS].

FSL (Fileset Location): The location of the inplenmentation of a
fileset at a particular nonment in time. An FSL MJST be sonething
that can be translated into a protocol -specific description of a
resource that a file-access client can access directly, such as an
fs locations attribute (for NFSv4), or a share nanme (for CIFS)

FSN (Fileset Nane): A platformindependent and gl obally uni que name
for a fileset. Two FSLs that inplenent replicas of the sane
fileset MIUST have the sane FSN, and if a fileset is mgrated from
one location to another, the FSN of that fileset MJST remain the
sane.
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Junction: A filesystemobject used to link a directory nane in the
current fileset with an object within another fileset. The
server-side "link" froma |leaf node in one fileset to the root of
anot her fileset.

Nanespace: A filenane/directory tree that a sufficiently authorized
file-access client can observe.

NSDB ( Nanespace Database) Service: A service that maps FSNs to FSLs
The NSDB may al so be used to store other infornmation, such as
annot ati ons for these nappings and their conponents.

NSDB Node: The nane or location of a server that inplenents part of
the NSDB service and is responsible for keeping track of the FSLs
(and related info) that inplement a given partition of the FSNs.

Referral: A server response to a file-access client access that
directs the client to evaluate the current object as a reference
to an object at a different location (specified by an FSL) in
anot her fileset, and possibly hosted on another fileserver. The
client re-attenpts the access to the object at the new | ocation

Replica: A replica is a redundant inplementation of a fileset. Each
replica shares the same FSN, but has a different FSL.

Replicas may be used to increase availability or perfornmance.
Updates to replicas of the sane fil eset MJUST appear to occur in
the sane order, and therefore each replica is self-consistent at
any nonent.

We do not assune that updates to each replica occur
simultaneously. |If a replica is offline or unreachable, the other
replicas may be updated.

Server Collection: A set of fileservers adnministered as a unit. A
server collection may be adninistered with vendor-specific
sof t war e

The nanespace provided by a server collection could be part of the
f eder at ed nanespace

Singl eton Server: A server collection containing only one server; a

st and-al one fil eserver.
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