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Abst ract

This Internet-Draft provides the description of problemset faced by
NFS and its various side band protocols when inplenmented over |Pv4
and | Pv6 networks in various depl oynent scenarios. Solution to the
various problens are also given in the draft and are sought for
approval in the respective NFS and side band protocol versions.

For eword

This "forward" section is an unnunbered section that is not included
in the table of contents. It is primarily used for the | ESG to nake
conmment s about the docunent. |t can also be used for conments about
the status of the docunment and sonetinmes is used for the RFC2119
requi renents | anguage statenent.

Requi renents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
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1.

Ter ni nol ogy

Host: Used to refer to the client or the server where the specific(s)
of client or the server does not matter

| Pv4: Internet Protocol Version 4.
| Pv6: Internet Protocol Version 6.

NFS: Used to refer to Network File Systemirrespective of the
ver si on.

NFSv2: Network File System Protocol Version 2
NFSv3: Network File System Protocol version 3.
NFSv4: Network File System Protocol version 4.
NFSv4. 1: Network File System Protocol version 4.1
NLM Network Lock Manager Protocol
NSM Network Status Monitor Protocol.
Operation: Refers to the NFS operation when its node of request or
response i s inconsequenti al

I ntroduction
This draft addresses probl ens associated with operating NFS in an
environnment that has a mx of |IPv4d and | Pv6.

Vari ous Depl oynent Scenari os

The various depl oynent scenarios involving a mx of IPv4d and | Pv6,
are as follows:

(a) dient in IPv4-only network and Server in |IPv6-only network.

(b) dient in IPv6-only network and Server in |IPv4-only network.

(c) dient in IPv4 and | Pv6 capabl e network and Server too in | Pv4
and | Pv6 capabl e net work.

The first two scenarios can be called asymmetric single stack node.
The third scenario can be called dual stack node

Not e: These scenari os -
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(a) dient in IPv4d-only network and Server in |IPv4-only network.
(b) dient in IPv6 only network and Server in |IPv6-only network.

can be referred to as symmetric single stack node. They are not
di scussed in this docunent, as the focus of this docunent is
scenarios that have a mx of |Pv4 and | Pv6.

The probl ens discussed below are primarily related to sharing of NFS
state across different protocol address famlies. State cone into
picture in NFS, in case of NLM NSM and NFSv4.

4. PORTMAP and RPCBI ND

Clients SHOULD use PORTMAP (version 2) while querying |IPv4 server
addresses, and RPCBIND (version 3/4) while querying | Pv6 server
addr esses.

Simlarly, servers should use PORTMAP (version 2) while querying
clients for making callbacks to IPv4 client addresses and RPCBI ND
(version 3/4) while querying clients making call backs to I Pv6 client
addr esses.

Cal I backs from server to client are needed in case of port
i nformation verification (NFSv4), asynchronous | ock requests (NLM,
and del egation recalls (NFSv4).

5. NLM and NSM

Clients and servers should use the "caller_name" (in the NLM LOCK
call), and the "nmon_nane" (in the SM NOTIFY call) as the identity of
the caller. This will make the identify of the caller independent of
the protocol address famly, and will help in proper operation in the
situations described belowin this section

A dual stack NSM server inplenentation with persistent recording of
source | P address, SHOULD record at |east one |IPv4 and one | Pv6
address for the client (fromthe caller_nanme in the NLM LOCK
request), so that in case of a reboot, it can send out NOTIFY
messages to the client via either/both protocol address famlies.

This will ensure proper operation in scenarios |like these
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(a) dientl connects to the server using | Pv6 address.

(b) dient2 connects to the server using |Pv4 address.

(c) The server switches fromdual stack to single stack node of
operation.

(d) Server restarts.

Step 'c¢’ can happen due to a network or interface disruption, or it

could al so happen as part of step 'd (due to adnministrative action

during step 'd’). Either way, it will result in loss of ability of

the server to communicate with the clients via one of the protoco

address fanmilies.

To handl e such scenarios, the server SHOULD associ ate one | P address
for each protocol address famly, with the client (caller_name from
the NLM LOCK call). Oherwi se, after step 'd, the server will not
be able to send a SM NOTIFY to sone of the clients. This will result
in those clients incorrectly assum ng that the server is holding
their locks, when infact the server is not.

When clients receive a SM NOTI FY froma server via one address
famly, they SHOULD try to deternine whether they hold | ocks on that
server (nmon_nane in the SMNOTIFY call) via the other address fanily,
and if so, they SHOULD reclaimthose | ocks too fromthe server.

Simlarly, to handle the scenario where a dual stack client sw tches
to a single stack node, and restarts, a server, when it receives a
SM NOTI FY froma client on one address fam ly, should try to
determ ne whether it holds any lock for that client (non_nane in the
SM NOTI FY call), on another address famly, and if so, it should

cl ear those | ocks too.

6. Cdient ldentification

In the case of NFSv4.1, the short hand clientid is very sinmlar to
NFSv4.0 clientid. Since states are tied to clientid, state sharing
across and within sessions are imrune to individual connection
failures. The sessions fromindividual connections of an address
famly can be failed over to another address famly if avail able.

For NFSv4 however, RFC3530 [RFC3530] says - that a client MJST send a
different client string in SETCLIENTID to a different destination
addresses(s)/fam |y of address(s). Even if the same server is
servicing on a different network address/address fanmily the server
MUST return a different clientid to the client. This is to prevent
confusion on the client side as there is no way of deternining

whet her the server to which the client is connecting again is the
same or not.
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The client using different client strings for different network
addresses / address fanmlies mght result in a case that the nultiple
requests fromthe sane client conflict with each other on a

mul ti honed server, and result in revocation of delegation. This can
happen in this scenario:

(a) Cdient establishes a connection to server on address X and then
opens the file Zin wite node.

(b) Server grants the client a wite del egation

(c) The connection the client had established with server address X
in step a), breaks for sone reason. dient establishes another
connection with server address Y, and then tries to open the
file Z

In step c) as client is trying to connect to a different server
address/address fanmly, it would send the SETCLIENTID with different
client string than in step a). Since servers generate clientid based
on client string, the clientid generated by the server in step c)

will be different than the clientid generated by the server in step
a). The server will then end up revoking the del egation granted in
step b).

Step c¢) can happen if the client side faced a disruption on one of
its address families and then connected on a different address fanmily
to the server. Exanple would be client connected using IPv6 in step
a) and then client IPv6 stack or interfaces faced disruption after
step b). dient then used IPv4 to connect to the server in step c).

To handl e such scenarios, the inplenmentations should do the follow ng

(a) The client SHOULD use the sane client string irrespective of
whi ch server address or address famly it is comrunicating wth.

(b) For generating the clientid, the server SHOULD use a conbination
of the client string with its ow server identifier. The server
identifier should be generated in a unique way on sinilar |ines
as that of the client identifier. Specifically the server
identifier should be such that no two servers should use the
same server identifier. An exanple of well generated server
identifier can be the one that includes the foll ow ng:

(c)
(a) a) MAC address
(b) b) Machine serial nunber

(d) The client SHOULD al ways send the SETCLIENTID as the first
request on the connection; even if the client is retransmtting
the request. If the clientid returned by server is the sane as
aclientid that the client has received fromsome server in the
past, the client SHOULD concl ude that both the connections are
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to the sane server. To prevent the server from expunging the
client due to non renewal, the client should send a RENEW even
if it does not have a |l ease after a SETCLIENTID to the server

Wth the above nechanism in the preceding exanple, the client string
in step ¢) would have been the sane as step a) and therefore the
server would not revoke the del egation granted in step b).
Additionally, the clientid returned by the server in setp c¢c) would be
the sane as that in step a), and so the client would know that it is
conmmuni cating to the sane server as in step a).

7. Dual to single stack node transition

Dual stack inplenmentations of NFS over |IPv4 and | Pv6 shoul d ensure
that the shutdown of one stack inplenentation does not |eave any data
inindetermnate state. This means that state like locks that is
shared between both I Pv4 and | Pv6 paths, should be handl ed carefully.
A shutdown of one path could result in a partial or conplete
unreachability to the client, tenporarily or permanently. To allow
for possible reconnects after reachability condition are restored,
the states SHOULD be left intact. To handle scenarios where
reachability is not expected to be restored within any reasonabl e
period of time, administrative action SHOULD be used for clearing the
appropriate states (renoval, cleanup etc).

Shutting down of one address family stack, or loss of all interfaces
of one address fanmily, SHOULD NOT |ead to NFSv4 client states being
renoved upon | ease period expiry. This is required so that server
does not grant conflicting access to other clients via a different
address family; otherwi se, they may find data file to be in some

i nconsistent state, |leading to corruption

Consider this scenario -

a) An IPv6 client Ais connected to the server and is accessing file
X, and has sonme state on the server, for that file.

b) The partial reachability condition happens for |Pv6.

c) An IPv4 client B connects to the server and tries to access file X
on which the client A had states.

If after step b), the server had renoved the state, then client B
mght find the file to be in unusable state and so the state for
client A should be maintained unless the disruption due to step b) is
permanent, in which case the adninistrator needs to take sone steps
to check / restore file X to sonme proper state, and then clear the
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state the server had for client A for file X

For NFSv4, one of the ways to inplement the above recommendation is
that the server should mark the client and the states associated with
it as tenporarily unusable but should not renove the state associated
with the clients in such case. After the conplete reachability is
restored the server should go into partial restart case for only the
clients that had their state marked as tenporarily unusabl e and thus
shoul d all ow such clients to regain their state. The server should
identify the clientid/states that are marked as tenporarily unusable
and shoul d send those client the NFSERR STALE CLI ENTI DY
NFSERR_STALE_STATEID errors, which will start the state recovery
procedure on the client side. The server can renove the client state
if the clients have not recovered the state in the grace period after
the conplete reachability condition has been restored.

For exanple, if the partial reachability condition affected only the
clients accessing the server over |Pv6, then after the reachability

is restored, the grace period should be started only for the clients
com ng over IPv6. Till the tine the grace period conpletes, clients
com ng over IPv4, trying to take | ocks that conflict with ones being
held by I Pv6 clients, should be denied.

In such cases, for NLM the SM NOTI FYs should be sent only to the
IPv6 clients (the ones that were affected due to partial reachability
condi tion).

8. NFSv4 Cal |l back I nformation

The NFSv4 server inplementation SHOULD verify the netid information
in the call backs corresponds to respective address fanilies. The
netid used for | Pv6 address SHOULD be tcp6 and for |Pv4 addresses, it
SHOULD be tcp. Oherw se, the callback information SHOULD be
rejected as incorrect.

9. Reply cache tuples for NFSv4

Reply cache inplenentations usually use sone conbi nati on of el enents
like client address, client port, server address, protocol, RPC XD,
etc., toindex into the reply cache. Use of the client IP usually
has a drawback; for exanple, a client using a different source IP
address + port while retransmtting a request, might result in a
reply cache m ss on the server.

In environments where there is a mx of IPv4 and | Pv6, there are
greater chances of a server seeing a different source IP + port for a
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client retransm ssion. For exanple, one address fanily being
compl etely disabled on a client, mght cause the client to send
retransm ssions froma different address famly (and therefore
different source IP), as conpared to the original request.

Therefore, reply cache indexing mechanisns, that don’t rely on client
| P address, will add considerable value in environments having a m x
of IPv4 and IPv6. One alternative could be using the client string
instead of the client IP address, for the indexing, as explained here

As nentioned in Cient lIdentification (Section 6) -

The client SHOULD al ways send the same client string, irrespective of
the server address that it is conmunicating with. Also, the NFSv4.0
client should always send the SETCLI ENTI D procedure as the first
request on any connection to the server. |If a request is to be
retransmtted on a different connection, the first procedure sent out
shoul d be a SETCLIENTID with no change in the call back address or
client string or verifier. This will help the server to associate
the new connection with the clientid.

Once a connection is associated with an existing clientid (and
therefore, an existing client string), any request restransmni ssion on
the new connection can then successfully be indexed to it’s match in
the reply cache, in a NFSv4 reply cache inplenentation that uses the
client string instead of the client I P address, for indexing into the
reply cache.

10. Other optimzations

10.1. Address Persistence

There are scenarios where NFS inpl enentations need to store |IP
addresses in persistent storage, like -

NSM rnoni tor/ noti fy dat abase.

persi stent reply cache.

In such scenarios, to support dual stack node, or a switch to/from
it, inplenmentations should store the protocol address famly
information explicitly, along with the I P address. This information

can be used during upgrades and downgrades, across versions which
have may or may not have turned on support for NFS over |Pv6.
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10.

10.

11.

12.

13.

14.

14.

2. | P addresses as keys

Functionalities |ike export checks require information to be indexed
based on client IP, for efficient insertion / updation, and | ookup

When using | P addresses as keys in these scenarios, the variability
of the bits in the I P addresses SHOULD be considered. 1In IPv6, for
the sane interface, the different addresses might differ nostly in
the subnet part (the |ower order bits are often generated fromthe
MAC address of the interface and are therefore nostly static). In
| Pv4 however, that may not be the case. Depending on the

i mpl ementation specifics, different indexing algorithnms mght be
needed for | Pv4 and | Pv6 addresses.

3. NFSv4 1 d Mapping
The "dns_donai n" in "user @ns_donain" as referred to in section 5.8
[ RFC3530], used to map owners, groups, users and user groups string
principals, to internal representations (usually nuneric id) at the
client and server SHOULD be the sane for the sanme client accessing an
NFSv4 server sinmultaneously over |Pv4 and | Pv6.
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