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Abstract

Thi s docunent describes the adm nistration protocol for a federated
file systemthat enables file access and nanespace traversal across
col l ections of independently administered fil eservers. The protoco
specifies a set of interfaces by which fileservers with different
adm nistrators can forma fileserver federation that provides a
nanespace conposed of the filesystens physically hosted on and
exported by the constituent fileservers.
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1. Introduction

A federated fil esystemenables file access and nanespace traversal in
a uniform secure and consi stent nmanner across multiple independent
fileservers within an enterprise (and possibly across nultiple
enterprises) with reasonably good performance.

Traditionally, building a namespace that spans nultiple fileservers
has been difficult for two reasons. First, the fileservers that
export pieces of the nanespace are often not in the sanme

adm ni strative domain. Second, there is no standard nechani sm for
the fileservers to cooperatively present the nanespace. Fileservers
nmi ght provide proprietary managenent tools and in sone cases an

adm nistrator m ght be able to use the proprietary tools to build a
shared nanespace out of the exported filesystens. Relying on vendor-
proprietary tools does not work in larger enterprises or when

col l aborating across enterprises because it is likely that the system
will contain fileservers running different software, each with their
own protocols, with no conmon protocol to manage the namespace or
exchange nanmespace i nformation

The requirenents for federated nanespaces are described in [ RFC5716].

The filesystem federation protocol described in [ FEDFS-NSDB] al |l ows
fileservers fromdifferent vendors and/or with different
adm nistrators to cooperatively build a nanmespace

Thi s docunent describes the protocol used by administrators to
configure the fileservers and construct the namespace.

1.1. Definitions

Adm nistrator: A user with the necessary authority to initiate
adm nistrative tasks on one or nore servers

Adnmin Entity: A server or agent that administers a collection of
fileservers and persistently stores the nanespace infornation.

File-access Cient: Standard off-the-shelf network attached storage
(NAS) client software that communicates with fil eservers using a
standard fil e-access protocol

Federation: A set of fileserver collections and singleton
fileservers that use a common set of interfaces and protocols in
order to provide to file-access clients a federated nanespace
accessi ble through a fil esystem access protocol
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Fileserver: A server that stores physical fileset data, or refers
file-access clients to other fileservers. A fileserver provides
access to its shared filesystemdata via a fil e-access protocol

Fileset: The abstraction of a set of files and the directory tree
that contains them A fileset is the fundamental unit of data
managenent in the federation.

Note that all files within a fileset are descendants of one
directory, and that filesets do not span fil esystens.

Filesystem A self-contained unit of export for a fileserver, and
the mechani smused to inplenent filesets. The fileset does not
need to be rooted at the root of the filesystem nor at the export
point for the fil esystem

A single fil esystem MAY i npl enent nore than one fileset, if the
file-access protocol and the fileserver pernit this.

Fil e-access Protocol: A network filesystem access protocol such as
NFSv3 [ RFC1813], NFSv4 [3530bis], or CIFS (Common Internet File
System) [Ms-SMB] [ Ms-SMB2] [MS-CIFS].

FSL (Fileset Location): The location of the inplenmentation of a
fileset at a particular nonment in time. An FSL MJST be sonething
that can be translated into a protocol -specific description of a
resource that a file-access client can access directly, such as an
fs locations attribute (for NFSv4), or a share nanme (for CIFS)

FSN (Fileset Nane): A platformindependent and gl obally uni que name
for a fileset. Two FSLs that inplenent replicas of the sane
fileset MIUST have the sane FSN, and if a fileset is mgrated from
one location to another, the FSN of that fileset MJST remain the
sane.

Junction: A filesystemobject used to link a directory nane in the
current fileset with an object within another fileset. The
server-side "link" froma leaf node in one fileset to the root of
anot her fil eset.

Nanespace: A filenane/directory tree that a sufficiently authorized
file-access client can observe.

NSDB ( Nanespace Database) Service: A service that maps FSNs to FSLs.

The NSDB may al so be used to store other information, such as
annot ati ons for these mappings and their conponents.
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NSDB Node: The nane or | ocation of a server that inplenents part of
the NSDB service and is responsible for keeping track of the FSLs
(and related info) that inplement a given partition of the FSNs.

Referral: A server response to a file-access client access that
directs the client to evaluate the current object as a reference
to an object at a different location (specified by an FSL) in
anot her fileset, and possibly hosted on another fileserver. The
client re-attenpts the access to the object at the new | ocation

Replica: A replica is a redundant inplementation of a fileset. Each
replica shares the same FSN, but has a different FSL.

Replicas may be used to increase availability or perfornmance.
Updates to replicas of the sane fil eset MJUST appear to occur in
the sane order, and therefore each replica is self-consistent at
any nonent.

We do not assune that updates to each replica occur
simultaneously. |If a replica is offline or unreachable, the other
replicas may be updated.

Server Collection: A set of fileservers adninistered as a unit. A
server collection may be adninistered with vendor-specific
sof tware

The nanespace provided by a server collection could be part of the
f eder at ed nanespace

Singl eton Server: A server collection containing only one server; a
stand-al one fil eserver.

2. Protocol

The RPC protocol used by the administration operations is ONC RPC
[ RFC5531]. The data structures used for the paranmeters and return
val ues of these procedures are expressed in this docunent in XDR

[ RFC4506] .

The XDR definitions below are formatted to allow the reader to easily

extract themfromthe docunent. The reader can use the follow ng
shell script to extract the definitions:
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<CCODE BEG NS>

#!'/ bi n/ sh
grep "N *//]" | sed 's?™ *[[/] ??° | sed 's?N *[]]$??
<CODE ENDS>

If the above script is stored in a file called "extract.sh”, and this
docunent is in a file called "spec.txt", then the reader can do:
<CODE BEQ NS>
sh extract.sh < spec.txt > adm nl. xdr
<CODE ENDS>
The effect of the script is to renove | eading white space from each
line, plus a sentinel sequence of "///".
The protocol definition in XDR notation is shown below. W begin by
defining basic constants and structures used by the protocol. W

then present the procedures defined by the protocol

<CODE BEG NS>

Hlr*

/1l * Copyright (c) 2010-2012 | ETF Trust and the persons identified
/1l * as authors of the code. All rights reserved.

1=

/1l * The authors of the code are the authors of

[l * [draft-ietf-nfsv4-federated-fs-adn n-xx.txt]: J. Lentini
/1l * C. Everhart, D. Ellard, R Tewari, and M Nai k.

1 *

/1l * Redistribution and use in source and binary fornms, wth
/1l * or without nodification, are permitted provided that the
/1] * followi ng conditions are net:

1 *

/1l * - Redistributions of source code nust retain the above
1 * copyright notice, this list of conditions and the
1 foll owi ng discl ai ner.

1=

/1] * - Redistributions in binary form nust reproduce the above
1 * copyright notice, this list of conditions and the

rrr = followi ng disclaimer in the docunentati on and/or other
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111
111
111
111
111
111
111
111
111
111
111
111
111
111
111
111
111
111
111
111
111
111
111
111
/1] enum FedFsSt at us {

materials provided with the distribution.

- Neither the nanme of Internet Society, |ETF or |IETF
Trust, nor the names of specific contributors, may be
used to endorse or pronote products derived fromthis
software wi thout specific prior witten perm ssion.

TH S SOFTWARE | S PROVI DED BY THE COPYRI GHT HOLDERS
AND CONTRI BUTORS "AS |'S" AND ANY EXPRESS OR | MPLI ED
WARRANTI ES, | NCLUDI NG BUT NOT LIMTED TO THE

| MPLI ED WARRANTI ES OF MERCHANTABI LI TY AND FI TNESS
FOR A PARTI CULAR PURPOSE ARE DI SCLAI MED. | N NO
EVENT SHALL THE COPYRI GHT OWNER OR CONTRI BUTORS BE
LI ABLE FOR ANY DI RECT, | NDI RECT, | NCI DENTAL, SPECI AL,
EXEMPLARY, OR CONSEQUENTI AL DAMAGES (1 NCLUDI NG, BUT
NOT LIM TED TGO, PROCUREMENT OF SUBSTI TUTE GOODS OR
SERVI CES; LOSS OF USE, DATA, OR PROFITS; OR BUSI NESS
| NTERRUPTI ON) HOWEVER CAUSED AND ON ANY THEORY OF

LI ABI LI TY, WHETHER | N CONTRACT, STRI CT LI ABILITY,

OR TORT (| NCLUDI NG NEGLI GENCE OR OTHERW SE) ARI SI NG
IN ANY WAY OQUT OF THE USE OF TH S SOFTWARE, EVEN I F
ADVI SED OF THE PGSSI BI LI TY OF SUCH DANMAGE.

L S T T T T R R R T I

/

/1l FEDFS_OK = 0,
/1] FEDFS_ERR _ACCESS =1,
/1] FEDFS_ERR _BADCHAR = 2,
/1] FEDFS_ERR _BADNANVE = 3,
/1] FEDFS_ERR _NAMETOOLONG = 4,
/1] FEDFS_ERR LOOP = 5,
/1] FEDFS_ERR_BADXDR = 6,
/1] FEDFS_ERR_EXI ST =7,
/1] FEDFS_ERR | NVAL = 8,
/1] FEDFS_ERR | O =9,
/1] FEDFS_ERR _NOSPC = 10,
/1] FEDFS_ERR _NOTJUNCT = 11,
/1] FEDFS_ERR _NOTLOCAL = 12,
/1] FEDFS_ERR_PERM = 13,
/1] FEDFS_ERR _ROFS = 14,
/1] FEDFS_ERR _SVRFAULT = 15,
/1] FEDFS_ERR _NOTSUPP = 16,
/1] FEDFS_ERR NSDB_ROUTE = 17,
/1] FEDFS_ERR_NSDB_DOWN = 18,
/1] FEDFS_ERR_NSDB_CONN = 19,
/1] FEDFS_ERR_NSDB_AUTH = 20,
/1] FEDFS_ERR _NSDB_LDAP = 21,
/1] FEDFS_ERR _NSDB_LDAP VAL = 22,
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Iy
111
111
111
111
111
Iy
111
111
111
111
111
Iy
111
111
111
111
111
Iy
111
111
111
111
111
Iy
111
111
111
111
111
Iy
111
111
111
111
111
Iy
111
111
111
111
111
Iy
111
111
111
111
111
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FEDFS_ERR _NSDB_NONCE = 23,
FEDFS ERR NSDB NOFSN = 24,
FEDFS ERR NSDB NOFSL = 25,
FEDFS ERR NSDB RESPONSE = 26,
FEDFS ERR NSDB FAULT = 27,
FEDFS_ERR _NSDB_PARANS = 28,
FEDFS_ERR NSDB_LDAP_REFERRAL = 29,
FEDFS ERR NSDB LDAP_ REFERRAL VAL = 30,
FEDFS ERR NSDB LDAP_ REFERRAL NOTFOLLOWED = 31,
FEDFS ERR NSDB PARAMS LDAP_REFERRAL = 32,
FEDFS ERR PATH TYPE_UNSUPP = 33,
FEDFS_ERR DELAY = 34,
FEDFS_ERR NO CACHE = 35,
FEDFS ERR UNKNOWN_CACHE = 36,
FEDFS ERR NO CACHE UPDATE = 37
b

typedef opaque ut f 8string<>;
typedef utf8string asci i _REQUI RED4;
typedef utf8string ut f 8val _REQUI RED4;

t ypedef opaque FedFsUui d[ 16];

struct FedFsNsdbName {
unsi gned i nt port;
ut f 8val REQUI RED4 host narne;

H

typedef ascii REQUI RED4 FedFsPat hConponent;
typedef FedFsPat hConponent FedFsPat hNanme<>;

struct FedFsFsn {
FedFsUui d f snUui d;
FedFsNsdbName nsdbNane;

H

enum FedFsFsl Type {
FEDFS NFS FSL = 0

b

struct FedFsNfsFsl {
FedFsUui d f sl Uui d;
unsi gned i nt port;
ut f 8val REQUI RED4 host narne;
FedFsPat hName pat h;

|

uni on FedFsFsl switch(FedFsFsl Type type) {

et al. Expi res June 15, 2013
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Iy
111
111
111
111
111
Iy
111
111
111
111
111
Iy
111
111
111
111
111
Iy
111
111
111
111
111
Iy
111
111
111
111
111
Iy
111
111
111
111
111
Iy
111
111
111
111
111
Iy
111
111
111
111
111
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case FEDFS_NFS_FSL:
FedFsNf sFsl
H

enum FedFsPat hType {

FEDFS PATH_SYS = 0,
FEDFS PATH NFS = 1
b

Federated Fil esystens

nf sFsl ;

uni on FedFsPat h switch(FedFsPat hType type) {
case FEDFS PATH SYS: /* adnministrative path */

FedFsPat hNane

adnm nPat h;

case FEDFS PATH NFS: /* NFS nanespace path */

FedFsPat hNane
b

struct FedFsCreateArgs {
FedFsPat h
FedFsFsn

H

enum FedFsResol veType {
FEDFS_RESOLVE_NONE
FEDFS_RESOLVE_CACHE
FEDFS_RESOLVE_NSDB

H

struct FedFsLookupArgs {
FedFsPat h
FedFsResol veType

0
11
2

H

struct FedFsLookupResCk {
FedFsFsn
FedFsFsl

H

nf sPat h;

pat h;
fsn;

pat h;
resol ve;

fsn;
fsl <>

struct FedFsLookupResReferral Val {

FedFsNsdbName
unsi gned int

H

uni on FedFsLookupRes switch (FedFsStatus status) {

case FEDFS K

t ar get Nsdb
| dapResul t Code

case FEDFS_ERR NO_CACHE_UPDATE:

FedFsLookupResCk

r esok;

case FEDFS_ERR NSDB_LDAP_VAL:

unsi gned i nt

| dapResul t Code

et al. Expi res June 15, 2013
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/1] case FEDFS_ERR NSDB LDAP_ REFERRAL:
/1l case FEDFS_ERR_NSDB_PARANMS_LDAP REFERRAL:

Iy FedFsNsdbName t ar get Nsdb;

/1l case FEDFS_ERR NSDB_LDAP_REFERRAL_VAL:

/11 FedFsLookupResReferral Val resReferral Val;
/11 default:

11 voi d;

1y

111

/1l enum FedFsConnecti onSec {

/1l FEDFS_SEC NONE = 0,

/1l FEDFS SEC TLS = 1 /* StartTLS nechani sm RFC4513, Section 3 */
1y

111

/1l union FedFsNsdbParans switch (FedFsConnecti onSec secType) {

/1l case FEDFS SEC TLS:

/11 opaque secDat a<>;
/1]l default:

11 voi d;

1y,

111

/1] struct FedFsSet NsdbParansArgs {

1 FedFsNsdbNane nsdbNane;
111 FedFsNsdbPar ans par ans;
1y,

111

/11 union FedFsCGet NsdbParansRes switch (FedFsStatus status) {
/1l case FEDFS OK:

/11 FedFsNsdbPar ans par ans;
/1] default:

11 voi d;

1y,

111

/1] union FedFsGetLinitedNsdbParansRes switch (FedFsStatus status) {
/1l case FEDFS OK:

111 FedFsConnecti onSec secType;
/1]l default:

Iy voi d;

1y

111

/1] program FEDFS PROG {
/1l version FEDFS V1 {

111 voi d FEDFS NULL(void) = O;

111 FedFsSt at us FEDFS_CREATE_JUNCTI ON(
Iy FedFsCreat eArgs) = 1;
111 FedFsSt at us FEDFS_DELETE_JUNCTI ON(
/11 FedFsPat h) = 2;

111 FedFsLookupRes FEDFS LOOKUP_JUNCTI ON(
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111 FedFsLookupArgs) = 3;

111 FedFsSt at us FEDFS_CREATE_REPLI CATI O\(

Iy FedFsCreat eArgs) = 7;

111 FedFsSt at us FEDFS_DELETE_REPLI CATI O\(

/11 FedFsPat h) = 8;

111 FedFsLookupRes FEDFS LOOKUP_REPLI CATI O\(

111 FedFsLookupArgs) = 9;

111 FedFsSt at us FEDFS_SET_NSDB_PARAMS(

Iy FedFsSet NsdbPar ansArgs) = 4;
/11 FedFsGet NsdbPar ansRes FEDFS GET_NSDB_ PARAMS(
/11 FedFsNsdbNanme) = 5;

111 FedFsGet Li m t edNsdbPar ansRes FEDFS GET LI M TED _NSDB_PARAMS(
111 FedFsNsdbNanme) = 6;

1y =1

/1] } = 100418;

<CODE ENDS>

3. Error Val ues

The results of successful operations will consist of a status of
FEDFS OK. The results of unsuccessful operations will begin with a
status, other than FEDFS OK, that indicates the reason why the
operation fail ed.

Many of the error status names and neanings (and the prose for their
descriptions) are taken fromthe specification for NFSv4 [3530hbi s].
Not e, however, that the numeric values for the status codes are
different. For exanple, the nanme and neani ng of FEDFS ERR ACCESS was
i nspired by NFSv4’s NFS4ERR_ACCESS, but their numeric values are
different.

The status of an unsuccessful operation will generally only indicate
the first error encountered during the attenpt to execute the
operati on.

FEDFS OK: No errors were encountered. The operation was a success.

FEDFS ERR ACCESS: Pernission denied. The caller does not have the
correct permssion to performthe requested operation.

FEDFS_ERR BADCHAR: A UTF-8 string contains a character which is not
supported by the server in the context in which it being used.

Lentini, et al. Expi res June 15, 2013 [ Page 13]



Internet-Draft Admn Protocol for Federated Fil esystens Decenber 2012

FEDFS_ERR BADNAME: A nane string in a request consisted of valid
UTF-8 characters supported by the server, but the nane is not
supported by the server as a valid nane for the current operation.

FEDFS ERR NAMETOOLONG  Returned when the pathnane in an operation
exceeds the server’'s inplenentation linit.

FEDFS ERR LOOP: Returned when too many synbolic |inks were
encountered in resol ving pathnane.

FEDFS ERR BADXDR: The server encountered an XDR decoding error while
processing an operation.

FEDFS ERR EXI ST: The junction specified already exists.
FEDFS ERR INVAL: Invalid argunent for an operation.

FEDFS ERR IO A hard error occurred while processing the requested
operati on.

FEDFS_ERR NOSPC: The requested operation woul d have caused the
server’'s filesystemto exceed sone limt (for exanple, if there is
a fixed nunber of junctions per fileset or per server).

FEDFS ERR NOTJUNCT: The caller specified a path that does not end in
a junction as the operand for an operation that requires the |ast
component of the path to be a junction.

FEDFS ERR NOTLOCAL: The caller specified a path that contains a
junction in any position other than the |ast conponent.

FEDFS ERR PERM The operati on was not allowed because the caller is
either not a privileged user or not the owner of an object that
woul d be nodified by the operation.

FEDFS ERR ROFS: A nodifying operation was attenpted on a read-only
filesystem

FEDFS_ERR SVRFAULT: An unanti ci pated non-protocol error occurred on
the server.

FEDFS_ERR NSDB ROUTE: The fil eserver was unable to find a route to
t he NSDB.

FEDFS ERR NSDB DOMN: The fil eserver deternined that the NSDB was
down.
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FEDFS_ERR NSDB_CONN:  The fileserver was unable to establish a
connection with the NSDB.

FEDFS ERR NSDB AUTH. The fil eserver was unable to authenticate and
establish a secure connection with the NSDB.

FEDFS_ERR NSDB_LDAP: An LDAP error occurred on the connection
between the fil eserver and NSDB.

FEDFS ERR NSDB LDAP_VAL: Indicates the sane error as
FEDFS ERR NSDB LDAP, and all ows the LDAP protocol error value to
be returned back to an ADM N protocol client.

FEDFS ERR NSDB NONCE: The fileserver was unable to | ocate the NCE in
the appropri ate NSDB.

FEDFS ERR NSDB NOFSN: The fileserver was unable to |ocate the given
FSN in the appropriate NSDB.

FEDFS ERR NSDB NOFSL: The fileserver was unable to | ocate any FSLs
for the given FSN in the appropriate NSDB.

FEDFS ERR NSDB RESPONSE: The fil eserver received a nal f or med
response fromthe NSDB. This includes situations when an NSDB
entry (e.g., FSN or FSL) is missing a required attribute.

FEDFS_ERR NSDB FAULT: An unanticipated error related to the NSDB
occurred.

FEDFS_ERR NSDB _PARAMS: The fil eserver does not have any connection
paranmeters on record for the specified NSDB.

FEDFS ERR NSDB LDAP_REFERRAL: The fil eserver received an LDAP
referral that it was unable to foll ow.

FEDFS_ERR NSDB_LDAP_REFERRAL_VAL: Indicates the sane error as
FEDFS_ERR NSDB_LDAP_REFERRAL, and all ows the LDAP protocol error
value to be returned back to an ADM N protocol client.

FEDFS ERR NSDB LDAP_REFERRAL _NOTFCLLOWED: The fil eserver received an
LDAP referral that it chose not to follow either because the
fileserver does not support followi ng LDAP referrals or LDAP
referral follow ng is disabled.

FEDFS ERR NSDB PARAMS LDAP_REFERRAL: The fil eserver received an LDAP

referral that it chose not to foll ow because the fil eserver had no
NSDB paraneters for the NSDB targeted by the LDAP referral.
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FEDFS _ERR PATH TYPE _UNSUPP: The fil eserver does not support the
speci fi ed FedFsPat hType val ue.

FEDFS ERR NOTSUPP: The fileserver does not support the specified
procedur e.

FEDFS_ERR DELAY: The fileserver initiated the request, but was not
able to conplete it in a tinely fashion. The ADM N pr ot ocol
client should wait and then try the request with a new RPC
transaction | D

FEDFS_ERR NO CACHE: The fil eserver does not inplenment an FSN-to-FSL
cache.

FEDFS_ERR UNKNOMWN_CACHE: The software receiving the ONC RPC request
is unaware if the fileserver inplenents an FSN-to-FSL cache or
unabl e to communicate with the FSN-to-FSL cache if it exists.

FEDFS_ERR NO CACHE UPDATE: The fileserver was unable to update its
FSN-t o- FSL cache.

4. Data Types
The basic data types defined above are formatted as foll ows:

FedFsUuid: A universally unique identifier (UUI D) as described in
[ RFC4122] as a version 4 UUD. The UU D MIUST be formatted in
net wor k byte order

FedFsNsdbName: A (hostnane, port) pair.

The hostnane is a variable length UTF-8 string that represents an
NSDB' s network | ocation in DNS nanme notation. |t SHOULD be
prepared using the server4 rules defined in Chapter 12
"Internationalization" of [3530bis]. The DNS nane MJST be
represented using a fully qualified domai n nane.

The port value in the FedFsNsdbNane indi cates the LDAP port on the
NSDB (see [ RFC4511]). The value MJUST be in the range 0 to 65535.
A value of 0 indicates that the standard LDAP port nunber, 389,
MUST be assuned.

FSNs are immutable and invariant. The attributes of an FSN

i ncluding the fedf sNsdbNane, are expected to remain constant.
Therefore, a FedFsNsdbNane MJUST NOT contain a network address,
such as an |Pv4 or |IPv6 address, as this would indefinitely assign
t he networ k addr ess.

Lentini, et al. Expi res June 15, 2013 [ Page 16]



Internet-Draft Admn Protocol for Federated Fil esystens Decenber 2012

FedFsPat hConponent: A case sensitive UTF-8 string containing a

filesystem path conponent. It MJST be prepared using the
component 4 rules defined in Chapter 12 "Internationalization" of
[ 3530bi s] .

FedFsPat hName: A variable |l ength array of FedFsPat hConponent val ues
representing a filesystempath. The path's first component is
stored at the first position of the array, the second conponent is
stored at the second position of the array, and so on

The path "/" MJST be encoded as an array with zero conponents.
A FedFsPat hNane MJUST NOT contain any zero-length conponents.

FedFsPat h: A pat hnanme container. The format and semantics of the
pat hnane are defined by the FedFsPat hType val ue.

FedFsPat hType: The type specific description of a pathnane.

A FEDFS PATH SYS is an inplenmentati on dependent adm nistrative
pat hname. For exanple, it could be a local file system path.

A FEDFS PATH NFS is a pathnane in the NFSv4 server’s single-server
nanmespace

FedFsNsdbParans: A set of paraneters for connecting to an NSDB
Conceptually the fileserver contains a data structure that naps an
NSDB nane (DNS nane and port value) to these LDAP connection
paraneters

The secType field indicates the security nechani smthat MJST be
used to protect all connections to the NSDB with the connection
paraneters

A val ue of FEDFS SEC NONE i ndicates that a transport security
mechani sm MUST NOT be used when connecting to the NSDB. In this
case, the secData array will have a length of zero

A val ue of FEDFS_SEC TLS indicates that the StartTLS security
mechani sm [ RFC4513] MUST be used to protect all connections to the
NSDB. In this case, the secData array will contain an X 509v3
root certificate in binary DER format [RFC5280] fulfilling the TLS
requi renent that root keys be distributed i ndependently fromthe
TLS protocol. The certificate MIST be used by the fileserver as a
Trust Anchor to validate the NSDB' s TLS server certificate |ist
chain (see section 7.4.2 of [RFC5246]) and thus authenticate the
identitiy of the NSDB. The certificate could be that of a
certificate authority or a self-signed certificate. To ensure
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that this security configuration informtion does not cause

vul nerabilities for other services, trust anchors provided through
secbData MJUST only be used for the NSDB service (as opposed to
being installed as systemw de trust anchors for other services).
Most popular TLS libraries provide ways in which this can be done
such as denoting a private file systemlocation for the
certificates.

FedFsNsdbName Equality

Two FedFsNsdbNanes are considered equal if their respective hostnane
and port fields contain the sane values. The only exception to this
rule is that a value of 0 in the port field always matches the
standard LDAP port nunber, 389.

Therefore, the FedFsNsdbNane " (nsdb. exanple.com 0)" is considered
equal to "(nsdb. exanple.com 389)" but not equal to

"(nsdb. exanpl e.com 1066)" since the port nunbers are different, or
"(nsdb. f 0o. exanpl e. com 389)" since the hostnanes are different.

Pr ocedur es

The procedures defined in Section 2 are described in detail in the
foll owi ng sections.

Fil eservers that participate as "internal"” nodes in the federated
nanespace MJST i nplenent the follow ng procedures

FEDFS_NULL

FEDFS_CREATE_JUNCTI ON
FEDFS_DELETE_JUNCTI ON
FEDFS_LOOKUP_JUNCTI ON
FEDFS_SET_NSDB_PARAVS
FEDFS_GET_NSDB_PARANVS
FEDFS_GET_LI M TED_NSDB_PARANS

and SHOULD i npl emrent the foll ow ng procedures:

FEDFS_CREATE_REPLI CATI ON
FEDFS_DELETE_REPLI CATI ON
FEDFS_LOOKUP_REPLI CATI ON

Fil eservers that participate as "leaf" nodes in the namespace (i.e.
fileservers that host filesets that are the target of junctions, but
that do not contain any junctions) are not required to inplenment any
of these operations.
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Operations that nodify the state of a replicated fileset MJST result
in the update of all of the replicas in a consistent manner. |Ideally
all of the replicas SHOULD be updated before any operation returns.
If one or nore of the replicas are unavail able, the operation NAY
succeed, but the changes MJST be applied before the unavail abl e
replicas are brought back online. W assume that replicas are
updated via some protocol that permits state changes to be reflected
consistently across the set of replicas in such a manner that the
replicas will converge to a consistent state within a bounded nunber
of successful nessage exchanges between the servers hosting the
replicas.

5.1. FEDFS_NULL
5.1.1. Synopsis
The standard NULL procedure.
5.1.2. Description
The null RPC, which is included, by convention, in every ONC RPC
protocol. This procedure does not take any argunents and does not
produce a result.
5.1.3. FErrors
None.
5.2. FEDFS_CREATE_JUNCTI ON
5.2.1. Synopsis

Create a new junction fromsome |ocation on the server (defined as a
pat hnane) to an FSN.

5.2.2. Description

This operation creates a junction froma server-relative path to a
(potentially) renote fil eset named by the gi ven FSN

The junction directory on the server is identified by a pathnane in
the formof an array of one or nore UTF-8 path conponent strings. It
is not required that this path be accessible in any other manner
(e.g., to a file-access client). This path does not appear in the

f eder at ed namespace, except by coincidence; there is no requirenent
that the gl obal nanespace parallel the server nanespace, nor is it
required that this path be relative to the server pseudo-root. It
does not need to be a path that is accessible via NFS (al though the
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junction will be of limted utility if the directory specified by the
path is not al so accessible via NFS)

If the fileset is read-only, then this operation MJST indicate this
with a status of FEDFS ERR ROFS

If the path contains a character that is not supported by the server
then status FEDFS ERR BADCHAR MJUST be returned.

The path is REQU RED to exi st and be conpletely local to the server
It MUST NOT contain a junction. |f the last conponent of the path is
a junction (i.e., this operation is attenpting to create a junction
where one already exists), then this operation MJST return the error
FEDFS ERR EXI ST (even if the requested junction is identical to the
current junction). |If any other conponent of the path is a junction
then this operation MJUST fail with status FEDFS ERR NOTLOCAL. The
path mght contain a synbolic link (if supported by the |oca

server), but the traversal of the path MJST remain within the server-
| ocal namespace.

I f any conponent of the path does not exist, then the operation MJST
fail with status FEDFS_ERR_| NVAL.

The server MAY enforce the | ocal permissions on the path, including
the final conmponent. |If a server wi shes to report that a path cannot
be traversed because of insufficient perm ssions, or the fina
component is an unexecutable or unwitable directory, then the
operation MJST fail with status FEDFS ERR ACCESS

The operation SHOULD fail with status FEDFS ERR NSDB_PARAMS if the
fileserver does not have any connection paraneters on record for the
specified NSDB, or the server may all ow the operation to proceed
usi ng some set of default NSDB connection paraneters.

The associ ati on between the path and the FSN MUST be durabl e before
the operation returns successfully. |If the operation return codes

i ndi cates success, then the junction was successfully created and is
i medi atel y accessi bl e.

I f successful, subsequent references via NFSv4.0 [3530bis] or NFSv4.1
[ RFC5661] clients to the directory that has been replaced by the
junction will result in a referral to a current location of the
target fil eset [ FEDFS-NSDB].

The effective perm ssions of the directory that is converted, by this
operation, into a junction are the pernissions of the root directory
of the target fileset. The original perm ssions of the directory
(and any other attributes it m ght have) are subsumed by the
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5.

5.

5.

junction.

This operation does not create a fileset at the location targeted by
the junction. |If the target fileset does not exist, the junction
will still be created. An NFS client will discover the m ssing
fileset when it traverses the junction

2. 3. Errors

FEDFS_ERR_ACCESS
FEDFS_ERR_BADCHAR
FEDFS_ERR_BADNAVE
FEDFS_ERR_NAVETOOLONG
FEDFS_ERR_LOOP
FEDFS_ERR_BADXDR
FEDFS_ERR_EXI ST
FEDFS_ERR_| NVAL
FEDFS_ERR | O
FEDFS_ERR_NOSPC
FEDFS_ERR_NOTLOCAL
FEDFS_ERR_PERM
FEDFS_ERR_ROFS
FEDFS_ERR_SVRFAULT
FEDFS_ERR_PATH_TYPE_UNSUPP
FEDFS_ERR_NOTSUPP
FEDFS_ERR_DELAY

3. FEDFS_DELETE_JUNCTI ON
3.1. Synopsis

Del ete an existing junction fromsome |ocation on the server (defined
as a pat hnane).

3.2. Description

This operation renmoves a junction specified by a server-relative
pat h.

As wi th FEDFS CREATE JUNCTION, the junction on the server is
identified by a pathnane in the formof an array of one or nore UTF-8
pat h conponent strings. It is not required that this path be
accessible in any other manner (e.g., to a file-access client). This
pat h does not appear in the federated nanespace, except by

coi ncidence; there is no requirenent that the global nanespace
reflect the server namespace, nor is it required that this path be
relative to the server pseudo-root. |t does not need to be a path
that is accessible via NFS
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If the fileset is read-only, then this operation MJIST indicate this
with a status of FEDFS ERR ROFS

If the path contains a character that is not supported by the server
then status FEDFS ERR BADCHAR MJUST be returned.

The path used to delete a junction night not be the same path that

was used to create the junction. |If the namespace on the server has
changed, then the junction m ght now appear at a different path than
where it was created. |If there is nore than one valid path to the

junction, any of them can be used.

The path is REQU RED to exi st and be conpletely local to the server
It MUST NOT contain a junction, except as the final conmponent, which
MUST be a junction. |If any other conponent of the path is a
junction, then this operation MJST fail with status
FEDFS ERR NOTLOCAL. If the last conponent of the path is not a
junction then this operation MIST return status FEDFS ERR NOTJUNCT.
The path might contain a synbolic link (if supported by the |oca
server), but the traversal of the path MIST remain within the server-
| ocal namespace

The server MAY enforce the | ocal pernmissions on the path, including
the final conponent. |If a server wishes to report that a path cannot
be traversed because of insufficient perm ssions, or the fina
component is an unexecutable or unwitable directory, then the
operation MJST fail with status FEDFS ERR ACCESS.

The renoval of the association between the path and the FSN MJST be
durabl e before the operation returns successfully. [|f the operation
return codes indicates success, then the junction was successfully
destroyed.

The effective permi ssions and other attributes of the directory that
is restored by this operation SHOULD be identical to their val ue
prior to the creation of the junction

After renoval of the junction, the fileserver MAY check if any of its
exi sting junctions reference the NSDB specified in the renoved
junction’s FSN. If the NSDB is not referenced, the fil eserver MAY
del ete the connection paraneters of the unreferenced NSDB

5.3.3. FErrors

FEDFS_ERR_ACCESS
FEDFS_ERR_BADCHAR
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FEDFS_ERR_BADNANE
FEDFS_ERR_NAMETOOLONG
FEDFS_ERR_LOOP
FEDFS_ERR_BADXDR
FEDFS_ERR | NVAL

FEDFS_ERR | O
FEDFS_ERR_NOTJUNCT
FEDFS_ERR_NOTLOCAL
FEDFS_ERR_PERM
FEDFS_ERR_ROFS
FEDFS_ERR_SVRFAULT
FEDFS_ERR_PATH_TYPE_UNSUPP
FEDFS_ERR_NOTSUPP
FEDFS_ERR_DELAY

FEDFS_LOOKUP_JUNCTI ON
1. Synopsis

Query the server to discover the current value of the junction (if
any) at a given path in the server nanespace.

2. Description

Thi s operation queries a server to determ ne whether a given path
ends in a junction, and if so, the FSN to which the junction refers
and the filerserver’s ability to resolve the junction.

Ordi nary NFSv4 operations do not provide any general nechanismto
determi ne whether an object is a junction -- there is no encoding
specified by the NFSv4 protocol that can represent this infornation.

As wi th FEDFS _CREATE _JUNCTI ON, the pathname MJUST be in the formof an
array of one or nore UTF-8 path conponent strings. It is not
required that this path be accessible in any other manner (e.g., to a
file-access client). This path does not appear in the federated
nanespace, except by coincidence; there is no requirenment that the

gl obal nanespace reflect the server nanespace, nor is it required
that this path be relative to the server pseudo-root. It does not
need to be a path that is accessible via NFS

If the path contains a character that is not supported by the server
then status FEDFS_ERR BADCHAR MUST be ret urned.

The path used to | ookup a junction nmight not be the same path that

was used to create the junction. |If the nanmespace on the server has
changed, then a junction night now appear at a different path than
where it was created. |f there is nore than one valid path to the
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junction, any of them m ght be used.

The path is REQU RED to exi st and be conpletely local to the server.
It MUST NOT contain a junction, except as the final conponent. |If
any other conponent of the path is a junction, then this operation
MUST fail with status FEDFS ERR NOTLOCAL. |f the I ast conponent of
the path is not a junction then this operation MJIST return the status
FEDFS ERR NOTJUNCT. The path might contain a synmbolic link (if
supported by the | ocal server), but the traversal of the path MJST
remain within the server-|ocal nanespace.

The server MAY enforce the | ocal permissions on the path, including
the final conmponent. |If a server wishes to report that a path cannot
be traversed because of insufficient perm ssions, or the final
component is an unexecutable or unwitable directory, then the
operation MJST fail with status FEDFS ERR ACCESS.

If the junction exists, the resolve paraneter allows for testing the
fileserver’s ability to resolve the junction. |[If the junction does
not exist, the fileserver will ignore the resolve paraneter.

If the junction exists and the resolve paraneter is set to

FEDFS RESOLVE _NONE, the fileserver MJST NOT attenpt to resolve the
FSN. This will allow the adm nistrator to obtain the junction’s FSN
even if the resolution would fail. Therefore on success, the result
of a FEDFS RESOLVE NONE call will return a O length fsl list in the
FedFsLookupResOk structure.

If the junction exists and the resolve paraneter is set to
FEDFS_RESOLVE_CACHE, the fileserver MJST attenpt to resolve the FSN
using its FSL cache, if one exists. The fileserver MUST NOT resol ve
the FSN by contacting the appropriate NSDB. |If the fileserver’s
cache does not have a mapping for the FSN in question, the result of
the operation MJUST be FEDFS K with 0 elenents in the
FedFsLookupResCk structure’s fsl array. The operation MAY fail with
status FEDFS ERR NO CACHE if the fileserver does not contain an FSN
to-FSL cache or with status FEDFS ERR UNKNOAN CACHE if the state of
the cache is unknown.

If the junction exists and the resolve paraneter is set to

FEDFS RESOLVE NSDB, the fileserver MJST attenpt to resolve the FSN by
contacting the appropriate NSDB. The FSN MJUST NOT be resol ved using
cached information. The resolution MAY fail with
FEDFS _ERR NSDB ROUTE, FEDFS ERR _NSDB DOWN, FEDFS ERR _NSDB_CONN,
FEDFS _ERR NSDB_AUTH, FEDFS ERR NSDB LDAP, FEDFS _ERR NSDB LDAP_VAL,
FEDFS_ERR NSDB_NOFSN, FEDFS_ERR _NSDB_NOFSL, FEDFS_ERR _NSDB_NONCE,
FEDFS_ERR NSDB_RESPONSE, FEDFS ERR NSDB FAULT,
FEDFS_ERR NSDB LDAP_REFERRAL, FEDFS ERR NSDB_LDAP_REFERRAL VAL,
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FEDFS _ERR NSDB LDAP_REFERRAL_NOTFCLLOWED, or
FEDFS_ERR NSDB PARAMS L DAP_REFERRAL, depending on the nature of the
failure.

In the case of a LDAP failure, the fileserver MUST return either
FEDFS_ERR NSDB LDAP or FEDFS ERR NSDB LDAP VAL. FEDFS ERR NSDB LDAP
i ndi cates that an LDAP protocol error occurred during the resolution
FEDFS _ERR NSDB LDAP VAL al so indicates that an LDAP protocol error
occurred during the resolution and allows the LDAP protocol error
value to be returned in the FedFsLookupRes's | dapResultCode field
(see the resultCode values in Section 4.1.9 of [RFC4511]).

If the NSDB responds with an LDAP referral, either the Referral type
defined in Section 4.1.10 of [RFC4511] or the SearchResul t Ref erence
type defined in Section 4.5.3 of [RFC4511], the fil eserver SHOULD
process the LDAP referral using the sane policies as the fileserver’'s
file-access protocol server. The fileserver MUST indicate a failure
whi | e processing the LDAP referral using
FEDFS_ERR NSDB LDAP_REFERRAL, FEDFS ERR NSDB LDAP_REFERRAL_VAL,
FEDFS_ERR NSDB _LDAP_REFERRAL_NOTFOLLOWED, or

FEDFS_ERR NSDB_PARAMS L DAP_REFERRAL. The

FEDFS ERR NSDB LDAP_REFERRAL VAL is anal ogous to the

FEDFS ERR NSDB LDAP_ VAL error and allows the LDAP protocol error
value to be returned in the FedFsLookupResReferral Val’'s

| dapResul t Code field. The FEDFS_ERR NSDB LDAP_REFERRAL and

FEDFS ERR NSDB PARAMS LDAP_REFERRAL errors errors allow the NSDB
targeted by the LDAP referral to be returned in the FedFsLookupRes’s
targetNsdb field. Simlarly, the FEDFS ERR _NSDB_LDAP_REFERRAL_VAL
error includes this information in the FedFsLookupResReferral Val's

t ar get Nsdb

If the fileserver has a cache of FSL records, the process of

resol ving an FSN using an NSDB SHOULD result in the cache being
updated. A failure to update the cache MAY be indicated with the
FEDFS ERR NO CACHE UPDATE status value, or the operation may conpl ete
successful ly.

When updating the cache, new FSLs for the given FSN SHOULD be added
to the cache and del eted FSLs SHOULD be renoved fromthe cache. This
behavior is desirable because it allows an adninistrator to
proactively request that the fileserver refresh its FSL cache. For
exanple, the admnistrator mght like to refresh the fileserver’s
cache when changes are made to an FSN' s FSLs.

If the junction is resolved, the fileserver will include a list of
UUIDs for the FSN's FSLs in the FedFsLookupResCk structure’s fsl
array.
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5.4. 3. Errors

FEDFS_ERR_ACCESS
FEDFS_ERR_BADCHAR
FEDFS_ERR_BADNAVE
FEDFS_ERR_NANMETOOLONG

FEDFS_ERR LOOP

FEDFS_ERR_BADXDR

FEDFS_ERR_| NVAL

FEDFS_ERR | O

FEDFS_ERR_NOTJUNCT
FEDFS_ERR_NOTLOCAL
FEDFS_ERR_PERM
FEDFS_ERR_SVRFAULT
FEDFS_ERR_NSDB_ROUTE
FEDFS_ERR_NSDB_DOWN
FEDFS_ERR_NSDB_CONN
FEDFS_ERR_NSDB_AUTH
FEDFS_ERR_NSDB_LDAP
FEDFS_ERR_NSDB_LDAP_VAL
FEDFS_ERR_NSDB_NONCE
FEDFS_ERR_NSDB_NOFSN
FEDFS_ERR_NSDB_NOFSL
FEDFS_ERR_NSDB_RESPONSE
FEDFS_ERR_NSDB_FAULT
FEDFS_ERR_NSDB_PARANG
FEDFS_ERR_NSDB_LDAP_REFERRAL
FEDFS_ERR_NSDB_LDAP_REFERRAL_VAL
FEDFS_ERR_NSDB_LDAP_REFERRAL_NOTFOLLOWED
FEDFS_ERR_NSDB_PARAVS_LDAP_REFERRAL
FEDFS_ERR_PATH_TYPE_UNSUPP
FEDFS_ERR_NOTSUPP
FEDFS_ERR_DELAY
FEDFS_ERR_NO_CACHE
FEDFS_ERR_UNKNOWN_CACHE
FEDFS_ERR_NO_CACHE_UPDATE

5.5. FEDFS_CREATE_REPLI CATI ON
5.5.1. Synopsis

Set an FSN representing the replication inforrmation for the fil eset
cont ai ni ng the pat hnane.

5.5.2. Description

This operation indicates the replication information to be returned
for a particular fileset. An NFSv4 client mght request fs_|ocations
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or fs locations_info at any tine to detect other copies of this
fileset, and this operation supports this by supplying the FSN the
fileserver should use to respond. This FSN should be associated with
the entire fileset in which the path resides, and should be used to
satisfy fs locations or fs |locations_info attribute requests whenever
no junction is being accessed; if a junction is being accessed, the
FSN specified by FEDFS CREATE JUNCTION wi || take precedence. Setting
the replication FSN on a fileset that already has a replication FSN
set is allowed.

This operation differs from FEDFS CREATE JUNCTION in that it controls
a fileset-wide attribute not associated with a junction.

The server SHOULD permit this operation even on read-only filesets,
but MUST return FEDFS ERR ROFS if this is not possible.

If the path contains a character that is not supported by the server
then status FEDFS ERR BADCHAR MUST be returned.

The path is REQU RED to exi st and be conpletely local to the server.
It MUST NOT contain a junction. |f any conponent of the path is a
junction, then this operation MJST fail with status
FEDFS ERR NOTLOCAL. The path might contain a synmbolic link (if
supported by the |ocal server), but the traversal of the path MJST
remain within the server-|ocal nanespace.

The server MAY enforce the | ocal perm ssions on the path, including
the final conponent. |If a server wishes to report that a path cannot
be traversed because of insufficient permissions, or the fina
conponent is an unexecutable or unwitable directory, then the
operation MJST fail w th status FEDFS ERR_ACCESS

The operation SHOULD fail with status FEDFS ERR NSDB PARAMS if the
fileserver does not have any connection paraneters on record for the
specified NSDB, or the server nay all ow the operation to proceed
usi ng sonme set of default NSDB connection paraneters.

The sane FSN val ue SHOULD be associated with all replicas of a
filesystem Depending on the underlying representation, the FSN
associated with a filesystem m ght or mght not be replicated
automatically with the filesystemreplication nechanism Therefore
i f FEDFS_CREATE_REPLI CATION i s used on one replica of a filesystem
it SHOULD be used on all replicas.

5.5.3. Errors
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FEDFS_ERR ACCESS
FEDFS_ERR_BADCHAR
FEDFS_ERR_BADNAVE
FEDFS_ERR_NAMETOOLONG
FEDFS_ERR_LOOP
FEDFS_ERR_BADXDR
FEDFS_ERR_EXI ST
FEDFS_ERR_| NVAL
FEDFS_ERR | O
FEDFS_ERR_NOSPC
FEDFS_ERR_NOTLOCAL
FEDFS_ERR_PERM
FEDFS_ERR_ROFS
FEDFS_ERR_SVRFAULT
FEDFS_ERR_PATH_TYPE_UNSUPP
FEDFS_ERR_NOTSUPP
FEDFS_ERR_DELAY

6. FEDFS_DELETE_REPLI CATI ON
6.1. Synopsis

Renove the replication information for the fileset containing the
pat hnane.

6.2. Description

This operation renoves any replication information fromthe fil eset
in which the path resides, such that NFSv4 client requests for

fs locations or fs locations_info in the absence of a junction wll
not be satisfied.

This operation differs from FEDFS DELETE JUNCTION in that it controls
a fileset-wide attribute not associated with a junction.

The server SHOULD pernmit this operation even on read-only filesets,
but MUST return FEDFS ERR ROFS if this is not possible.

If the path contains a character that is not supported by the server
then status FEDFS ERR BADCHAR MUJST be returned

The path is REQU RED to exi st and be conpletely local to the server
It MUST NOT contain a junction. |f any conponent of the path is a
junction, then this operation MIST fail with status

FEDFS_ERR _NOTLCOCAL.

The server MAY enforce the | ocal pernissions on the path, including
the final conponent. |If a server wishes to report that a path cannot
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be traversed because of insufficient perm ssions, or the fina
component is an unexecutable or unwitable directory, then the
operation MJST fail with status FEDFS ERR ACCESS.

5.6.3. Errors

FEDFS_ERR ACCESS
FEDFS_ERR_BADCHAR
FEDFS_ERR_BADNAVE
FEDFS_ERR_NAMETOOLONG
FEDFS_ERR_LOOP
FEDFS_ERR_BADXDR
FEDFS_ERR_| NVAL
FEDFS_ERR | O
FEDFS_ERR_NOTJUNCT
FEDFS_ERR_NOTLOCAL
FEDFS_ERR_PERM
FEDFS_ERR_ROFS
FEDFS_ERR_SVRFAULT
FEDFS_ERR_PATH_TYPE_UNSUPP
FEDFS_ERR_NOTSUPP
FEDFS_ERR_DELAY

5.7. FEDFS_LOOKUP_REPLI CATI ON
5.7.1. Synopsis

Query the server to discover the current replication information (if
any) at the given path.

5.7.2. Description
This operation queries a server to determ ne whether a fileset
containing the given path has replication information associated with
it, and if so, the FSN for that replication infornation.

This operation differs from FEDFS_LOCKUP_JUNCTION in that it inquires
about a fileset-wide attribute not associated with a junction.

If the path contains a character that is not supported by the server
then status FEDFS ERR BADCHAR MUST be returned.

The path is REQU RED to exi st and be conpletely local to the server
It MUST NOT contain a junction. |f any conponent of the path is a
junction, then this operation MIST fail with status
FEDFS_ERR_NOTLOCAL.

The server MAY enforce the |ocal permissions on the path, including
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5.

7

the final conmponent. |If a server wi shes to report that a path cannot
be traversed because of insufficient perm ssions, or the fina
component is an unexecutable or unwitable directory, then the
operation MJST fail with status FEDFS ERR ACCESS

Interpretation of the 'resolve paraneter and the procedure’s results
shall be the same as specified in Section 5.4 for the
FEDFS_LOOKUP_JUNCTI ON oper ati on.

3. Errors

FEDFS_ERR_ACCESS
FEDFS_ERR_BADCHAR
FEDFS_ERR_BADNAVE
FEDFS_ERR_NAMETOOLONG
FEDFS_ERR_LOOP
FEDFS_ERR_BADXDR

FEDFS_ERR | NVAL

FEDFS_ERR | O
FEDFS_ERR_NOTJUNCT
FEDFS_ERR_NOTLOCAL
FEDFS_ERR_PERM
FEDFS_ERR_SVRFAULT
FEDFS_ERR_NSDB_ROUTE
FEDFS_ERR_NSDB_DOWN
FEDFS_ERR_NSDB_CONN
FEDFS_ERR_NSDB_AUTH
FEDFS_ERR_NSDB_LDAP
FEDFS_ERR_NSDB_LDAP_VAL
FEDFS_ERR_NSDB_NONCE
FEDFS_ERR_NSDB_NOFSN
FEDFS_ERR_NSDB_NOFSL
FEDFS_ERR_NSDB_RESPONSE
FEDFS_ERR_NSDB_FAULT
FEDFS_ERR_NSDB_PARAMS
FEDFS_ERR_NSDB_LDAP_REFERRAL
FEDFS_ERR_NSDB_LDAP_REFERRAL_VAL
FEDFS_ERR_NSDB_LDAP_REFERRAL_NOTFOLLOWED
FEDFS_ERR_NSDB_PARAMS_LDAP_REFERRAL
FEDFS_ERR_PATH_TYPE_UNSUPP
FEDFS_ERR_NOTSUPP
FEDFS_ERR_DELAY
FEDFS_ERR_NO_CACHE
FEDFS_ERR_UNKNOWN_CACHE
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5.8. FEDFS_SET_NSDB_PARAVS
5.8.1. Synopsis

Set the connection paraneters for the specified NSDB
5.8.2. Description

This operations allows the adm nistrator to set the connection
paraneters for a given NSDB

If a record for the given NSDB does not exist, a newrecord is
created with the specified connection paraneters.

If a record for the given NSDB does exist, the existing connection
paraneters are replaced with the specified connection paraneters.

An NSDB is specified using a FedFsNsdbNane. The rules in Section 4.1
define when two FedFsNsdbNanes are consi dered equal

The gi ven NSDB need not be referenced by any junctions on the
fileserver. This situation will occur when connection paraneters for
a new NSDB are install ed.

The format of the connection paranmeters is described above.

On success, this operation returns FEDFS OK. \Wen the operation
returns, the new connection paraneters SHOULD be used for al
subsequent LDAP connections to the given NSDB. Existing connections
MAY be term nated and re-established using the new connection
paraneters. The connection paraneters SHOULD be durabl e across
fileserver reboots.

On failure, an error value indicating the type of error is returned.
If the operation’'s associated user does not have sufficient

permi ssions to create/nodi fy NSDB connection paraneters, the
operation MJUST return FEDFS_ERR ACCESS

5.8. 3. Errors

FEDFS_ERR_ACCESS
FEDFS_ERR_BADCHAR
FEDFS_ERR_BADNAVE
FEDFS_ERR_BADXDR
FEDFS_ERR_| NVAL
FEDFS_ERR | O
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FEDFS_ERR_NOSPC
FEDFS_ERR_SVRFAULT
FEDFS_ERR_NOTSUPP
FEDFS_ERR_DELAY

5.9. FEDFS _GET_NSDB_PARAMS
5.9.1. Synopsis

Get the connection paraneters for the specified NSDB
5.9.2. Description

This operations allows the adm nistrator to retrieve connection
paraneters, if they exist, for the given NSDB

An NSDB is specified using a FedFsNsdbNane. The rules in Section 4.1
define when two FedFsNsdbNanes are consi dered equal

A set of connection paraneters is considered a match if their

associ ated NSDB is equal (as defined above) to the operation’ s NSDB
argunent. Therefore, there is at nost one set of connection
paraneters that can nmatch the query described by this operation

The format of the connection paranmeters is described above.

On success, this operation returns FEDFS _OK and the connection
paraneters on record for the given NSDB

On failure, an error value indicating the type of error is returned.
Thi s operation MIUST return FEDFS_ERR _NSDB_PARAMS to indicate that
there are no connection paraneters on record for the given NSDB. |If
the operation’s associ ated user does not have sufficient perm ssions
to view NSDB connection paraneters, the operation MJST return
FEDFS_ERR_ACCESS

5.9. 3. Errors

FEDFS_ERR_ACCESS
FEDFS_ERR_BADCHAR
FEDFS_ERR_BADNAVE
FEDFS_ERR_BADXDR
FEDFS_ERR_| NVAL
FEDFS_ERR | O
FEDFS_ERR_SVRFAULT
FEDFS_ERR_NSDB_PARANS
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FEDFS_ERR_NOTSUPP
FEDFS_ERR_DELAY

5.10. FEDFS _GET_LI M TED_NSDB_PARAMS
5.10.1. Synopsis

Get a limted subset of the connection paraneters for the specified
NSDB

5.10.2. Description

This operation allows the administrator to retrieve a linited subset
of information on the connection paraneters, if they exist, for the
gi ven NSDB.

A NSDB is specified using a FedFsNsdbNanme. The rules in Section 4.1
define when two FedFsNsdbNanes are consi dered equal

A set of connection paraneters is considered a match if their

associ ated NSDB is equal (as defined above) to the operation’ s NSDB
argunent. Therefore, there is at nost one set of connection
paraneters that can nmatch the query described by this operation

This operation returns a linmted subset of the connection paraneters.
Only the FedFsConnectionSec mechanismthat is used to protect
conmuni cati on between the fileserver and NSDB i s returned.

Viewing the linited subset of NSDB connection paraneters returned by
FEDFS_GET_LI M TED _NSDB_PARAMS MAY be a |l ess privil eged operation than
viewing the entire set of NSDB connection paraneters returned by
FEDFS_GET_NSDB_PARAMS. For exanple, the full contents of an NSDB' s
connection parameters could contain sensitive information for sone
security nechani sns. FEDFS GET LI M TED NSDB_PARAMS al | ows the
fileserver to communi cate a subset of the connection paraneters (the
security nechanisn) to users with sufficient perm ssions wthout
revealing nore sensitive information.

On success, this operation returns FEDFS _OK and the
FedFsConnecti onSec val ue on record for the given NSDB

On failure, an error value indicating the type of error is returned.
Thi s operation MIUST return FEDFS_ERR _NSDB_PARAMS to indicate that
there are no connection paraneters on record for the given NSDB. |If
the operation’s associ ated user does not have sufficient perm ssions
to view the subset of NSDB connection paraneters returned by this
procedure, the operation MJST return FEDFS ERR ACCESS
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5.10. 3. Errors

6

FEDFS_ERR_ACCESS
FEDFS_ERR_BADCHAR
FEDFS_ERR_BADNAVE
FEDFS_ERR_BADXDR
FEDFS_ERR_| NVAL
FEDFS_ERR | O
FEDFS_ERR_SVRFAULT
FEDFS_ERR_NSDB_PARANS
FEDFS_ERR_NOTSUPP
FEDFS_ERR_DELAY

Security Considerations

The Security Considerations of [RFC5531] apply to the protoco
described in this docunent. The ONC RPC protocol supports

aut hentication, integrity and privacy via the RPCSEC GSS framework
[ RFC2203]. Fileservers which support the FedFS administration
prot ocol described above MUST support RPCSEC GSS.

As with NFSv4.1 (see Section 2.2.1.1.1.1 of [RFC5661]), FedFS

adm ni stration protocol clients and servers MJST support RPCSEC GSS' s
integrity and authentication services. FedFS admi nistration protoco
servers MJST support RPCSEC GSS' s privacy service. FedFS

adm ni stration protocol clients SHOULD support RPCSEC GSS s privacy
service. Wen RPCSEC GSS is enpl oyed on behal f of the FedFS

adm ni stration protocol, RPCSEC GSS data integrity SHOULD be used

It is strongly RECOMMENDED t hat an Access Control Service be enpl oyed
to restrict access to a fileserver’s FedFS adninistration
configuration data via the FedFS adm nistrative protocol to prevent
FedFS nanespace corruption, and protect NSDB conmuni cati on

par amet ers

For exanpl e, when the FedFsNsdbParans secType field val ue
FEDFS SEC TLS is chosen, the payload is used to provision the trust
anchor root certificate for TLS secure communi cati on between the
fileserver and the NSDB. In this case, RPCSEC GSS with data
integrity SHOULD be enpl oyed along with an Access Control Service to
restrict access to dommi n adnminstrators

FEDFS GET LI M TED NSDB PARAMS' s interaction with the NSDB' s
connection paranmeters is discussed in Section 5.10. 2.
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7. | ANA Consi derati ons

A range of ONC RPC program nunbers were assigned for use by FedFS
usi ng the procedure described in Section 7.3 "Program Nunber
Assi gnnent" of [RFC5531]. The FedFS range is:

| ETF NFSv4 Wor ki ng Group - FedFS 100418 - 100421

Thi s docunent describes version 1 of the ONC RPC program 100418 with
the short nane "fedfs_adm n", a Description of "FedFS

Admi ni stration", and a reference of [RFCTBD10]. Program 100418 will
be renoved fromthe reserved FedFS range and assi gned these new

val ues.
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