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1. Requirenments notation

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

2. I nt roduction

Thi s docunent describes a server-side copy feature for the NFS
pr ot ocol

The server-side copy feature provides a nechanismfor the NFS client
to performa file copy on the server without the data being
transm tted back and forth over the network.

Wthout this feature, an NFS client copies data fromone location to
anot her by reading the data fromthe server over the network, and
then witing the data back over the network to the server. Using
this server-side copy operation, the client is able to instruct the
server to copy the data locally wi thout the data being sent back and
forth over the network unnecessarily.

In general, this feature is useful whenever data is copied fromone
| ocation to another on the server. It is particularly useful when
copying the contents of a file froma backup. Backup-versions of a
file are copied for a nunber of reasons, including restoring and

cl oni ng dat a.

If the source object and destination object are on different file
servers, the file servers will comunicate with one another to
performthe copy operation. The server-to-server protocol by which
this is acconmplished is not defined in this docunent.

3. Protocol Overview

The server-side copy offload operations support both intra-server and
inter-server file copies. An intra-server copy is a copy in which

the source file and destination file reside on the sane server. In
an inter-server copy, the source file and destination file are on
different servers. 1In both cases, the copy may be perforned

synchronously or asynchronously.

Thr oughout the rest of this docunent, we refer to the NFS server
containing the source file as the "source server" and the NFS server
to which the file is transferred as the "destination server". |In the
case of an intra-server copy, the source server and destination
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server are the same server. Therefore in the context of an intra-
server copy, the ternms source server and destination server refer to
the single server perform ng the copy.

The operations described bel ow are designed to copy files. O her
file systemobjects can be copied by building on these operations or
usi ng other techniques. For exanple if the user wi shes to copy a
directory, the client can synthesize a directory copy by first
creating the destination directory and then copying the source
directory’s files to the new destination directory. |If the user

wi shes to copy a nanespace junction [ FEDFS-NSDB] [ FEDFS-ADM N], the
client can use the ONC RPC Federated Fil esystem protoco

[ FEDFS-ADM N] to performthe copy. Specifically the client can
determ ne the source junction's attributes using the FEDFS LOOKUP_FSN
procedure and create a duplicate junction using the

FEDFS CREATE_JUNCTI ON procedure.

For the inter-server copy protocol, the operations are defined to be
conpatible with a server-to-server copy protocol in which the
destination server reads the file data fromthe source server. This
nmodel in which the file data is pulled fromthe source by the
destination has a nunber of advantages over a nodel in which the
source pushes the file data to the destination. The advantages of
the pull nodel include:

o The pull nodel only requires a rempte server (i.e. the destination
server) to be granted read access. A push nodel requires a renote
server (i.e. the source server) to be granted wite access, which
is nore privil eged.

0 The pull nodel allows the destination server to stop reading if it
has run out of space. 1In a push nodel, the destination server
nmust flow control the source server in this situation

o0 The pull nodel allows the destination server to easily flow
control the data stream by adjusting the size of its read
operations. |In a push nodel, the destination server does not have
this ability. The source server in a push nodel is capable of
witing chunks larger than the destination server has requested in
attributes and session paraneters. |n theory, the destination
server could performa "short" wite in this situation, but this
approach is known to behave poorly in practice.

The follow ng operations are provided to support server-side copy:
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COPY_NOTI FY: For inter-server copies, the client sends this
operation to the source server to notify it of a future file copy
froma given destination server for the given user

COPY_REVOKE: Also for inter-server copies, the client sends this
operation to the source server to revoke pernission to copy a file
for the given user.

COPY: Used by the client to request a file copy.
COPY_ABORT: Used by the client to abort an asynchronous fil e copy.

COPY_STATUS: Used by the client to poll the status of an
asynchronous file copy.

CB COPY: Used by the destination server to report the results of an
asynchronous file copy to the client.

These operations are described in detail in Section 4. This section
provi des an overvi ew of how these operations are used to perform
server-si de copies

3.1. Intra-Server Copy

To copy a file on a single server, the client uses a COPY operation.
The server may respond to the copy operation with the final results
of the copy or it may performthe copy asynchronously and deliver the
results using a CB _COPY operation callback. |If the copy is perforned
asynchronously, the client may poll the status of the copy using
COPY_STATUS or cancel the copy using COPY_ABORT.

A synchronous intra-server copy is showmn in Figure 1. In this
exanpl e, the NFS server chooses to performthe copy synchronously.
The copy operation is conpleted, either successfully or
unsuccessfully, before the server replies to the client’s request.
The server’s reply contains the final result of the operation

dient Ser ver
+ +
| |
[--- COPY ---mmmmm e > dient requests
I i /] a file copy
I
I

Figure 1: A synchronous intra-server copy.

An asynchronous intra-server copy is shown in Figure 2. In this
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exanpl e, the NFS server perforns the copy asynchronously. The
server’s reply to the copy request indicates that the copy operation
was initiated and the final result will be delivered at a later tine.
The server’s reply also contains a copy stateid. The client nmay use
this copy stateid to poll for status information (as shown) or to
cancel the copy using a COPY_ABORT. When the server conpletes the
copy, the server performs a callback to the client and reports the

resul ts.

dient Server
+ +
| |
[--- COPY ----mmmmme e - > dient requests
R e R T T /| a file copy
| |
|--- COPY_STATUS ----------mmmmme oo > dient may pol
I e /] for status
I I
| | Multiple COPY_STATUS
[ | operations may be sent.
I I
I I
| <-- CB COPY -----mmmmmme e e oo | Server reports results
R T T >|
|

Fi gure 2: An asynchronous intra-server copy.
3.2. Inter-Server Copy

A copy may al so be performed between two servers. The copy protoco
is designed to accommpdate a variety of network topologies. As shown
in Figure 3, the client and servers nay be connected by multiple
networks. |In particular, the servers may be connected by a
speci al i zed, high speed network (network 192.168.33.0/24 in the

di agran) that does not include the client. The protocol allows the
client to setup the copy between the servers (over network
10.11.78.0/24 in the diagram) and for the servers to conmuni cate on
the high speed network if they choose to do so.
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192. 168. 33. 0/ 24

o m e e e e e e e e e e e e e e e e +
| |
| 192.168. 33.18 | 192.168. 33.56
Fom e e Fom e e + Fom e e Fom e e +
Sour ce [ | Destination |
Fomm oo - Fomm - - - + Fomm - - - Fomm - - - +
10. 11.78. 18 10. 11. 78. 56

o e e o - o e e o - +
|
| 10.11.78.243
+--- o= +--- o= +
| Client |
R +

Figure 3: An exanple inter-server network topol ogy.

For an inter-server copy, the client notifies the source server that
afile will be copied by the destination server using a COPY_NOTI FY
operation. The client then initiates the copy by sending the COPY
operation to the destination server. The destination server nmay
performthe copy synchronously or asynchronously.

A synchronous inter-server copy is shown in Figure 4. |In this case,
the destination server chooses to performthe copy before responding
to the client’s COPY request.

An asynchronous copy is shown in Figure 5. 1In this case, the

destination server chooses to respond to the client’s COPY request
i medi ately and then performthe copy asynchronously.
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dient Sour ce Destination
+ + +

3
§

I I

I I

[ <---mmmmmeeee e /] I

I I I

I I I

[--- COPY --mmmmmm e - >|

I I I

I I I

| | <----- read ----- |

I [\-mmmmmeee - >|

I I I

| | | Multiple reads may
| | | be necessary

I I I

I I I

I I I

I e /| Destination replies
I I

to COPY

Figure 4: A synchronous inter-server copy.
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dient Sour ce Destination
+ + +

3
§

I I

I I

[ <---mmmmmeeee e /] I

I I I

I I I

[--- COPY --mmmmmm e - >|

R T /]

I I I

I I I

| | <----- read ----- |

I [\-mmmmmmeee - >|

I I I

| | | Multiple reads may
[ [ | be necessary

I I I

I I I

I I I

|--- COPY_STATUS --------------------- > dient may pol

I e /] for status

I I I

| | | Multiple COPY_STATUS
| | | operations nay be sent
I I I

I I I

I I I

I I I

| <-- CB COPY -----mmmmmm e oo | Destination reports
R > results

I

Figure 5: An asynchronous inter-server copy.
3.3. Server-to-Server Copy Protoco

During an inter-server copy, the destination server reads the file
data fromthe source server. The source server and destination
server are not required to use a specific protocol to transfer the
file data. The choice of what protocol to use is ultimately the
destination server’s decision

3.3.1. Using NFSv4.x as a Server-to-Server Copy Protocol
The destination server MAY use standard NFSv4.x (where x >= 1) to
read the data fromthe source server. |If NFSv4.x is used for the

server-to-server copy protocol, the destination server can use the
filehandl e contained in the COPY request with standard NFSv4. x

Lentini, et al. Expires April 24, 2011 [ Page 9]



Internet-Draft NFS Server-si de Copy Cct ober 2010

operations to read data fromthe source server. Specifically, the
destination server may use the NFSv4.x OPEN operation’s CLAIMFH
facility to open the file being copied and obtain an open st ateid.
Using the stateid, the destination server nmay then use NFSv4.x READ
operations to read the file.

3.3.2. Using an alternative Server-to-Server Copy Protoco

In a honbgeneous environnment, the source and destination servers

m ght be able to performthe file copy extrenely efficiently using
speci al i zed protocols. For exanple the source and destination
servers mght be two nodes sharing a common file system fornmat for
the source and destination file systens. Thus the source and
destination are in an ideal position to efficiently render the inage
of the source file to the destination file by replicating the file

systemformats at the bl ock I evel. Another possibility is that the
source and destination mght be two nodes sharing a conmon storage
area network, and thus there is no need to copy any data at all, and

i nstead ownership of the file and its contents night sinply be re-
assigned to the destination. To allow for these possibilities, the
destination server is allowed to use a server-to-server copy protoco
of its choice

In a heterogeneous environnent, using a protocol other than NFSv4. x
(e.g. HITP [ RFC2616] or FTP [RFC0959]) presents sone challenges. In
particul ar, the destination server is presented with the challenge of
accessing the source file given only an NFSv4.x fil ehandl e.

One option for protocols that identify source files with path nanes
is to use an ASCI| hexadeci mal representation of the source
filehandl e as the file nane.

Anot her option for the source server is to use URLs to direct the
destination server to a specialized service. For exanple, the
response to COPY_NOTI FY could include the URL

ftp://sl. exanpl e.com 9999/ FH 0x12345, where 0x12345 is the ASClI
hexadeci mal representation of the source filehandle. Wen the
destination server receives the source server’s URL, it would use

" _FH 0x12345" as the file name to pass to the FTP server listening on
port 9999 of sl.exanple.com On port 9999 there would be a speci al

i nstance of the FTP service that understands how to convert NFS
filehandles to an open file descriptor (in nmany operating systens,
this would require a new systemcall, one which is the inverse of the
makef h() function that the pre-NFSv4 MOUNT service needs).

Aut henticating and identifying the destination server to the source

server is also a challenge. Recommendations for how to acconplish
this are given in Section 5.1.2.4 and Section 5.1. 4.
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4.

4.

1.

Qper ati ons

In the sections that follow, several operations are defined that
toget her provide the server-side copy feature. These operations are
i ntended to be OPTIONAL operations as defined in section 17 of

[ RFC5661] . The COPY_NOTI FY, COPY_REVCKE, COPY, COPY_ABORT, and
COPY_STATUS operations are designed to be sent within an NFSv4
COVPOUND procedure. The CB_COPY operation is designed to be sent

wi thin an NFSv4 CB_COVPOUND procedure.

Each operation is perfornmed in the context of the user identified by
the ONC RPC credential of its containing COMWOUND or CB_COVPOUND
request. For exanple, a COPY_ABCRT operation issued by a given user
i ndi cates that a specified COPY operation initiated by the sane user
be cancel ed. Therefore a COPY_ABORT MJUST NOT interfere with a copy
of the sane file initiated by anot her user

An NFS server MAY allow an adm nistrative user to nonitor or cance
copy operations using an inplenentation specific interface.

netl oc4 - Network Locations

The server-side copy operations specify network | ocations using the
netl oc4 data type shown bel ow

enum netl oc_typed {

NL4_NAME = 0,
NL4_URL =1,
NL4_NETADDR = 2
b
uni on netloc4 switch (netloc_typed4 nl_type) {
case NL4_NAME: utf8str_cis nl_nane;
case NL4_URL: utf8str_cis nl _url
case NL4 _NETADDR: net addr4 nl _addr
b

If the netloc4 is of type NL4_NAME, the nl _name field MIST be
specified as a UTF-8 string. The nl_nanme is expected to be resol ved
to a network address via DNS, LDAP, NI'S, /etc/hosts, or some other
means. |If the netloc4 is of type NL4 URL, a server URL [ RFC3986]
appropriate for the server-to-server copy operation is specified as a
UTF-8 string. |If the netloc4 is of type NL4_NETADDR, the nl _addr
field MUST contain a valid netaddr4 as defined in Section 3.3.9 of

[ RFC5661] .

When netl oc4 values are used for an inter-server copy as shown in
Figure 3, their values may be eval uated on the source server
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destination server, and client. The network environment in which
these systens operate should be configured so that the netloc4 val ues
are interpreted as intended on each system

4.2. Operation U COPY_NOTIFY - Notify a source server of a future copy

ARGUMENTS
struct COPY_NOTI FY4args {
/* CURRENT_FH. source file */
netl oc4 cha_destination_server
b
RESULTS
uni on COPY_NOTI FY4dres switch (nfsstat4 cnr_status) {
case NF$4_K
nf sti me4 cnr_|ease_tineg;
netl oc4 cnr_source_server <>
defaul t:
voi d;
|
DESCRI PTI ON

This operation is used for an inter-server copy. A client sends this
operation in a COVPOUND request to the source server to authorize a
destination server identified by cna_destination_server to read the
file specified by CURRENT _FH on behal f of the given user

The cna_destination_server MJST be specified using the netl oc4
network | ocation format. The server is not required to resolve the
cnha_destination_server address before conpleting this operation

If this operation succeeds, the source server will allow the
cha_destination_server to copy the specified file on behalf of the
given user. |f COPY_NOTIFY succeeds, the destination server is
granted permission to read the file as long as both of the foll ow ng
conditions are net:

0 The destination server begins reading the source file before the
cnr_lease tinme expires. |If the cnr_lease tinme expires while the
destination server is still reading the source file, the
destination server is allowed to finish reading the file.

o0 The client has not issued a COPY_REVCKE for the sane conbination
of user, filehandle, and destination server
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The cnr_lease_tine is chosen by the source server. A cnr_|ease_tine
of 0 (zero) indicates an infinite lease. To renew the copy |ease
time the client should resend the same copy notification request to
the source server.

To avoi d the need for synchroni zed cl ocks, copy |lease tinmes are
granted by the server as a tinme delta. However, there is a
requirenent that the client and server clocks do not drift
excessively over the duration of the |lease. There is also the issue
of propagation delay across the network which could easily be severa
hundred milliseconds as well as the possibility that requests will be
| ost and need to be retransmitted.

To take propagation delay into account, the client should subtract it
fromcopy lease tinmes (e.g. if the client estinmates the one-way
propagati on delay as 200 milliseconds, then it can assune that the

|l ease is already 200 milliseconds old when it gets it). 1In addition
it will take another 200 mlliseconds to get a response back to the
server. So the client must send a | ease renewal or send the copy
of fl oad request to the cna_destination_server at |east 400

m | 1iseconds before the copy | ease would expire. |f the propagation
del ay varies over the life of the lease (e.g. the client is on a
nmobi |l e host), the client will need to continuously subtract the

i ncrease in propagation delay fromthe copy | ease tines.

The server’s copy | ease period configuration should take into account
the network di stance of the clients that will be accessing the
server’'s resources. It is expected that the |ease period will take
into account the network propagation del ays and ot her network del ay
factors for the client population. Since the protocol does not all ow
for an autonmatic nmethod to determ ne an appropriate copy |ease
period, the server’s administrator may have to tune the copy |ease
peri od.

A successful response will also contain a |list of nanmes, addresses,
and URLs called cnr_source_server, on which the source is willing to
accept connections fromthe destination. These m ght not be
reachable fromthe client and m ght be | ocated on networks to which
the client has no connection

If the client wishes to performan inter-server copy, the client MJST
send a COPY_NOTIFY to the source server. Therefore, the source
server MJST support COPY_NOTI FY

For a copy only involving one server (the source and destination are
on the sane server), this operation is unnecessary.

The COPY_NOTI FY operation may fail for the followi ng reasons (this is
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a partial list):

NFSAERR MOVED: The file system which contains the source file is not
present on the source server. The client can determ ne the
correct location and reissue the operation with the correct
| ocati on.

NFSAERR _NOTSUPP:  The copy of fl oad operation is not supported by the
NFS server receiving this request.

NFSAERR WRONGSEC. The security mechani sm bei ng used by the client
does not match the server’s security policy.

4.3. Operation V: COPY_REVOKE - Revoke a destination server’s copy
privil eges

ARGUMENTS
struct COPY_REVOKE4args {
/* CURRENT_FH: source file */
netl oc4 cra_destination_server
|
RESULTS
struct COPY_REVOKE4res {
nfsstat4 crr_status;
|
DESCRI PTI ON

This operation is used for an inter-server copy. A client sends this
operation in a COVPOUND request to the source server to revoke the
aut hori zation of a destination server identified by
cra_destination_server fromreading the file specified by CURRENT FH

on behal f of given user. |f the cra_destination_server has already
begun copying the file, a successful return fromthis operation
i ndi cates that further access will be prevented.

The cra_destination_server MIST be specified using the netloc4
network | ocation format. The server is not required to resolve the
cra_destination_server address before conpleting this operation

The COPY_REVOKE operation is useful in situations in which the source
server granted a very long or infinite |l ease on the destination
server’'s ability to read the source file and all copy operations on
the source file have been conpl et ed.
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For a copy only involving one server (the source and destination are
on the sane server), this operation is unnecessary.

If the server supports COPY_NOTIFY, the server is REQU RED to support
t he COPY_REVOKE operati on.

The COPY_REVCKE operation may fail for the followi ng reasons (this is
a partial list):

NFSAERR MOVED: The file system which contains the source file is not
present on the source server. The client can determ ne the
correct location and reissue the operation with the correct
| ocati on.

NFSAERR_NOTSUPP:  The copy of fl oad operation is not supported by the
NFS server receiving this request.

4.4, Operation W COPY - Initiate a server-side copy

ARGUMENTS
#defi ne COPY4_GUARDED = 0x00000001;
#def i ne COPY4_METADATA = 0x00000002;
struct COPY4args {
/* SAVED FH source file */
/* CURRENT_FH. destination file or */
/* directory */
of fset4 ca_src_offset;
of fset4 ca_dst_offset;
| engt h4 ca_count;
uint32_t ca_fl ags;
component 4 ca_destination;
net | oc4 ca_source_server<>;
b
RESULTS
uni on COPY4res switch (nfsstat4 cr_status) {
/* CURRENT_FH destination file */
case NFS4_OK:
st at ei d4 cr_cal | back_i d<1>;
defaul t:
| engt h4 cr_bytes_copi ed;
b
DESCRI PTI ON
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The COPY operation is used for both intra- and inter-server copies.
In both cases, the COPY is always sent fromthe client to the
destination server of the file copy. The COPY operation requests
that a file be copied fromthe |location specified by the SAVED FH
value to the location specified by the conbination of CURRENT_FH and
ca_destination.

The SAVED FH nust be a regular file. |If SAVED FH is not a regul ar
file, the operation MIST fail and return NFS4ERR VWRONG TYPE

In order to set SAVED FH to the source file handle, the conpound
procedure requesting the COPY will include a sub-sequence of
operations such as

PUTFH source-fh
SAVEFH

If the request is for a server-to-server copy, the source-fh is a
filehandl e fromthe source server and the conpound procedure is being
executed on the destination server. |In this case, the source-fh is a
foreign filehandl e on the server receiving the COPY request. If

ei ther PUTFH or SAVEFH checked the validity of the filehandle, the
operation would likely fail and return NFS4ERR STALE

In order to avoid this problem the mnor version incorporating the
COPY operations will need to make a few snmall changes in the handling
of existing operations. |If a server supports the server-to-server
COPY feature, a PUTFH foll owed by a SAVEFH MUST NOT return

NFSAERR _STALE for either operation. These restrictions do not pose
substantial difficulties for servers. The CURRENT_FH and SAVED FH
may be validated in the context of the operation referencing them and
an NFS4ERR STALE error returned for an invalid file handle at that
poi nt .

The CURRENT_FH and ca_destinati on together specify the destination of

the copy operation. |If ca destinationis of O (zero) length, then
CURRENT_FH specifies the target file. In this case, CURRENT_FH MJST
be a regular file and not a directory. |If ca_destination is not of O

(zero) length, the ca_destination argunent specifies the file nane to
which the data will be copied within the directory identified by
CURRENT_FH. In this case, CURRENT FH MUST be a directory and not a
regular file.

If the file named by ca_destinati on does not exist and the operation
compl etes successfully, the file will be visible in the file system
nanespace. |If the file does not exist and the operation fails, the
file MAY be visible in the file system nanespace dependi ng on when
the failure occurs and on the inplenentation of the NFS server
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receiving the COPY operation. |If the ca_destination nane cannot be
created in the destination file system (due to file name
restrictions, such as case or length), the operation MIJST fail.

The ca_src_offset is the offset within the source file fromwhich the
data will be read, the ca_dst _offset is the offset within the
destination file to which the data will be witten, and the ca_count
is the nunber of bytes that will be copied. An offset of 0 (zero)
specifies the start of the file. A count of O (zero) requests that
all bytes fromca_src_offset through EOF be copied to the

destination. |If concurrent nodifications to the source file overlap
with the source file region being copied, the data copi ed nmay include
all, some, or none of the nodifications. The client can use standard

NFS operations (e.g. OPEN with OPENA_SHARE DENY WRI TE or mandat ory
byte range | ocks) to protect against concurrent nodifications if the
client is concerned about this. |If the source file's end of file is
being nodified in parallel with a copy that specifies a count of 0O
(zero) bytes, the anount of data copied is inplenentati on dependent
(clients may guard against this case by specifying a non-zero count
val ue or preventing nodification of the source file as nentioned
above) .

If the source offset or the source offset plus count is greater than
or equal to the size of the source file, the operation will fail wth
NFS4ERR_| NVAL. The destination offset or destination offset plus
count may be greater than the size of the destination file. This
allows for the client to issue parallel copies to inplenent
operations such as "cat filel file2 file3 file4 > dest".

If the destination file is created as a result of this conmand, the
destination file's size will be equal to the nunber of bytes
successfully copied. |If the destination file already existed, the
destination file's size may increase as a result of this operation
(e.g. if ca_dst _offset plus ca count is greater than the
destination’s initial size).

If the ca_source_server list is specified, then this is an inter-
server copy operation and the source file is on a renote server. The
client is expected to have previously issued a successful COPY_NOTIFY
request to the renote source server. The ca_source_server |ist
SHOULD be the sane as the COPY_NOTI FY response’s cnr_source_server
list. If the client includes the entries fromthe COPY_NOTI FY
response’s cnr_source_server list in the ca_source_server list, the
source server can indicate a specific copy protocol for the
destination server to use by returning a URL, which specifies both a
protocol service and server nane. Server-to-server copy protoco
consi derations are described in Section 3.3 and Section 5. 1.
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The ca_flags argunment allows the copy operation to be custom zed in
the followi ng ways using the guarded flag (COPY4_GUARDED) and the
nmet adata flag (COPY4_METADATA) .

[ NOTE: Earlier versions of this docunent defined a
COPY4_SPACE_RESERVED flag for controlling space reservations on the
destination file. This flag has been renoved with the expectation
that the space_reserve attribute defined in [ SPACE- RESERVE] will be
adopt ed. ]

If the guarded flag is set and the destination exists on the server
this operation will fail with NFSAERR EXI ST

If the guarded flag is not set and the destination exists on the
server, the behavior is inplenentation dependent.

If the netadata flag is set and the client is requesting a whole file
copy (i.e. ca count is O (zero)), a subset of the destination file's
attributes MJUST be the same as the source file's correspondi ng
attributes and a subset of the destination file' s attributes SHOULD
be the sane as the source file's corresponding attributes. The
attributes in the MUST and SHOULD copy subsets will be defined for
each NFS version.

For NFSv4.1, Table 1 and Table 2 list the REQUI RED and RECOMVENDED
attributes respectively. A "MJST" in the "Copy to destination file?"
columm indicates that the attribute is part of the MIUST copy set. A
"SHOULD' in the "Copy to destination file?" columm indicates that the
attribute is part of the SHOULD copy set.
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Fom e e oo e e e e e e e e e e e iao oo - +
| Nare | Id | Copy to destination file?

e m e e e e e e oo - Fomm e e e e e e e e e e e +
| supported_attrs | O | no [
| type | 1 | MJST I
| fh_expire_type | 2 ] no [
| change | 3 | SHOULD |
| size | 4 | MIST |
| l'ink_support | 5 | no |
| symink_support | 6 | no [
| naned_attr | 7 | no |
| fsid | 8 | no |
| uni que_handl es | 9 | no [
| lease_ tine | 10 | no |
| rdattr_error | 11 | no |
| filehandle | 19 | no [
| suppattr_exclcreat | 75 | no |
oo oo e e e e e e e e e eeee oo s +

Table 1

e e e e e e oo oo Fom e e e e e e e e e i e oo +
| Nare | Id | Copy to destination file?

oo oo e e e e e e e e e eeee oo s +
| acl | 12 | MUST |
| acl support | 13 | no |
| archive | 14 | no |
| cansettine | 15 ] no [
| case_insensitive | 16 | no |
| case_preserving | 17 | no |
| change_policy | 60 | no |
| chown_restricted | 18 | MUST |
| dacl | 58 | MUST [
| dir_notif_delay | 56 | no [
| dirent _notif _delay | 57 | no |
| fileid | 20 | no [
| files_avail | 21 ] no [
| files_free | 22 | no |
| files_ total | 23| no |
| fs_charset_cap | 76 | no [
| fs_layout type | 62 | no |
| fs_locations | 24 | no |
| fs_locations_info | 67 | no [
| fs_status | 61 | no |
| hidden | 25 | MUST [
| honpgeneous | 26 | no [
| layout alignnent | 66 | no |
| layout bl ksize | 65 | no |
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| ayout _type
maxfil esi ze
max| i nk

maxnarme
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nmounted_on_fileid
no_trunc
num i nks

owner

owner _group
quota_avail _hard
quot a_avail _soft
quot a_used
rawdev
retentevt_get
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retention_get
retention_hold
retention_set
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space_free
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system
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| 52 |
| 53|
| 54 |
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[ NOTE: The space_reserve attribute [ SPACE- RESERVE] will be in the
MUST set . ]

[ NOTE: The source file's attribute values wll

t ake precedence over

any attribute values inherited by the destination file.]
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In the case of an inter-server copy or an intra-server copy between
file systems, the attributes supported for the source file and
destination file could be different. By definition,the REQU RED
attributes will be supported in all cases. |If the netadata flag is
set and the source file has a RECOWENDED attribute that is not
supported for the destination file, the copy MIST fail with
NFS4ERR_ATTRNOT SUPP

Any attribute supported by the destination server that is not set on
the source file SHOULD be |eft unset.

Met adata attri butes not exposed via the NFS protocol SHOULD be copied
to the destination file where appropriate.

The destination file's named attributes are not duplicated fromthe
source file. After the copy process conpletes, the client MY
attenpt to duplicate nanmed attributes using standard NFSv4
operations. However, the destination file's naned attribute
capabilities MAY be different fromthe source file' s nanmed attribute
capabilities.

If the netadata flag is not set and the client is requesting a whole
file copy (i.e. ca_count is O (zero)), the destination file's
nmet adata is inplenmentation dependent.

If the client is requesting a partial file copy (i.e. ca_count is not
0 (zero)), the client SHOULD NOT set the netadata flag and the server
MUST ignore the netadata flag.

If the operation does not result in an inmmediate failure, the server
will return NFS4_OK, and the CURRENT_FH will remain the destination's
filehandl e.

If an i mediate failure does occur, cr_bytes copied will be set to
the nunber of bytes copied to the destination file before the error
occurred. The cr_bytes copied val ue indicates the nunber of bytes
copi ed but not which specific bytes have been copi ed.

A return of NFS4_OK indicates that either the operation is conplete
or the operation was initiated and a callback will be used to deliver
the final status of the operation

If the cr_callback_id is returned, this indicates that the operation
was initiated and a CB _COPY callback will deliver the final results
of the operation. The cr_callback id stateid is termed a copy
stateid in this context. The server is given the option of returning
the results in a call back because the data may require a relatively

I ong period of time to copy.
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If no cr_callback_id is returned, the operation conpleted
synchronously and no call back will be issued by the server. The
compl etion status of the operation is indicated by cr_status.

If the copy conpl etes successfully, either synchronously or
asynchronously, the data copied fromthe source file to the
destination file MJST appear identical to the NFS client. However,
the NFS server’s on disk representation of the data in the source
file and destination file MAY differ. For exanple, the NFS server
m ght encrypt, conpress, deduplicate, or otherw se represent the on
disk data in the source and destination file differently.

In the event of a failure the state of the destination file is
i npl ement ati on dependent. The COPY operation nmay fail for the
followi ng reasons (this is a partial list).

NFSAERR MOVED: The file system which contains the source file, or
the destination file or directory is not present. The client can
determine the correct |ocation and reissue the operation with the
correct |ocation.

NFSAERR _NOTSUPP: The copy of fl oad operation is not supported by the
NFS server receiving this request.

NFS4ERR_PARTNER_NOTSUPP: The renote server does not support the
server-to-server copy offload protocol

NFS4ERR _PARTNER NO AUTH. The renpte server does not authorize a
server-to-server copy offload operation. This nmay be due to the
client’s failure to send the COPY_NOTI FY operation to the renote
server, the renpte server receiving a server-to-server copy
of fl oad request after the copy |lease tinme expired, or for some
ot her perm ssion problem

NFSAERR FBI G The copy operation would have caused the file to grow
beyond the server’'s limt.

NFS4ERR NOTDIR: The CURRENT FH is a file and ca_destinati on has non-
zero | ength.

NFSAERR WRONG TYPE: The SAVED FH is not a regular file.

NFS4ERR | SDIR:  The CURRENT_FH is a directory and ca_destination has
zero | ength.
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NFSAERR | NVAL: The source offset or offset plus count are greater
than or equal to the size of the source file.

NFS4AERR DELAY: The server does not have the resources to performthe
copy operation at the current tine. The client should retry the
operation sonetine in the future.

NFSAERR _METADATA NOTSUPP: The destination file cannot support the
sane netadata as the source file.

NFSAERR WRONGSEC. The security mechani sm bei ng used by the client
does not match the server’s security policy.

4.5. QOperation X2 COPY_ABORT - Cancel a server-side copy

ARGUMENTS
struct COPY_ABORT4args {
/* CURRENT_FH:. destination file */
st at ei d4 caa_stateid,
b
RESULTS
struct COPY_ABORT4res {
nfsstat4 car_status;
b
DESCRI PTI ON

COPY_ABORT is used for both intra- and inter-server asynchronous

copi es. The COPY_ABORT operation allows the client to cancel a
server-side copy operation that it initiated. This operation is sent
in a COWOUND request fromthe client to the destination server

This operation nmay be used to cancel a copy when the application that
requested the copy exits before the operation is conpleted or for
sone ot her reason.

The request contains the filehandl e and copy stateid cookies that act
as the context for the previously initiated copy operation.

The result’s car_status field indicates whether the cancel was
successful or not. A value of NFS4_K indicates that the copy
operation was cancel ed and no call back will be issued by the server.
A copy operation that is successfully canceled may result in none,
some, or all of the data copi ed.

If the server supports asynchronous copies, the server is REQURED to
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support the COPY_ABORT operation

The COPY_ABORT operation may fail for the followi ng reasons (this is
a partial list):

NFSAERR NOTSUPP: The abort operation is not supported by the NFS
server receiving this request.

NFSAERR _RETRY: The abort failed, but a retry at some time in the
future MAY succeed

NFSAERR COVPLETE ALREADY: The abort failed, and a call back wll
deliver the results of the copy operation

NFS4ERR_SERVERFAULT: An error occurred on the server that does not
map to a specific error code

4.6. Operation Y: COPY_STATUS - Poll for status of a server-side copy

ARGUMENTS
struct COPY_STATUS4args {
/* CURRENT_FH destination file */
statei d4 csa_stateid;
b
RESULTS
uni on COPY_STATUS4res switch (nfsstat4 csr_status) {
case NFH4_X
| engt h4 csr_bytes_copi ed;
nf sstat 4 csr_conpl et e<1>
defaul t:
voi d;
b
DESCRI PTI ON

COPY_STATUS is used for both intra- and inter-server asynchronous
copi es. The COPY_STATUS operation allows the client to poll the
server to determ ne the status of an asynchronous copy operation
This operation is sent by the client to the destination server

If this operation is successful, the nunber of bytes copied are
returned to the client in the csr_bytes copied field. The
csr_bytes copied val ue indicates the nunber of bytes copied but not
whi ch specific bytes have been copi ed.
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If the optional csr_conplete field is present, the copy has

completed. 1In this case the status value indicates the result of the
asynchronous copy operation. In all cases, the server will also
deliver the final results of the asynchronous copy in a CB _COPY
operati on.

The failure of this operation does not indicate the result of the
asynchronous copy in any way.

If the server supports asynchronous copies, the server is REQURED to
support the COPY_STATUS operation

The COPY_STATUS operation may fail for the followi ng reasons (this is
a partial list):

NFSAERR _NOTSUPP: The copy status operation is not supported by the
NFS server receiving this request.

NFS4ERR_BAD STATEID: The stateid is not valid (see Section 4.8
bel ow) .

NFSAERR EXPI RED: The stateid has expired (see Copy Ofload Stateid
section bel ow).

4.7. Operation Z: CB_COPY - Report results of a server-side copy

ARGUMENTS
union copy_info4 switch (nfsstat4 cca_status) {
case NFH4_X
voi d;
defaul t:
| engt h4 cca_bytes_copi ed;
|
struct CB COPY4args {
nfs_fh4 cca_fh;
st at ei d4 cca_stateid,
copy_i nf o4 cca_copy_i nfo;
|
RESULTS
struct CB_COPY4res {
nfsstat4 ccr_status;
|
DESCRI PTI ON
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CB_COPY is used for both intra- and inter-server asynchronous copies.
The CB_COPY call back informs the client of the result of an
asynchronous server-side copy. This operation is sent by the
destination server to the client in a CB_COVPOUND request. The copy
is identified by the filehandl e and stateid argunents. The result is
indicated by the status field. |If the copy failed, cca bytes copied
contai ns the nunmber of bytes copied before the failure occurred. The
cca_bytes_copi ed val ue indicates the nunber of bytes copied but not
whi ch specific bytes have been copi ed.

In the absence of an established backchannel, the server cannot
signal the conpletion of the COPY via a CB_COPY call back. The loss
of a call back channel would be indicated by the server setting the
SEQ4_STATUS CB PATH DOMN flag in the sr_status_flags field of the
SEQUENCE operation. The client nust re-establish the call back
channel to receive the status of the COPY operation. Prolonged |oss
of the call back channel could result in the server dropping the COPY
operation state and invalidating the copy stateid.

If the client supports the COPY operation, the client is REQU RED to
support the CB_COPY operation.

The CB_COPY operation may fail for the followi ng reasons (this is a
partial list):

NFSAERR _NOTSUPP:  The copy of fl oad operation is not supported by the
NFS client receiving this request.

4.8. Copy Ofload Stateids

A server may performa copy offl oad operati on asynchronously. An
asynchronous copy is tracked using a copy offload stateid. Copy
offload stateids are included in the COPY, COPY_ABORT, COPY_STATUS
and CB_COPY operations.

Section 8.2.4 of [RFC5661] specifies that stateids are valid unti
either (A) the client or server restart or (B) the client returns the
resource.

A copy offload stateid will be valid until either (A) the client or
server restart or (B) the client returns the resource by issuing a
COPY_ABORT operation or the client replies to a CB _COPY operation

A copy offload stateid’ s seqid MIUST NOT be 0 (zero). In the context
of a copy offload operation, it is ambiguous to indicate the nost
recent copy offload operation using a stateid with seqgid of 0 (zero).
Therefore a copy offload stateid with seqid of 0 (zero) MJIST be

consi dered invalid.
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5.

5.

5.

Security Considerations

The security considerations pertaining to NFSv4 [ RFC3530] apply to
thi s docunent.

The standard security mechani snms provide by NFSv4 [ RFC3530] may be
used to secure the protocol described in this docunent.

NFSv4 clients and servers supporting the the inter-server copy
operations described in this docunent are REQUI RED to i npl enent

[ RPCSEC GSSv3], including the RPCSEC GSSv3 privil eges copy_fromauth
and copy_to auth. |If the server-to-server copy protocol is ONC RPC
based, the servers are also REQU RED to inpl enment the RPCSEC GSSv3
privilege copy_confirmauth. These requirenments to inplenent are not
requirenents to use. NFSv4 clients and servers are RECOMVENDED to
use [ RPCSEC GSSv3] to secure server-side copy operations.

1. Inter-Server Copy Security
1.1. Requirenents for Secure Inter-Server Copy
Inter-server copy is driven by several requirenents:

0 The specification MJST NOT nandate an inter-server copy protocol
There are many ways to copy data. Sone will be nore optimal than
others depending on the identities of the source server and
destination server. For exanple the source and destination
servers mght be two nodes sharing a common file system format for
the source and destination file systens. Thus the source and
destination are in an ideal position to efficiently render the
i mge of the source file to the destination file by replicating
the file systemformats at the block level. 1n other cases, the
source and destination mght be two nodes sharing a common storage
area network, and thus there is no need to copy any data at all
and i nstead ownership of the file and its contents sinply gets re-
assigned to the destination.

0 The specification MIST provide gui dance for using NFSv4.x as a
copy protocol. For those source and destination servers wlling
to use NFSv4.x there are specific security considerations that
this specification can and does address.

0 The specification MIUST NOT nandate pre-configuration between the
source and destination server. Requiring that the source and
destination first have a "copying rel ationshi p" increases the
adm ni strative burden. However the specification MJST NOT
preclude i npl ementations that require pre-configuration
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5.

1.

0 The specification MJST NOT nandate a trust relationship between
the source and destination server. The NFSv4 security node
requires nutual authentication between a principal on an NFS
client and a principal on an NFS server. This nodel MJST conti nue
with the introduction of COPY.

2. Inter-Server Copy with RPCSEC GSSv3

When the client sends a COPY_NOTIFY to the source server to expect
the destination to attenpt to copy data fromthe source server, it is
expected that this copy is being done on behalf of the principa
(called the "user principal") that sent the RPC request that encloses
the COVPOUND procedure that contains the COPY_NOTI FY operation. The
user principal is identified by the RPC credentials. A mechani sm
that allows the user principal to authorize the destination server to
performthe copy in a manner that |lets the source server properly

aut henticate the destination’s copy, and wi thout allow ng the
destination to exceed its authorization is necessary.

An approach that sends del egated credentials of the client’s user
principal to the destination server is not used for the foll ow ng
reasons. If the client’'s user delegated its credentials, the
destination would authenticate as the user principal. |f the
destination were using the NFSv4 protocol to performthe copy, then
the source server would authenticate the destination server as the
user principal, and the file copy would securely proceed. However,
this approach would all ow the destination server to copy other files.
The user principal wuld have to trust the destination server to not
do so. This is counter to the requirenents, and therefore is not
considered. |Instead an approach using RPCSEC GSSv3 [ RPCSEC GSSv3]
privileges is proposed.

One of the stated applications of the proposed RPCSEC GSSv3 protoco
is conpound client host and user authentication [+ privilege
assertion]. For inter-server file copy, we require conpound NFS
server host and user authentication [+ privilege assertion]. The
di stinction between the two is one without neaning.

RPCSEC GSSv3 introduces the notion of privileges. W define three
privil eges:

copy fromauth: A user principal is authorizing a source principa
("nfs@source>") to allow a destination principal ("nfs@
<destination>") to copy a file fromthe source to the destination
This privilege is established on the source server before the user
princi pal sends a COPY_NOTI FY operation to the source server
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typedef string secret4<>;

struct copy_fromauth_priv {

secret4 cfap_shared_secret;

netl oc4 cfap_destination

/* the NFSv4 user nane that the user principal maps to */
ut f 8str_nmi xed cf ap_user nane;

/* equal to seq_numof rpc_gss_cred_vers_3 t */

unsi gned i nt cfap_seq_num

b

cap_shared_secret is a secret value the user principal generates.

copy_to_auth: A user principal is authorizing a destination
principal ("nfs@destination>") to allowit to copy a file from
the source to the destination. This privilege is established on
the destination server before the user principal sends a COPY
operation to the destination server

struct copy_to_auth priv {
/* equal to cfap_shared_secret */

secret4 ctap_shared_secret;

netl oc4 ctap_sour ce;

/* the NFSv4 user nanme that the user principal maps to */
utf8str_m xed ct ap_user nane;

/* equal to seq _numof rpc_gss cred vers 3 t */

unsi gned i nt ctap_seq_hum

H

ctap_shared_secret is a secret value the user principal generated
and was used to establish the copy fromauth privilege with the
source principal

copy_confirmauth: A destination principal is confirmng with the
source principal that it is authorized to copy data fromthe
source on behal f of the user principal. Wen the inter-server
copy protocol is NFSv4, or for that matter, any protocol capable
of being secured via RPCSEC GSSv3 (i.e. any ONC RPC protocol),
this privilege is established before the file is copied fromthe
source to the destination.
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struct copy_confirmauth_priv {
/* equal to GSS GetM C() of cfap_shared_secret */
opaque ccap_shared_secret _m c<>
/* the NFSv4 user nane that the user principal maps to */
ut f 8str_nmi xed ccap_user nane;
/* equal to seq_numof rpc_gss cred vers 3t */
unsi gned int ccap_seq_numn

H

5.1.2.1. Establishing a Security Context

When the user principal wants to COPY a file between two servers, if
it has not established copy_fromauth and copy_to_auth privil eges on
the servers, it establishes them

(0]

The user principal generates a secret it will share with the two
servers. This shared secret will be placed in the
cfap_shared_secret and ctap_shared secret fields of the
appropriate privilege data types, copy_fromauth_priv and
copy_to_auth_priv.

An instance of copy fromauth priv is filled in with the shared
secret, the destination server, and the NFSv4 user id of the user
principal. It will be sent with an RPCSEC GSS3 CREATE procedur e,
and so cfap_seq_numis set to the seq_numof the credential of the
RPCSEC GSS3_CREATE procedure. Because cfap_shared_secret is a
secret, after XDR encoding copy_fromauth_priv, GSS Wap() (wth
privacy) is invoked on copy fromauth priv. The
RPCSEC GSS3 CREATE procedure’s argunents are:

struct {
rpc_gss3_gss_bi ndi ng *conpound_bi ndi ng;
rpc_gss3_chan_bi ndi ng *chan_bi ndi ng_ni c;
rpc_gss3 _assertion assertions<>
rpc_gss3_extension ext ensi ons<>

} rpc_gss3_create_args;

The string "copy _fromauth" is placed in assertions[0].privs. The
output of GSS Wap() is placed in extensions[0].data. The field
extensions[O].critical is set to TRUE. The source server calls
GSS _Unwap() on the privilege, and verifies that the seqg_num

mat ches the credential. It then verifies that the NFSv4 user id
bei ng asserted matches the source server’s mappi ng of the user
principal. If it does, the privilege is established on the source

server as: <"copy_ fromauth", user id, destination>  The
successful reply to RPCSEC_GSS3_CREATE has:
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struct {
opaque
rpc_gss3_chan_bi ndi ng
rpc_gss3_assertion
rpc_gss3_assertion
rpc_gss3_extension

} rpc_gss3_create_res;

NFS Server-si de Copy

Cct ober 2010

handl e<>;

*chan_bi nding_nic
granted_assertions<>;
server_assertions<>;
ext ensi ons<>;

The field "handle" is the RPCSEC GSSv3 handle that the client wll
use on COPY_NOTI FY requests involving the source and destination

server.
"copy_fromaut h".
copy_to_auth_priv.

granted_assertions[0].privs wll
The server will

be equal to
return a GSS_ Wap() of

An instance of copy to auth priv is filled in with the shared

secret, the source server,

pr ocedur e.
encodi ng copy_to_auth_priv,
copy_to_auth_priv.
are:

struct {
rpc_gss3_gss_bi ndi ng
rpc_gss3_chan_bi ndi ng
rpc_gss3_assertion
rpc_gss3_extension

} rpc_gss3_create_args;

The string "copy_to_auth" is placed in assertions[0].privs.

out put of GSS Wap()
extensions[0].critica

mappi ng,
<"copy_to_auth", user id, source>
RPCSEC_GSS3_CREATE has:
struct {
opaque

rpc_gss3_chan_bi ndi ng
rpc_gss3_assertion
rpc_gss3_assertion
rpc_gss3_extension

et al. Expi res Apri

and the NFSv4 user
with an RPCSEC GSS3_ CREATE procedure,
to the seq_num of the credential
Because ctap_shared_secret
GSS W ap()
The RPCSEC GSS3_CREATE procedure’s argunents

is set to TRUE.
verifying the seq_num and the user principa
the destination establishes a privil ege of

id. It will be sent
and so ctap_seq numis set
of the RPCSEC GSS3_CREATE

is a secret, after XDR

is invoked on

*conpound_bi ndi ng;
*chan_binding nic
assertions<>;
ext ensi ons<>;

The
is placed in extensions[0].data. The field
Af ter unw appi ng,
to NFSv4 user ID

The successful reply to

handl e<>;

*chan_bi nding_nic
granted_asserti ons<>;
server_assertions<>;
ext ensi ons<>;
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} rpc_gss3_create_res;

The field "handle" is the RPCSEC GSSv3 handle that the client wll
use on COPY requests involving the source and destination server
The field granted assertions[O].privs will be equal to
"copy_to_auth". The server will return a GSS Wap() of
copy_to_auth_priv.

5.1.2.2. Starting a Secure Inter-Server Copy

When the client sends a COPY_NOTIFY request to the source server, it
uses the privileged "copy_from auth" RPCSEC GSSv3 handl e.
cna_destination_server in COPY_NOTI FY MUST be the sane as the nane of
the destination server specified in copy_fromauth_priv. O herw se,
COPY_NOTIFY will fail with NFS4ERR ACCESS. The source server
verifies that the privilege <"copy fromauth", user id, destination>
exists, and annotates it with the source filehandle, if the user
princi pal has read access to the source file, and if adm nistrative
policies give the user principal and the NFS client read access to
the source file (i.e. if the ACCESS operation would grant read
access). Oherwi se, COPY_NOTIFY will fail with NFS4AERR _ACCESS.

When the client sends a COPY request to the destination server, it
uses the privileged "copy_to_auth" RPCSEC GSSv3 handl e.
ca_source_server in COPY MJST be the sane as the nane of the source
server specified in copy_to_auth_priv. Oherwi se, COPY will fail
with NFS4ERR ACCESS. The destination server verifies that the
privilege <"copy to auth", user id, source> exists, and annotates it
with the source and destination filehandles. |f the client has
failed to establish the "copy_to_auth" policy it will reject the
request with NFS4ERR _PARTNER NO AUTH.

If the client sends a COPY_REVCOKE to the source server to rescind the
destination server’'s copy privilege, it uses the privileged
"copy_fromauth" RPCSEC GSSv3 handl e and the cra_destinati on_server

i n COPY_REVOKE MJUST be the same as the name of the destination server
specified in copy_fromauth_priv. The source server will then delete
the <"copy_fromauth", user id, destination> privilege and fail any
subsequent copy requests sent under the auspices of this privilege
fromthe destination server

5.1.2.3. Securing ONC RPC Server-to-Server Copy Protocols
After a destination server has a "copy_to_auth" privilege established
onit, and it receives a COPY request, if it knows it will use an ONC

RPC protocol to copy data, it will establish a "copy_confirm auth"”
privilege on the source server, using nfs@destination> as the
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initiator principal, and nfs@source> as the target principal

The value of the field ccap_shared_secret_mc is a GSS VerifyM C() of
the shared secret passed in the copy to auth privilege. The field
ccap_usernane is the mapping of the user principal to an NFSv4 user
nane ("user" @domai n" forn), and MJUST be the sanme as ctap_usernane
and cfap_username. The field ccap_seq_numis the seq_num of the
RPCSEC GSSv3 credential used for the RPCSEC GSS3_CREATE procedure the
destination will send to the source server to establish the

privil ege.

The source server verifies the privilege, and establishes a
<"copy_confirmauth", user id, destination> privilege. |If the source
server fails to verify the privilege, the COPY operation will be
rejected with NFSAERR PARTNER NO AUTH. Al l subsequent ONC RPC
requests sent fromthe destination to copy data fromthe source to
the destination will use the RPCSEC GSSv3 handl e returned by the
source’ s RPCSEC _GSS3_CREATE response.

Note that the use of the "copy_confirmauth" privilege acconplishes
the foll ow ng:

o if a protocol like NFS is being used, with export policies, export
policies can be overridden in case the destination server as-an-
NFS-client is not authorized

o manual configuration to allow a copy relationship between the
source and destination is not needed.

If the attenpt to establish a "copy_confirmauth" privilege fails,
then when the user principal sends a COPY request to destination, the
destination server will reject it with NFS4ERR PARTNER NO AUTH.

5.1.2.4. Securing Non ONC RPC Server-to-Server Copy Protocols

If the destination won't be using ONC RPC to copy the data, then the
source and destination are using an unspecified copy protocol. The
destination could use the shared secret and the NFSv4 user id to
prove to the source server that the user principal has authorized the

copy.

For protocols that authenticate user nanes with passwords (e.g. HITP
[ RFC2616] and FTP [ RFC0959]), the nfsv4 user id could be used as the
user nane, and an ASCI| hexadeci mal representation of the

RPCSEC GSSv3 shared secret could be used as the user password or as

i nput into non-password authentication nmethods |ike CHAP [ RFC1994].
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5.1.3. Inter-Server Copy via ONC RPC but wi thout RPCSEC GSSv3

ONC RPC security flavors other than RPCSEC GSSv3 MAY be used with the
server-side copy offl oad operations described in this docunent. In
particul ar, host-based ONC RPC security flavors such as AUTH NONE and
AUTH_SYS MAY be used. |If a host-based security flavor is used, a

m nimal | evel of protection for the server-to-server copy protocol is
possi bl e.

In the absence of strong security nechani sns such as RPCSEC GSSv3,
the chall enge is how the source server and destination server
identify thenselves to each other, especially in the presence of

mul ti-homed source and destination servers. |In a nulti-honed
environnment, the destination server mght not contact the source
server fromthe same network address specified by the client in the
COPY_NOTI FY. This can be overcone using the procedure described
bel ow

When the client sends the source server the COPY_NOTIFY operation

the source server may reply to the client with a list of target
addresses, nanes, and/or URLs and assign themto the unique triple:
<source fh, user ID, destination address Y>. If the destination uses
one of these target netlocs to contact the source server, the source
server will be able to uniquely identify the destination server, even
if the destination server does not connect fromthe address specified
by the client in COPY_NOTI FY.

For exanpl e, suppose the network topology is as shown in Figure 3.

If the source filehandle is 0x12345, the source server nay respond to

a COPY_NOTIFY for destination 10.11.78.56 with the URLs:
nfs://10.11.78.18//_COPY/ 10. 11. 78. 56/ _FH 0x12345
nfs://192.168. 33.18//_COPY/ 10. 11. 78. 56/ _FH 0x12345

The client will then send these URLs to the destination server in the

COPY operation. Suppose that the 192.168.33.0/24 network is a high
speed network and the destination server decides to transfer the file

over this network. |If the destination contacts the source server
from192. 168. 33. 56 over this network using NFSv4.1, it does the
fol | owi ng:

COVPQUND { PUTROOTFH, LOOKUP " _COPY" ; LOOKUP "10.11.78.56"; LOOKUP
"_FH'" ; OPEN "0x12345" ; CETFH }

The source server will therefore know that these NFSv4. 1 operations

are being issued by the destination server identified in the
COPY_NOTI FY.
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5.1.4. Inter-Server Copy w thout ONC RPC and RPCSEC GSSv3

The sane techni ques as Section 5.1.3, using unique URLs for each
destination server, can be used for other protocols (e.g. HITP
[ RFC2616] and FTP [ RFC0959]) as well.

6. | ANA Consi der ati ons

Thi s docunent has no actions for | ANA
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