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Abst ract

Thi s docunment describes a set of NFS attributes and operations that
are useful for applications |ike hypervisors to nanage storage in a
better nanner.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on August 27, 2011
Copyright Notice

Copyright (c) 2011 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
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described in the Sinplified BSD License.
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1.

Requi rements notation

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

I nt roduction

Thi s docunent describes a set of operations that allow applications
such as hypervisors to reserve space for a file, report the anpunt of
actual disk space a file occupies and freeup the backing space of a
file when it is not required.

In virtualized environments, virtual disk files are often stored on
NFS nounted volumes. Since virtual disk files represent the hard
di sks of virtual nachines, hypervisors often have to guarantee
certain properties for the file.

One such exanple is space reservation. Wen a hypervisor creates a
virtual disk file, it often tries to preallocate the space for the
file so that there are no future allocation related errors during the
operation of the virtual nachine. Such errors prevent a virtua
machi ne from conti nui ng execution and result in downtine.

Anot her useful feature would be the ability to report the number of
bl ocks that would be freed when a file is deleted. Currently, NFS
reports two size attributes:

0 size - The logical file size of the file.
0 space_used - The size in bytes that the file occupies on disk

Wil e these attributes are sufficient for space accounting in
traditional filesystens, they prove to be inadequate in nodern
filesystens that support block sharing. Having a way to tell the
nurmber of bl ocks that would be freed if the file was del eted woul d be
useful to applications that wish to nmigrate files when a volune is

| ow on space.

Since virtual disks represent a hard drive in a virtual nmachine, a
virtual disk can be viewed as a filesystemwithin a file. Since not
all blocks within a filesystemare in use, there is an opportunity to
reclai mblocks that are no longer in use. A call to deallocate

bl ocks could result in better space efficiency. Lesser space MAY be
consuned for backups after bl ock deallocation

We propose the follow ng operations and attributes for the
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af orenenti oned use cases:

space_reserve: This attribute specifies whether the bl ocks backing
the file have been preall ocat ed.

space _freed: This attribute specifies the space freed when a file is
del eted, taking block sharing into consideration.

HOLE PUNCH: This operation zeroes and/or deallocates the bl ocks
backing a region of the file.

max_hol e_punch: This attribute specifies the maxi mum sized hol e that
can be punched on the filesystem

3. Use Cases
3.1. Space Reservation

Some applications require that once a file of a certain size is
created, wites to that file never fail with an out of space
condition. One such exanple is that of a hypervisor witing to a
virtual disk. An out of space condition while witing to virtua
di sks woul d nmean that the virtual nmachine would need to be frozen

Currently, in order to achieve such a guarantee, applications zero
the entire file. The initial zeroing allocates the backing bl ocks
and all subsequent wites are overwites of already all ocated bl ocks.
This approach is not only inefficient in terns of the anbunt of 1/0
done, it is also not guaranteed to work on filesystens that are | og
structured or deduplicated. An efficient way of guaranteeing space
reservati on woul d be beneficial to such applications.

If the space reserved attribute is set on a file, it is guaranteed
that wites that do not growthe file will not fail with
NFSERR_NOSPC.

3.2. Space freed on del etes
Currently, files in NFS have two size attributes:
0 size - The logical file size of the file.
0 space_used - The size in bytes that the file occupies on disk
Wil e these attributes are sufficient for space accounting in

traditional filesystens, they prove to be inadequate in nodern
filesystens that support block sharing. In such filesystens,
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mul ti ple inodes can point to a single block with a bl ock reference
count to guard agai nst premature freeing.

If space_used of a file is interpreted to nean the size in bytes of
all disk blocks pointed to by the inode of the file, then shared

bl ocks get doubl e counted, over-reporting the space utilization
This also has the adverse effect that the deletion of a file with
shared bl ocks frees up | ess than space_used bytes.

On the other hand, if space used is interpreted to nean the size in
byt es of those disk bl ocks unique to the inode of the file, then
shared bl ocks are not counted in any file, resulting in under-
reporting of the space utilization

For exanple, two files A and B have 10 bl ocks each. Let 6 of these
bl ocks be shared between them Thus, the conbined space utilized by
the two files is 14 * BLOCK SIZE bytes. |In the fornmer case, the
conbi ned space utilization of the two files would be reported as 20 *
BLOCK_SI ZE. However, deleting either would only result in 4 *
BLOCK_SI ZE being freed. Conversely, the latter interpretation would
report that the space utilization is only 8 * BLOCK S| ZE

Addi ng anot her size attribute, space freed, is helpful in solving
this problem space_freed is the nunmber of blocks that are allocated
to the given file that would be freed on its deletion. 1In the
exanple, both A and B would report space_freed as 4 * BLOCK SI ZE and
space_used as 10 * BLOCK SIZE. If Ais deleted, B will report

space _freed as 10 * BLOCK SIZE as the deletion of B would result in
the deall ocation of all 10 bl ocks.

The addition of this problem doesn’'t solve the probl em of space being
over-reported. However, over-reporting is better than under-
reporting.

4. Operations and attributes

In the sections that follow, one operation and three attributes are
defined that together provide the space nmanagenent facilities
outlined earlier in the docunent. The operation is intended to be
OPTI ONAL and the attri butes RECOMVENDED as defined in section 17 of
[ RFC5661] .

4.1. Attribute X space_reserve
The space_reserve attribute is a read/wite attribute of type

boolean. It is a per file attribute. Wen the space_reserved
attribute is set via SETATTR, the server must ensure that there is
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di sk space to accommpdate every byte in the file before it can return
success. |If the server cannot guarantee this, it nust return
NFS4ERR_NCSPC

If the client tries to grow a file which has the space_reserved
attribute set, the server nust guarantee that there is disk space to
acconmodate every byte in the file with the new size before it can
return success. |If the server cannot guarantee this, it nust return
NFS4ERR_NOSPC

It is not required that the server allocate the space to the file
bef ore returning success. The allocation can be deferred, however
it nust be guaranteed that it will not fail for |lack of space.

The val ue of space_reserved can be obtained at any tinme through
GETATTR.

In order to avoid anmbiguity, the space reserve bit cannot be set
along with the size bit in SETATTR Increasing the size of a file
with space_reserve set will fail if space reservation cannot be
guaranteed for the new size. |If the file size is decreased, space
reservation is only guaranteed for the new size and the extra bl ocks
backing the file can be rel eased

4.2. Attribute Y: space_freed

space_freed gives the nunber of bytes freed if the file is del eted.
This attribute is read only and is of type lengthd4. It is a per file
attribute.

4.3. Attribute Z: nmax_hol e_punch

max_hol e_punch specifies the maxi num size of a hole that the

HOLE _PUNCH operation can handle. This attribute is read only and of
type length4. It is a per filesystemattribute. This attribute MJST
be inplemented if HOLE PUNCH i s inplenmented.

4.4. (Operation A: HOLE PUNCH - Zero and deal | ocate bl ocks backi ng the
file in the specified range.

ARGUMENTS

struct HOLE PUNCH4args {
/* CURRENT_FH. file */
of fset4 hpa_of f set;
| engt h4 hpa_count;

H
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RESULTS

struct HOLEPUNCH4res {
nf sstat 4 hpr st at us;

I
DESCRI PTI ON

Whenever a client wishes to deallocate the bl ocks backing a
particular region in the file, it calls the HOLE PUNCH operation with
the current filehandle set to the filehandle of the file in question
start offset and length in bytes of the region set in hpa_offset and
hpa_count respectively. Al further reads to this region MJST return
zeros until overwitten. The filehandle specified nust be that of a
regul ar file.

Situations nmay arise where hpa offset and/or hpa offset + hpa _count
will not be aligned to a boundary that the server does allocations/
deal l ocations in. For nmost filesystens, this is the block size of
the file system |In such a case, the server can deall ocate as many
bytes as it can in the region. The blocks that cannot be deal | ocated
MUST be zeroed. Except for the block deallocation and naxi mum hol e
punchi ng capability, a HOLE PUNCH operation is to be treated sinmlar
to a wite of zeroes.

The server is not required to conpl ete deall ocating the bl ocks
specified in the operation before returning. It is acceptable to
have the deal |l ocation be deferred. In fact, HOLE PUNCH is nerely a
hint; it is valid for a server to return success w thout ever doing
anyt hi ng towards deal |l ocating the bl ocks backing the region
specified. However, any future reads to the region MJST return

zer oes.

HOLE PUNCH will result in the space_used attribute being decreased by
the nunber of bytes that were deallocated. The space freed attribute
may or nmay not decrease, depending on the support and whether the

bl ocks backing the specified range were shared or not. The size
attribute will renmai n unchanged.

The HOLE _PUNCH operation MJUST NOT change the space reservation
guarantee of the file. While the server can deall ocate the bl ocks
specified by hpa offset and hpa count, future wites to this region
MUST NOT fail w th NFSERR_NOSPC

The HOLE_PUNCH operation may fail for the followi ng reasons (this is
a partial list):
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NFSAERR _NOTSUPP:  The Hol e punch operations is not supported by the
NFS server receiving this request.
NFS4AERR DIR:  The current filehandle is of type NF4DI R
NFSAERR_SYMLI NK:  The current filehandl e is of type NF4LNK
NFSAERR WRONG TYPE: The current fil ehandl e does not designate an
ordinary file.
5. Security Considerations

There are no security considerations.

6. | ANA Consi derations

Thi s docunment has no actions for | ANA
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