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Abstract

Point to point (P2P) communication between arbitrary IPv6 routers and hosts in a Low power and lossy Network (LLN) is a key requirement for many applications. RPL, the IPv6 Routing Protocol for LLNs, constrains the LLN topology to a Directed Acyclic Graph (DAG) and requires the P2P routing to take place along the DAG links. Such P2P routes may be significantly suboptimal and may lead to traffic congestion near the DAG root. This document describes a P2P route discovery mechanism complementary to RPL base functionality. This mechanism allows an RPL-aware IPv6 router or host to discover and establish on demand one or more routes to another RPL-aware IPv6 router or host in the LLN such that the discovered routes meet the specified cost criteria.
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1. Introduction

RPL [I-D.ietf-roll-rpl] provides multipoint-to-point (MP2P) routes from nodes in a Low power and Lossy Network (LLN) to a sink node by organizing the nodes along a Directed Acyclic Graph (DAG) rooted at the sink. The nodes determine their position in the DAG so as to optimize their routing cost to reach the DAG root. A node advertises its position (the "rank") in the DAG by originating a DODAG Information Object (DIO) message. The DIO message is sent via link-local multicast and also includes information such as the DAG root’s identity, the routing metrics/constraints [I-D.ietf-roll-routing-metrics] and the objective function (OF) in use. When a node joins the DAG, it determines its own rank in the DAG based on that advertised by its neighbors and originates its own DIO message.

RPL enables point-to-multipoint (P2MP) routing from a node to its descendants in the DAG by allowing a node to send a Destination Advertisement Object (DAO) upwards along the DAG. The DAO carries the potentially aggregated information regarding the descendants (and other local prefixes) reachable through the originating node.

RPL also provides mechanisms for point-to-point (P2P) routing between any two nodes in the DAG. If the destination is within the source’s "range", the source may directly send packets to the destination. Otherwise, a packet’s path from the source to the destination depends on the storing/non-storing operation mode of the DAG. In non-storing mode operation, only the DAG root maintains downward routing information and hence a packet travels all the way to the DAG root, which then sends it towards its destination using a source route. In storing mode operation, if the destination is a DAG descendant and the source maintains "downwards" routing state about this descendant, it can forward the packet along this route. Otherwise, the source sends the packet to a DAG parent, which then applies the same set of rules to forward the packet further. Thus, a packet travels up the DAG until it reaches a node that knows of the downwards route to the destination and then it travels down the DAG towards its destination. A node may or may not maintain routing state about a descendant depending on whether its immediate children send it such information in their DAOs. Thus, in the best case storing mode scenario, the "upwards" segment of the P2P route between a source and a destination ends at the first common ancestor of the source and the destination. In the worst case, the "upwards" segment would extend all the way to the DAG’s root. In both storing and non-storing mode operations, if the destination did not originate a DAO, the packet will travel all the way to the DAG’s root, where it will be dropped.

The P2P routing functionality available in RPL may be inadequate for
applications in the home and commercial building domains because of
the following reasons
[I-D.brandt-roll-rpl-applicability-home-building] [RFC5826][RFC5867]:

- The need to maintain routes "proactively", i.e. every possible
destination in the DAG must originate a DAO.

- Depending on the network topology and OF/metrics in use, the
constraint to route only along a DAG may potentially cause
significantly suboptimal P2P routes and severe traffic congestion
near the DAG root.

Clearly, there is a need for a mechanism that provides source-
initiated discovery of P2P routes that are not along an existing DAG.
This document thus describes such a mechanism, complementary to the
basic RPL functionality.

The specified scheme is based on a reactive on-demand approach, which
enables a node to discover one or more "good enough" routes in either
direction between itself and another node in the LLN without any
constraints regarding the existing DAG-membership of the links that
such routes may use. Such routes may be source-routes or hop-by-hop
ones. A complementary functionality, necessary to help decide
whether to initiate a route discovery, is a mechanism to measure the
end-to-end cost of an existing route. Section 7 provides further
details on how such functionality, to be described in a separate
document, can be used to determine the "good enough" criteria for use
in the route discovery mechanism described in this document.

2. Targeted Use Cases

The mechanisms described in this document are intended to be employed
as complementary to RPL in specific scenarios that need point-to-
point (P2P) routes between arbitrary routers.

One target use case, common in a home environment, involves a remote
control (or a motion sensor) that suddenly needs to communicate with
a lamp module, whose network address it knows apriori. In this case,
the source of data (the remote control or the motion sensor) must be
able to discover a route to the destination (the lamp module) "on
demand".

Another target use case, common in a large commercial building
environment, involves a large LLN deployment where P2P communication
along a particular DAG among hundreds (or thousands) of routers
creates severe traffic congestion near that DAG’s root, and thus
routes across this DAG are desirable.
Targeted use cases also include scenarios where energy or latency constraints are not satisfied by the P2P routes along a DAG because they involve traversing many more intermediate routers than necessary to reach the destination.

3. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

Additionally, this document uses terminology from [I-D.ietf-roll-terminology] and [I-D.ietf-roll-rpl]. Specifically, the term node refers to an RPL router or an RPL host as defined in [I-D.ietf-roll-rpl]. This document introduces the following terms:

Origin Node: The RPL node initiating the route discovery. The origin node acts as one end point of the routes to be discovered.

Target Node: The RPL node at the other end point of the routes to be discovered.

Intermediate Router: An RPL router that is neither the origin nor the target.

Forward Route: A route from the origin node to the target node.

Backward Route: A route from the target node to the origin node.

Bidirectional Route: A route that can be used in both directions: from the origin node to the target node and vice versa.

Source Route: A complete and ordered list of routers that can be used by a packet to travel from a source node to a destination node. Such source routes can be carried by a packet in a proposed Type 4 Routing Header [I-D.ietf-6man-rpl-routing-header].

Hop-by-hop Route: The route characterized by each router on the route using its routing table to determine the next hop on the route.

Propagation Constraints: The constraints on aggregated routing metric values, as defined in [I-D.ietf-roll-routing-metrics], that MUST be satisfied before an intermediate router will process the Route Discovery Option (defined in this document) contained inside a DODAG Information Object (DIO).
Route Constraints: Additional constraints on aggregated routing metric values, as defined in [I-D.ietf-roll-routing-metrics], that MUST be satisfied by a discovered route in order to be considered "good enough".

Good Enough Criteria: The propagation constraints and the route constraints together constitute the good enough criteria.

4. Functional Overview

This section contains a high level description of the route discovery mechanism proposed in this document.

The route discovery begins with the origin node generating a "Discovery" message. The origin node indicates in the message:

- The target node;
- The relevant routing metrics;
- The constraints on how far the Discovery message may travel (henceforth called the propagation constraints);
- Additional constraints used to determine if a discovered route is "good enough" (henceforth called the route constraints);
- The direction (forward: from the origin node to the target node; backward: from the target node to the origin node; or bidirectional) of the route being discovered;
- The desired number of routes;
- Whether the route is a source-route or a hop-by-hop one.

The Discovery message propagates via IPv6 link-local multicast with a receiving router discarding the message if it does not satisfy the propagation constraints or if hop-by-hop routes are desired and the router cannot store state for such a route. As a copy of the Discovery message travels towards the target node, it accumulates the relevant routing metric values as well as the route it takes. When the target node receives a copy of the Discovery message, it applies both the propagation constraints and the route constraints to determine if the discovered route is good enough. Thus, the good enough discovered routes satisfy both the propagation constraints as well as the route constraints although the propagation of Discovery messages is guided by propagation constraints alone. The propagation constraints and the route constraints together constitute the good
enough criteria. Using only a subset of the good enough criteria as the propagation constraints simplifies the operation of intermediate routers, an important consideration in many LLN application domains.

The route discovery process may result in the discovery of several good enough routes. This document does not specify how the target node select routes among the good enough ones. Example selection methods include selecting the routes as they are discovered or selecting the best routes discovered over a certain time period.

If the origin node had requested the discovery of backward source-routes, the target node caches one or more good enough source-routes it selects. Additionally, the target node sends one or more "Discovery Reply" message to the origin node to acknowledge the discovery of these routes. These acknowledgements allow the origin node to judge the success of the route discovery.

If the origin node had requested the discovery of "n" forward source-routes, the target node sends the "n" good enough source-routes it selects to the origin node in one or more Discovery Reply messages.

If the origin node had requested the discovery of "n" bidirectional source-routes, the target node caches the "n" good enough source-routes it identifies and also sends these routes to the origin node in one or more Discovery Reply messages.

If the origin node had requested the discovery of "n" forward/backward/bidirectional hop-by-hop routes, the target node sends out a Discovery Reply message to the origin node for each one of the "n" good enough routes it selects. The Discovery Reply message travels towards the origin node along the discovered route. As this message travels towards the origin node, it establishes appropriate forward/backward routing state in the routers on the path.

5. Propagation of Discovery Messages

RPL uses DIO message propagation to build a DAG. The DIO message travels via IPv6 link-local multicast. Each node joining the DAG determines a rank for itself and ignores the subsequent DIO messages received from lower (higher in numerical value) ranked neighbors. Thus, the DIO messages propagate outward from the DAG root rather than return inward towards the DAG root. The DIO message generation at a node is further controlled by a trickle timer that allows a node to avoid generating unnecessary messages [I-D.ietf-roll-trickle]. The link-local multicast based propagation, trickle-controlled generation and the rank-based poisoning of messages traveling in the wrong direction (towards the DAG root) provide powerful incentives to
use the DIO message as the Discovery message and propagate the DIO/Discovery message by creating a "temporary" DAG. The routing metrics used for the creation of this temporary DAG SHOULD be same as (or be a subset of) the routing metrics being used for route discovery. Similarly, the objective function, used for rank calculation in the temporary DAG, SHOULD be same as the objective function that determines the aggregated cost of a route when limited to the routing metrics being used for temporary DAG creation.

The propagation constraints limit the spread of the temporary DAG. The temporary DAG restricts the network topology within which the route discovery takes place. Thus, all the discovered routes lie within this restricted topology and implicitly satisfy the propagation constraints. Among the discovered routes, the good enough routes are the ones that meet the route constraints. Thus, for successful route discovery, the propagation constraints and the route constraints MUST be compatible. The division of the overall good enough criteria between the two sets of constraints is an implementation specific decision. If desired, an implementation MAY include all constraints in the set of propagation constraints and keep the set of route constraints empty.

5.1. The Route Discovery Option

0                   1                   2                   3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|   Type = 9    | Option Length | D |H|  N  | L |O|  Reserved   |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                                               |
|                       Target Address                          |
|                                                               |
|                                                               |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|              OCP              |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 1: Format of the Route Discovery Option

In order to be used as a Discovery message, a DIO MUST carry a "Route Discovery" option illustrated in Figure 1. A DIO MUST NOT carry more than one Route Discovery options. A router MUST ignore the second and subsequent Route Discovery options carried by a DIO. A Route Discovery option consists of the following fields:

- Option Type = 0x09 (to be confirmed by IANA).
o Option Length = 20 or 22 octets depending on whether the OCP field is included or not.

o D: A 2-bit field that indicates the direction of the desired routes:
  * D = 0x00: Forward;
  * D = 0x01: Backward;
  * D = 0x02: Bidirectional.

o H: This flag, when set, indicates if hop-by-hop routes are desired. The flag is cleared if source routes are desired.

o N: A 3-bit unsigned integer indicating the number of routes desired.

o L: A 2-bit field indicating the minimum "Life Time" of the temporary DAG, i.e., the minimum duration a router joining the temporary DAG must maintain its membership in the DAG:
  * L = 0x00: Minimum life time is 5 seconds;
  * L = 0x01: Minimum life time is 10 seconds;
  * L = 0x02: Minimum life time is 1 minute;
  * L = 0x03: Minimum life time is 10 minutes.

o O: This flag, when set, indicates that an OCP field is present in the Route Discovery option.

o Target Address: The IPv6 address of the target node.

o OCP: 16 bit unsigned integer. An optional field, present only if the O flag is set, This field indicates the objective function that MAY be used by the target node to compare two good enough routes.

5.2. Setting a DIO Carrying a Route Discovery Option

A DIO message that carries a Route Discovery option MUST set the Base Object, described in [I-D.ietf-roll-rpl], in the following manner:

o RPLInstanceID: RPLInstanceID MUST be a local value as described in Section 4.1 of [I-D.ietf-roll-rpl].
Grounded (G) Flag: MUST be cleared since the objective of DAG formation is the propagation of Route Discovery option. This DAG is temporary in nature and is not used for routing purpose.

Destination Advertisement Supported (A) Flag: MUST be cleared for same reasons as described above.

Destination Advertisement Trigger (T) Flag: MUST be cleared.

Mode of Operation (MOP): This document suggests a new value (0x04) for this field (to be confirmed by IANA).

DODAGPreference (Prf): TBD

Destination Advertisement Trigger Sequence Number (DTSN): TBD

DODAGID: IPv6 address of the origin node.

The other fields in the Base Object are set as per the rules described in [I-D.ietf-roll-rpl].

The DODAG Configuration option, carried in the DIO message, specifies the parameters for the trickle timer operation that governs the generation of DIO messages by the routers joining the temporary DAG. The future versions of this document will specify the default values to be used for these parameters. The other fields defined in the DODAG Configuration option are set as follows:

- The MaxRankIncrease field MUST be set to 0 to disable local repair of the temporary DAG.
- This document RECOMMENDS a value 1 for the MinHopRankInc field.
- Objective Code Point (OCP): The OCP to be used for temporary DAG formation. This document RECOMMENDS RPL Objective Function 0, as defined in [I-D.ietf-roll-of0], for use as the objective function for the formation of the temporary DAG. The objective function used for temporary DAG formation SHOULD be compatible with the objective function to determine the aggregated cost of a discovered route.

A DIO, that contains a Route Discovery option, MUST specify the propagation constraints in one or more Metric Container options placed before the Route Discovery option and the route constraints in the Metric Container options placed after the Route Discovery option inside the DIO. The routing metrics being used for temporary DAG formation SHOULD be same as or a subset of the routing metrics being used for route discovery. These routing metrics MUST be placed in
the Metric Container options placed before the Route Discovery option.

A DIO, carrying a Route Discovery option, MUST NOT carry any Route Information or Prefix Information options described in [I-D.ietf-roll-rpl].

5.3. Joining a Temporary DAG

When a node joins a temporary DAG advertised by a DIO carrying the Route Discovery option, it MUST maintain its membership in the DAG for the Minimum Life Time duration listed in the Route Discovery option. Maintaining membership in the DAG implies remembering:

- The RPLInstanceID, the DODAGID and the DODAGVersionNumber for the temporary DAG;
- The node’s rank in the temporary DAG as well as the address of at least one DAG parent;
- The propagation and the route constraints being used;
- In case of intermediate routers, the values for the routing metrics, along with the associated source route from the origin node till this node (carried in a Record Route IPv6 Extension Header proposed in [I-D.thubert-6man-reverse-routing-header]), contained in the best DIO (as per the OCP specified in the DODAG Configuration option) received so far.

Although the main purpose of a temporary DAG’s existence is to facilitate the propagation of the Route Discovery option, the temporary DAG MAY also be used for the Discovery Reply Object (defined in Section 6.1 to travel from the target node to the origin node. Hence, a node in a temporary DAG SHOULD also remember the address of at least one DAG parent that provides, as per the node’s knowledge, the best end-to-end route back to the origin node. A node SHOULD delete information about a temporary DAG once the duration of its membership in the DAG has exceeded the DAG’s minimum life time.

5.4. Processing a DIO Carrying a Route Discovery Option

The rules for DIO processing and transmission, described in Section 7 of RPL [I-D.ietf-roll-rpl], apply to DIOs carrying a Route Discovery option as well except as modified in this document.

The following rules for processing a DIO carrying a Route Discovery Option apply to both intermediate routers and the target nodes.
A node MUST discard the DIO with no further processing and optionally log an error if any of the following conditions are true:

- The node does not support the OCP specified in the DODAG Configuration option.
- The node does not support one or more of the metrics contained in the Metric Container options in the DIO.
- The node does not have sufficient information to calculate the values of these routing metrics.

A node MUST discard the DIO with no further processing and optionally log an error if any of the following conditions are found to be true while processing a Route Discovery option contained in the received DIO:

- The H field is set, i.e., hop-by-hop routes are desired, but the node cannot participate in a hop-by-hop route.
- The node cannot maintain its membership in the temporary DAG for the minimum life time duration mentioned in the Route Discovery option.

### 5.5. Additional Processing of a DIO Carrying a Route Discovery Option At An Intermediate Router

After executing the steps listed in Section 5.4, an intermediate router processes a received DIO carrying a Route Discovery option in the following manner.

The router updates the routing metric values contained in all the Metric Container options inside the DIO. The router MUST discard the DIO with no further processing and optionally log an error if the aggregated values of the routing metrics do not meet every propagation constraint listed in the DIO. The router MAY optionally check the route constraints listed in the DIO and discard the DIO with no further processing if these constraints are not met.

The router determines if this DIO is the best it has received so far for this temporary DAG (as per the OCP in the DODAG Configuration object). If yes, the router makes a copy of the routing metric values contained in this DIO along with the route travelled by the DIO so far. The router also resets the trickle timer and, at the expiry of the timer, generates a new DIO for this temporary DAG carrying the Route Discovery option, the best metric values it knows and the source route associated with these values (in a Record Route IPv6 extension header proposed in
5.6. Additional Processing of a DIO Carrying a Route Discovery Option At The Target Node

After executing the steps listed in Section 5.4, a target node processes a received DIO carrying a Route Discovery option in the following manner.

The target node updates the routing metric values contained in all the Metric Container options inside the DIO. The target node MUST discard the DIO with no further processing and optionally log an error if the aggregated values of the routing metrics do not meet every propagation and route constraint listed in the Metric Container options in the DIO.

Otherwise, the target node considers the source route accumulated by the received DIO as good enough and MAY select it as one of the discovered routes. This document does not prescribe a particular method for selecting routes among the good enough ones. Suppose the Route Discovery option requires the target node to select "n" good enough routes. The target node may select these "n" routes in any manner it desires. Example selection methods include selecting the first "n" good enough routes it discovers or selecting the "n" best good enough routes (using the OCP specified in the Route Discovery option to do the comparison) discovered over a certain time period.

If the target node selects at least one good enough route, it MUST send one or more RPL Control Messages carrying a Discovery Reply Object (defined in the next section) back to the origin node (identified by the DODAGID field in the DIO Base Object) as discussed in the following sections.

A node MUST NOT forward a DIO carrying a Route Discovery option that lists one of its own addresses as the Target Address.

6. Propagation of Discovery Reply Messages
6.1. The Discovery Reply Object (DRO)

The Discovery Reply Object (DRO) is defined as follows:

- **RPLInstanceID**: The RPLInstanceID of the temporary DAG used for route discovery.
- **Version**: The Version of the temporary DAG used for route discovery.
- **D**: A 2-bit field that indicates the direction of the discovered routes:
  - 0: Source route
  - 1: Destination route
  - 2: Bidirectional route
- **Option(s)**: Additional options for carrying source routes.

![Diagram of DRO Format](image)

This document defines a new RPL Control Message type, the Discovery Reply Object (DRO) with code 0x04 (to be confirmed by IANA), that serves the following functions:

- An acknowledgement from the target node to the origin node regarding the successful discovery of backward source routes;
- Carries one or more forward/bidirectional source routes from the target to the origin node;
- Establishes a hop-by-hop forward/backward/bidirectional route as it travels from the target to the origin node.

The format for a Discovery Reply Object (DRO) is shown in Figure 2. A DRO consists of the following fields:

- **RPLInstanceID**: The RPLInstanceID of the temporary DAG used for route discovery.
- **Version**: The Version of the temporary DAG used for route discovery.
- **D**: A 2-bit field that indicates the direction of the discovered routes:
* D = 0x00: Forward;
* D = 0x01: Backward;
* D = 0x02: Bidirectional.

This field has the same value as the corresponding field in the Route Discovery option.

- **H**: A flag that is set if the Discovery Reply Object is establishing an hop-by-hop route. If this flag is set, the Discovery Reply Object also includes:
  * The DODAGID and Target Address fields; and
  * One Source Route option (defined in Section 6.1.1) that contains the remaining routers on the hop-by-hop route being established.

  This flag is clear if the Discovery Reply Object carries (or is an acknowledgement for the discovery of) one or more source routes contained in the Source Route options.

- **N**: A 3-bit field that indicates the number of source routes carried or acknowledged in the Discovery Reply Object. This field MUST have value 1 if the Discovery Reply Object is establishing a hop-by-hop route.

- **Reserved**: These bits are reserved for future use. These bits MUST be set to zero on transmission and MUST be ignored on reception.

- **DODAGID**: The DODAGID of the temporary DAG used for route discovery. The DODAGID also identifies the origin node. This is an optional field that MUST be present in the Discovery Reply Object if H flag is set. The RPLInstanceID, the Version and the DODAGID together uniquely identify the temporary DAG used for route discovery and can be copied from the Base Object of the DIO advertizing the temporary DAG.

- **Target Address**: The IPv6 address of the target node originating the Discovery Reply Object. This is an optional field that MUST be present in the Discovery Reply Object if H flag is set.

- **Options**: The Discovery Reply Object MAY carry up to N Source Route options (defined in the next section) with each such option carrying a source route and optionally followed by a Metric Container option that lists the aggregated values for the routing metrics for the source route.
6.1.1. The Source Route Option

A Source Route option consists of the following fields:

- Option Type = 0x0A (to be confirmed by IANA).
- Option Length = Variable, depending on the size of the Addresses vector.
- Compr: 4-bit unsigned integer indicating the number of prefix octets that are elided from each address. For example, Compr value will be 0 if full IPv6 addresses are carried in the Addresses vector.
- Pad: 4-bit unsigned integer. Number of octets that are used for padding between Address[n] and the end of the Source Route option.
- D: A 2-bit field that indicates the direction of the source route:
  - D = 0x00: Forward, i.e. from the origin node to the target node;
  - D = 0x01: Backward i.e., from the target node to the origin node;
  - D = 0x02: Bidirectional.
Note that the D field in a Source Route option is independent from the D field in the DRO containing the Source Route option.

- Resvd: These bits are reserved for future use. These bits MUST be set to zero on transmission and MUST be ignored on reception.
- Address[1..n]: Vector of addresses, numbered 1 to n. Each vector element has size (16 - Compr) octets.

Note that the format of the Source Route option is very similar to that of proposed Type 4 Routing Header [I-D.ietf-6man-rpl-routing-header].

A common network configuration for an RPL domain is that all routers within an LLN share a common prefix. The Source Route option uses the Compr field to allow compaction of the Address[1..n] vector when all entries share the same prefix as the DODAGID or the Target Address of the encapsulating Discovery Reply Object. The shared prefix octets are not carried within the Source Route option and each entry in Address[1..n] has size (16 - Compr) octets. When Compr is non-zero, there may exist unused octets between the last entry, Address[n], and the end of the Source Route option. The Pad field indicates the number of unused octets that are used for padding. Note that when Compr is 0, Pad MUST be null and carry a value 0.

The Source Route option MUST NOT specify a path that visits a router more than once. When generating a Source Route option, the target node may not know the mapping between IPv6 addresses and routers. Minimally, the target node MUST ensure that:

- The IPv6 Addresses do not appear more than once;
- The IPv6 addresses of the origin and the target nodes do not appear in the Address vector.

Multicast addresses MUST NOT appear in a Source Route option.

6.1.2. Processing a DRO At An Intermediate Router

When an intermediate router receives a DRO with a clear H flag, it MUST forward the DRO to a parent node in the temporary DAG.

When an intermediate router receives a DRO that has H flag set and contains multiple Source Route options, the router MUST drop the DRO with no further processing and optionally log an error message.

When an intermediate router receives a DRO that has H flag set and contains a single Source Route option, the router processes the DRO
as described in Section 6.4.

6.2. DRO as Acknowledgement for Backward Source Routes

After selecting one or more backward source routes, a target node MUST send a DRO message to the origin node as an acknowledgement for the discovered routes. Such an acknowledgement helps the origin node determine the success of route discovery.

A DRO, serving as an acknowledgement for backward source route discovery, has its D field set to 0x01 (indicating backward) while the H flag is cleared (indicating source route). The N field is set to indicate the number of discovered backward source routes being acknowledged. Such a DRO message MUST NOT contain any option.

The target node MAY unicast this DRO message to the origin node or it MAY forward the DRO message to a parent in the temporary DAG. The target node should take in consideration the minimum life time of the temporary DAG when deciding to use it to send the DRO to the origin node.

6.3. DRO as Carrier of Forward/Bidirectional Source Routes

The target node conveys the discovered forward/bidirectional source routes to the origin node via the Source Route options inside one or more DRO messages. Such a DRO message MUST have its D field set to 0x00 (if it carries forward routes) or 0x02 (if it carries bidirectional routes). Also, the H flag MUST be cleared and the N field MUST indicate the number of Source Route options in the DRO. Each Source Route option inside the DRO MAY immediately be followed by a Metric Container option that carries the aggregated values of the relevant routing metrics for this source route.

The target node MAY unicast this DRO message to the origin node or it MAY forward the DRO message to a parent in the temporary DAG. The target node should take in consideration the minimum life time of the temporary DAG when deciding to use it to send the DRO to the origin node.

6.4. Establishing Hop-by-hop Routes Via DRO

In order to establish a hop-by-hop route, the target node sends a DRO message along the discovered route, which is specified in a Source Route option. The D field in the DRO is set to reflect the direction of the discovered route. The H bit in the DRO MUST be set and the DRO MUST include the DODAGID and Target Address fields. The N field in the DRO MUST be set to 1. The target node forwards the DRO to the next hop along the discovered route and includes the discovered
route, excluding itself and the origin node, inside the Source Route option in backward direction. Thus, the D field in the Source Route option MUST be 0x01.

A router receiving a DRO message MUST drop the DRO and optionally log an error if the router cannot establish the hop-by-hop state for the route or if its own address does not lie as the first element in the Address vector inside the Source Route option. Otherwise, the router MUST establish the hop-by-hop state in the direction specified in the D field in the DRO. The hop-by-hop state in the forward direction includes the RPLInstanceID, the DODAGID and the target node’s address. The hop-by-hop state in the backward direction includes the RPLInstanceID, the DODAGID and the origin node’s address. After establishing the hop-by-hop state, the router MUST remove its own address from the route contained in the Source Route option and forward the DRO to the next hop (Address[0] in the Source Route option).

7. Applicability

The route discovery mechanism described in this document may be invoked by an origin node when no route exists between itself and the target node or when the existing routes do not satisfy the desired performance requirements. The mechanism is designed to discover one or more "good enough" routes in either direction between an origin and a target node. In some application contexts, the good enough criteria is intrinsically known. For example, an origin node that expects a target node to be less than 5 hops away may use "hop-count < 5" as the good enough criteria. In other application contexts, the origin node may need to measure the cost of an existing route to the target node to determine the good enough criteria. For example, an origin node that measures the total ETX of its along-DAG route to the target node to be 20 may use "ETX < x*20", where x is a fraction that the origin node decides, as the good enough criteria. The functionality required to measure the cost of an existing route between the origin and the target node will be described in a separate document. In case, there is no existing route between the origin and target nodes or the cost measurement for the existing route fails, the origin node will have to guess the good enough criteria for the initial route discovery. Once, the initial route discovery succeeds or fails, the origin node will have a better estimate for the good enough criteria to be used in the subsequent route discovery.

This document describes an on-demand discovery mechanism for P2P routes that is complimentary to the proactive routes offered by RPL base functionality. The mechanism described in this document may
result in discovery of better P2P routes than the ones available along a DAG designed to optimize routing cost to the DAG’s root. The improvement in route quality depends on a number of factors including the network topology, the routing metrics in use and the prevalent conditions in the network. A network designer may take in consideration both the benefits (potentially better routes; no need to maintain routes proactively) and costs (control messages generated during the route discovery process) when using this mechanism.

8. Security Considerations

TBA

9. IANA Considerations

TBA
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Abstract

When a sensor node roams within a very large and distributed wireless sensor network, which consists of numerous sensor nodes, its routing path and neighborhood keep changing. In order to provide a high level of security in this environment, the moving sensor node needs to be authenticated to new neighboring nodes as well as to establish a key for secure communication. The document proposes an efficient and scalable protocol to establish and update the secure key in a dynamic wireless sensor network environment. The protocol guarantees that two sensor nodes share at least one key with probability 1 (100%) with less memory and energy cost, while not causing considerable communication overhead.
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1. Introduction

The demand of wireless sensor networks (WSNs) is growing exponentially. It has turned out that the sensor networks can be widely applied in the areas of healthcare, environment monitoring, and the military. One of the surveys on WSNs points out that, in the near future, wireless sensor networks will be an integral part of our lives, more so than the present-day personal computer [1].

A sensor node has low capability in terms of power, computation, storage and communication. A wireless sensor network is composed of a large number of wireless sensor nodes and multi-hop communication is desired in WSNs. As a result, security in wireless sensor networks has six challenges to overcome: (a) the wireless nature of communication, (b) resource limitations of sensor nodes, (c) very large and dense WSNs, (d) lack of fixed infrastructure, (e) unknown network topology prior to deployment, (f) high risk of physical attacks on unattended sensors [2][3].

The capabilities in terms of Scalability, Mobility/Dynamicity Network, Latency, etc. are also listed in the RFC documents, i.e. Routing Requirements for Urban Low-Power and Lossy Networks (RFC 5548)[6], Routing Requirements for Urban Low-Power and Lossy Networks (RFC 5673)[7], Home Automation Routing Requirements in Low-Power and Lossy Networks (RFC 5826)[8], and Building Automation Routing Requirements in Low-Power and Lossy Networks (RFC 5867)[9].

RFC 5548 required local network dynamics SHOULD NOT impact the entire network to be reorganized or re-reconfigured; a viable routing security approach SHOULD be sufficiently lightweight that it may be implemented across all nodes in a U-LLN; the U-LLN MUST deny any node that has not been authenticated to the U-LLN and authorized to participate to the routing decision process.

RFC 5673 addressed the handover speed; a compromised field device does not destroy the security of the whole network; because nodes are usually expected to be capable of routing, the end-node security requirements are usually a superset of the router requirements.

RFC 5826 needed a node MUST authenticate itself to a trusted node that is already associated with the LLN before the former can take part in self-configuration or self-organization. A node that has already authenticated and associated with the LLN MUST deny, to the maximum extent possible, the allocation of resources to any unauthenticated peer. The routing protocol(s) MUST deny service to any node that has not clearly established trust with the HC-LLN.

RFC 5867 listed the possible security keys below: a) a key obtained
from a trust center already operable on the LLN; b) a pre-shared static key as defined by the general contractor or its designee; or c) a well-known default static key.

With the aforementioned limitations of the existing solutions in mind, we now propose a secure protocol in dynamic WSN, addressing all of the following issues:

- A moving sensor node needs to change its attached routers (or cluster heads) frequently.
- A router (or cluster head) needs to ensure a joining node is not a malicious sensor.
- A moving node needs to establish a secure tunnel with the new router (or cluster head).
- The energy consumption for establishing the secure tunnel must be minimal.

One of the important novel features of the proposed protocol is that the router or cluster head is employed as sub-base-stations to execute key establishment. This way, the total dependency on the base station for key establishment can be avoided. Also, this approach reduces the hops between two communicating ends and hence results in reduction of the communication cost.
2. Network Assumptions

In this document, we consider a scenario in which a sensor node roams within a very large and distributed WSN, consisting of a large number of sensor nodes. It is a typical scenario that is widely adopted in hospital environments as the patients or doctors equipped with sensors roam across each department in the hospital. A patient who carries the sensor nodes can move freely within the range of a hospital. When a wireless sensor node is moving, its routing path and neighborhood keep changing. The moving node needs to be authenticated to the new neighbors and to establish a key for secure communication.

This scenario reflects the problems described in Section 1: (a) composition by a large number of sensor nodes; (b) communication based on wireless multi-hop mechanism; (c) no fixed infrastructure; (d) the possible location change of sensor node (patient). Therefore, the challenges of this network assumption are how to establish a secure channel with these routers.
3. Shared-Key Discovery

In the WSN environment, as data transmission consumes much more energy than computation, the probabilistic solution is widely accepted in order to reduce the storage and communication overhead during key establishment.

So far in the literature, numerous random key pre-distribution schemes have been proposed. For example, in Chan et al.’s scheme[4], each sensor node stores a random set of Np dedicated pair-wise keys to achieve the probability p that two nodes share a key. At the key setup phase, each node ID is matched with Np other randomly selected node IDs with probability p. A distinct pair-wise key is generated for each ID pair, and is stored in both nodes’ key-chain along with the ID of the other party. During the shared-key discovery phase, each node broadcasts its ID so that neighboring nodes can tell if they share a common pair-wise key. Note that Chan et al.’s scheme reduces the storage overhead by sacrificing key connectivity, but it still provides perfect key resilience.

In this protocol, it is assumed that a sensor node (carried by a patient) can move within a special range (e.g. hospital). As each sensor’s memory is severely constrained, each sensor may only store a small set of keys randomly selected from a key pool at the deployment. Two nodes may use any existing key discovery protocol (e.g., the solution proposed in [4]) to find a common key from their own sets. If the common key is not found, the key establishment scheme will be initiated. The reason why binding a general pre-shared key discovery phase to the protocol is to reduce the energy cost as much as possible.
4. Dynamic Authentication and Key Establishment Protocol

4.1. Basic Protocol

Due to the limited storage of sensor nodes, the pre-shared key-pair is not always available between the roaming node and its new neighbors in the circumstance of a dynamic node roaming within large WSNs (e.g., in hospitals and nuclear power plants). Therefore it requires an efficient and scalable protocol to establish and update the keys among nodes for secure communications.

Figure 1 shows the basic architecture and message flow of our protocol for authentication and key establishment in dynamic WSNs. When a dynamic sensor node moves to a new area and wants to attach to a router or a cluster head in this area, it first sends a request message to the base station (refer to Figure 1).

```
+--------+
 | Router |
 +--------+
 /         |\  
 notice /  | appv
 /  
 |/
 +--------+    +--------+    +--------+
 | Sensor |    req    |  Base   |    Station |
 |  Node  |---------->| Station |
 +--------+    +--------+    +--------+
```

Figure 1. The basic architecture and message flow of KEMP protocol

\[
\text{req} = \{\text{Src} = \text{SN}, \text{Dst} = \text{BS, RT}||\text{R0}||\text{MAC}(\text{K_BN, SN}||\text{RT}||\text{R0})\} \quad (1)
\]

where \( \text{Src} \) and \( \text{Dst} \) denote the source and destination address of a message respectively. \( \text{SN}, \text{BS} \) and \( \text{RT} \) are identifiers for sensor node, base station and router, respectively. \( \text{R0} \) denotes a random number generated by the sensor node. \( \text{MAC} \) indicates the message authentication code algorithm with a key and \( \text{K_BN} \) is the shared secret key between the base station and the sensor node.

After receiving the \( \text{req} \) message, the base station will check its revocation list whether the sensor node has been revoked. If the sensor node is acceptable, then the base station verifies the MAC message. If the result is positive, the base station will generate a session key \( \text{K_NR} \) for the roaming sensor node and the router (or cluster head).

\[ K_{NR} = H(K_{BN}, SN||R0||R1) \]  

where \( H \) is a keyed one-way hash function, and \( R1 \) is the random number selected by the base station. The base station then sends an approval message \( \text{appv} \) with the session key to the router:

\[ \text{appv} = \{ \text{Src=BS, Dst=RT, E}(K_{BR}, SN||R0||R1||K_{NR}) \} \]

where \( E \) is an encryption algorithm, and \( K_{BR} \) is the shared secret key between the base station and the router.

After receiving the \( \text{appv} \) message, the router decrypts the payload and extracts the session key \( K_{NR} \), and then sends a notice to the sensor node.

\[ \text{notice} = \{ \text{Src=RT, Dst=SN, R0||R1||MAC}(K_{NR}, RT||SN||R0||R1) \} \]

Upon getting the notice message, the sensor node extracts the random numbers \( R0 \) and \( R1 \). After checking if the received random number \( R0 \) is equal to the original \( R0 \), the sensor node recalculates the session key \( K_{NR} = H(K_{BN}, SN||R0||R1) \) and then verifies the MAC value. If the result is positive, the sensor node will use the session key for the communication with this router afterwards. In practice, the router could be any sensor node that the dynamic sensor node wants to connect to.

4.2. Key Management

In order to manage the keys, every sensor node maintains a table, called "Key Cache". Table 1 shows the structure of the Key Cache.

Table 1. The structure of Key Cache

<table>
<thead>
<tr>
<th>Key Cache in Sensor Node N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correspondence Node ID</td>
</tr>
<tr>
<td>-------------------------</td>
</tr>
<tr>
<td>BS</td>
</tr>
<tr>
<td>Node_i</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>Node_j</td>
</tr>
<tr>
<td>PreSharedKey_x</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>PreSharedKey_y</td>
</tr>
</tbody>
</table>

When a sensor node, say node N, wants to connect to other sensor
node, say node R, it executes the following procedure:

1. Checks first if there is an existing key pair between them.

2. Otherwise, processes the subroutine of shared-key discovery to find a common key between node N and node R based on those "PreSharedKeys" in their key caches.

3. If there is still no common key between them, the sensor node allocates an entry in the key cache, and assigns Node ID as nodeR, Key Stuff as the random number R0 and Key Lifetime as 0, as shown in Table 2.

   Table 2. The initial key entry.
   +---------------------------------------------+
   | Correspondence Node ID | Key | Key Lifetime |
   +---------------------------------------------+
   | Node_R                 | R0  | 0            |
   +---------------------------------------------+

4. Then the sensor node initiates the procedure of key establishment described in the above section. After receiving the notice message, and recalculating the session key KNR, the sensor node updates the entry’s key stuff and key lifetime accordingly.

5. When the key lifetime is expired, the dynamic sensor node should re-initiate the procedure of key establishment described in the above section.

6. When the sensor node leaves the range of the connected router, the sensor node deletes the related entry from its cache table in order to save the storage. In case there is no space for adding a new entry, it may first delete the oldest key which has expired or will expire soon.

The base station also maintains a key table (Table 3) that includes the secret keys shared with all of the sensor nodes in the network.

   Table 3. The structure of Key Table in base station
   +---------------------------------------------+
   | Key Table in Base Station                  |
   +---------------------------------------------+
   | Node ID | Key   | Key Lifetime |
   +---------------------------------------------+
   | Node_i  | K_i   | T_i         |
   | ...     | ...   | ...         |
   | Node_j  | K_j   | T_j         |

If a node is compromised and revoked, its field of key lifetime would be marked as negative.

4.3. Distribution Mode

In WSNs, the more hops between two communicating ends exist, the poorer the traffic performance becomes and the more energy consumption is required. To overcome these problems, we introduce the distribution mode.

The major idea of distribution mode is to deploy the cluster heads as the sub-base-stations because a cluster head is more powerful than normal sensor nodes. The distribution mode includes the following steps:

(1) Each cluster head manages to establish the shared key with its neighboring cluster heads after deployment. There are several ways to do this. One could embed those keys in advance if the topology is known at deployment, or use the basic protocol described in the above sections, via the base station. (As this is a one-time operation, the overheads may be acceptable.)

(2) Each sensor node keeps two base station identifiers (IDs): one is a real base station ID; the other is a sub-base-station (the cluster head) ID. Initially, the ID of sub-base-station is a real base station.

(3) After deployment, the first round for a mobile node to establish the shared key with the nearest cluster head uses the basic protocol, too.

(4) When the mobile node moves, use the basic protocol to establish the shared key with the new cluster head, via the sub-base-station (old cluster head) rather than the real base station.

(5) After successfully establishing the keys, the sensor node updates the ID of sub-base-station with the current cluster head.

(6) For security reasons, each sensor node must reset its sub-base-station ID to the real base station at a specified interval (say a few hours or days, depending on the various applications) and re-establish keys with its near cluster heads via the real base station. If the base station does not receive any request from a sensor node, it considers the sensor node has been
compromised.

The distribution mode could provide an efficient and low energy-cost solution for the shared-key establishment. The basic protocol can provide the stronger protection since it can immediately block and revoke compromised nodes.
5. Security Consideration

In this proposed protocol, the session key $K_{NR}$ between the sensor node and the router is generated by the base station and sensor node respectively, and the session key is directly sent to the router from the base station by an encrypted packet. Hence, the session key $K_{NR}$ is never disclosed during transmission. The session key $K_{NR}$ is only known by the related peers, i.e., the sensor node, the base station and the router.

Referring to equation (2), the session key $K_{NR}$ is generated by a keyed hash function with the shared key $K_{BN}$ between sensor node and base station as well as two random numbers, $R_0$ and $R_1$, which are generated by the sensor node and base station respectively. As both $R_0$ and $R_1$ are used only one time, there are not the same session keys $K_{NR}$. This property is useful to against the replication attacks.

Since the session key $K_{NR}$ is generated by a keyed hash function with the secret key $K_{BN}$ between the sensor node and the base station, the different sensor nodes will have different session keys. This feature is useful to protect sensor node privacy.

Even though an eavesdropper at the edge of the sensor node can monitor and capture the random numbers $R_0$ and $R_1$ as well as the identity of the sensor node, it is still not able to regenerate the session key $K_{NR}$ due to lack of the secret key $K_{BN}$. Without a proper session key, the routers will not forward the packets to next nodes. This attribute could prevent camouflage and traffic attacks.

Due to the fact that no trusted connection is established between sensor node and new router before the connection between them, the proposed protocol employs a random number $R_1$ issued by the base station. The sensor node needs to recalculate the $K_{NR}$ first based on the $R_1$ together with $K_{BN}$ and $R_0$. Then using the calculated session key $K_{NR}$ to verify the received session key $K_{NR}$ and the random number $R_1$. If the result is positive, then the sensor node will trust that the router is authorized by the base station.

Besides the function of informing the sensor node that the new session key $K_{NR}$ is ready to use in the router, the notice message also plays an important role to check if the sensor node's address is reachable. Without this reachability check, the sensor node may claim that it is at any location rather than its real location. It could launch redirecting attacks.

The path between the base station and the router is secure because the packet between them is encrypted with a pre-shared key $K_{BR}$.
The messages from the sensor node to the base station and from the router to the sensor node are authenticated by a keyed hash function. Before accepting the inward message and making further processing, the receivers must verify the authentication. Since the cost of a hash algorithm is very small, the base station and sensor node could avoid the attacks of denial of service.

In order to achieve high efficiency and low energy cost, the protocol deploys a distribution mode which uses the cluster headers as the sub-base-stations. Due to the capability of cluster header, it is not able to recognize any compromised sensor nodes in time; the protocol requires each sensor node to reset its sub-base-station ID to the real base station regularly, and to re-establish keys with its near cluster heads via the real base station. This step is also useful to avoid a sensor node binding a compromised cluster head for long time.

According to the above analysis, this proposed protocol, which is simple and easy to implement, can provide relatively strong protection for sensor node networks.
6. IANA Consideration

This version does not need new values to be assigned by IANA.
7. Conclusions

In this document, we have proposed an efficient and scalable protocol to establish and update the authentication key between any pair of sensor nodes in a dynamic wireless sensor network. Our protocol has the following features:

- It is suitable for both static and dynamic WSNs. Any pair of nodes can establish a key for secure communication.
- A roaming node only deals with its closest router for security. There is no need to change the rest of routing path to the base station.
- The base station can manage a revocation list for lost or compromised roaming nodes.
- The system is scalable and resilient against node compromise.
- The protocol is efficient due to the small number and size of signalling messages.
- The size of each signalling message is smaller than the IEEE 802.15.4 frame size so that it can avoid packet fragmentation and the overhead for reassembly.
- The distribution mode can considerably reduce the latency.
- Any pair of nodes can establish a key. The protocol guarantees that two sensor nodes share at least one key with probability 1 (100%).

Thanks to above features, the protocol can satisfy the requirements for IPv6 over Low power WPAN Routing [5] and could be the security solution deployed in Routing Requirements for Urban Low-Power and Lossy Networks (RFC 5548) [6], Routing Requirements for Urban Low-Power and Lossy Networks (RFC 5673) [7], Home Automation Routing Requirements in Low-Power and Lossy Networks (RFC 5826) [8], and Building Automation Routing Requirements in Low-Power and Lossy Networks (RFC 5867) [9].

After comparing with some of the popular and latest protocols used in WSNs, our protocol could save about 30% in communication energy, and has the higher probability (100%) of sharing a key between two sensor nodes with less memory cost than those pre-distribution schemes, without incurring in a considerable amount of communication.
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