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Abstract

Net wor ki ng applications can request through the ALTO protoco
i nformati on about the underlying network topology fromthe ISP or

Content Provider (henceforth referred as Provider) point of view In
ot her words, information about what a Provider prefers in terns of
traffic optimzation -- and a way to distribute it. The ALTO Service

provides information such as preferences of network resources wth
the goal of nodifying network resource consunption patterns while
mai ntai ni ng or inproving application perfornmance.

One of the main use cases of the ALTO Service is its integration with
Content Delivery Networks (CDN). The purpose of this draft is
twofold: first, to describe how ALTO can be used in existing and new
CDNs, both within an | SP and in separate organi zational entities from
the | SP; second, to collect requirenments for ALTO usage in CDNs and
to provide recommendations into the devel opment of the ALTO protoco
for better support of CDNs.

Requi renents Language
The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that
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ot her groups may al so distribute working docunents as |nternet-
Drafts.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

The list of current Internet-Drafts can be accessed at
http://ww.ietf.org/ietf/lid-abstracts.txt.

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow. html .

This Internet-Draft will expire on April 28, 2011
Copyright Notice

Copyright (c) 2010 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the BSD License.
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1.

3.

I nt roducti on

Content Delivery Networks are becom ng increasingly inportant in the
Internet [ARBOR] and nany CDNs today already use sone form of
proximty through geol ocation. But in nmany cases the content
provider/distributor and the Internet Service Provider are disjoint
and even if content servers are co-located into the | SP's networks,
there is no standardi zed way to share server |ocation and/or network
topol ogy information. Therefore a natural step forward would be to
use ALTO to share this information

Anot her key aspect of ALTO in the context of CDNs deploynments is that
it is desirable that no changes to the hosts are needed (or that
changes to hosts would be transparent to the user). In other words,
a traditional web browser is all there is needed to take advant age of
ALTO information. This is a significant difference fromthe P2P
applications where a special client is typically needed and ALTO i s
normal |y used as a way to reduce operational expense.

Scope

Thi s docunent di scusses how Content Delivery Networks can benefit
fromALTO through integration of the ALTO Service with the nain
request routing techniques. There are two objectives:

0 Present basic integration schemes of ALTO i nto CDNs.

o Provide protocol recomendations to ALTO Whenever a new
requi renent on protocol functionality is identified to achieve
integration with CDNs, it will be enunerated with ' REQ <N>'. Each
requirenent is docunented in a section of its own in order to
foster parallel discussions and possible adoption

Ter m nol ogy

Content-aware Proximty Request Router: The Request Router knows
about | ocations and presence of content & nmedia objects in the
network. Therefore the redirection to a CDN node is nmade based on
both the availability of content or content-type in that CDN node
and the proximity of the CDN node to the requesting user.

Service-aware Proximty Request Router: The Request Router knows
about | ocations of CDN nodes in the network and redirects user to
the closest CDN node. A redirection is nade irrespective of
content presence in the CDN node; if content is not present, the
node will be populated with the content while the content is
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4.

4.

served to the user.

HTTP Request Router: a Content-aware or Service-aware Proximty
Request Router for HTTP. It enbeds an HITP Server that perforns
HTTP Redirects, an ALTO client that retrieves network mappi ng from
the ALTO Server, and a Locati on Dat abase whi ch stores network

mappi ngs received fromthe ALTO Cient. The HTTP Server consults
the Locati on Database when making redirection decisions.

Request Routing as an Integration Point of ALTO into CDN

Content Distribution is a rich and evolving field. New architectures
and approaches (e.g., a hybrid architecture using both servers and
P2P) continue to be developed in the research comunity and industry
and sone are being deployed in production networks. Wile we would
like to provide a survey of each possible CDN architecture and show
how it may be integrated with ALTO it would be a daunting task to
track such a rapidly-changing field.

One schene that is out of the scope of this docunent is P2P-only
CDNs, where the application tracker takes the role of the ALTO
Client, fetching the Network and Cost Maps fromthe ALTO Server and
integrating themwith its peer database. The result is a peer

dat abase that takes into account both the current peer metrics, such
as peer availability or content availability, and network metrics,
such as topological localization. This architecture in context of
file sharing was extensively studied and trialed by | SPs such as
Contast [RFC5632] and China Telecom[I|-D. | ee-alto-chinatelecomtrial]
under the ALTQ P4P [P4P] protocol. Thus, P2P-only CDNs are not

di scussed in this docunent.

Today, multiple request routing approaches can be used even in CDNs
with purely server-based infrastructure. Thus, we take the approach
of devel opi ng a basic request routing schene covering all major CDN
types. Specifically, the Request Routing Conponent of a CDN directs
a request to a serving CDN node, and thus is the major integration
point to utilize information avail able through ALTO  There are
mul ti pl e request routing nechanisns, including HITP Redirect, DNS
nane resol ution, and anycast. W focus on HTTP Redirect and DNS nane
resolution. We briefly review the two nechani sns.

1. HTTP Redirect

In this mechanism an HTTP GET request froma host is received by an
HTTP Request Router which sends back an HTTP responses with Status-

Code 302 (Redirect) informing the host of the nbst optinal |ocation

to fetch the content. The HITP Redirection nethod is already
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conmonly used in production CDNs as described in RFC3568 [ RFC3568] .
ALTO i ntegration provides |ocalization services where the device that
perfornms the redirecti on becomes an ALTO client.

4.2. DNS Request Routing

In this nmechanism the DNS server handling host requests provides the
Request Routing Conponent. \When the host perfornms a DNS query/

| ookup, the IP address contained in the response is already optinal
for that query.

DNS queries can be either iterative or recursive. |lterative queries
can be used with ALTOif the host itself queries the DNS Servers, or
if the DNS Proxy used by the host is topologically close to the host.
If the Host queries the DNS Servers, the authoritative DNS Server can
see directly the host’s IP address. |If the DNS Proxy's is
topologically close to the Host, its IP address is a good

approxi mation for the host’s location. |In recursive queries, the
authoritative DNS Server sees the | P address of the previous DNS
Server in the resolution chain, and the I P address of the host is
unknown. DNS-based request routing does not work with recursive DNS
queri es.

In an iterative DNS | ookup with DNS Proxy, the host queries the
Proxy, which in turn first queries one of the root servers to find
the server authoritative for the top-level domain (comin our
exanple). The Proxy then queries the obtained top-I|evel-domai n DNS
server for the address of the DNS server authoritative for the CDN
domain. Finally, the Proxy queries the DNS server that is
authoritative for the cdn.comdormain. The authoritative DNS Server
for the cdn.comwi Il performthe request routing to the nost
appropriate CDN node, based on the source |P address of the
requestor. The host will then request the content directly fromthe
CDN Node.

5. Basic Schene of CDN ALTO Integration
Al t hough HTTP Redirect and DNS are quite different mechanisns to
direct a request to a serving CDN node, as we will see, the basic
structure of integrating ALTOwith themcan be quite simlar. Thus,
we first present common structures. We refer to the HTTP Redirect
component or the DNS conmponent of a CDN as a CDN Request Router

5.1. Basic Integration Scheme

Figure 1 shows a general structure to enbed an ALTO Client into a CDN
Request Rout er.
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oo +
| Request Router |
S + 1 |
ERREREEEE > | |
| Requestor |<-------- | |
R + 2 | |
I R + |
| | ALTOdient | |
| +------------- + |
S +
| AN
| | ALTO Protocol
v
) +
| ALTO Server |
S +

Figure 1: Request Router with ALTO
5.1.1. ALTO for HITP Redirect

To nmake the basic schenme nore concrete, Figure 2 shows the case that
the Request Router uses HITP Redirect.

L TSP +
| HTTP Request Router |

- - - - - + 1 o m e e e oo - + |
[-------------- > | | HTTP Server | [

| Host |[<-------------- | R + |
Fooo oo + 2 | N |
I I I

| R + |

[ | ALTO dient | [

[ o - + [

R T PP +

N

Figure 2: ALTO for HTTP Request Router
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5.1.2. ALTO for DNS Resol ution

Figure 3 shows the case that the Request Router uses DNS Resol ution.

2 o e e oo +
L > | r oot [
I [ Name Server | Fome - +
| | 3 R + | Content |
| | | Provider |
| | 4 L + Fomm e +
| ] R > | com [
| ] | +---eme - - [ Name Server |
[ 5 LR +
[ I
v |V
Fomm e - + e e e e +
| DNS |--------- > | cdn. com |
| Proxy |<--------- [ Nane Server |
D - + 7 | |
N | | B RS + |
11| 8 | |ALTOdient | |
| V | +----mmmee - - + |
TS + o e e oo +
| Host [ [ A
Fommmm oo + | | ALTO Protocol
|
| v
Vv e e e e +
CDN Node | ALTO Server |
o a oo +
Figure 3: ALTO for DNS Resol ution.
5.2. Milti-hop Redirection
The precedi ng exanpl es show the logical flow for redirection. It is

inmportant to state that there maybe nultiple redirection hops.

For HTTP Redirect, the requestor nmay be redirected again by the first
CDN node. For DNS, the first DNS server nmay direct, using aggregated
ALTO information (e.g., fromnultiple ALTO Servers of multiple |ISPs),
the DNS resolution to a second | evel DNS server, which then may use
nore specific ALTO information as well as CDN node st atus.

5.3. CDN Node Discovery and Status Notification

Since ALTO for HITP Redirect and that for DNS have nany common
i ssues, we use the basic general schene unl ess stated otherwi se.
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One conmmon issue i s how Request Router discovers the avail able CDN
nodes and their |ocations. The exact nechanismis outside the scope
of this docunent.

It is desirable that not only CDN node |ocations, but also real-tine
CDN node status (like health, |oad, cache utilization, CPU, etc.) is
conmuni cated to the CDN

Specifically, CDN node status can be retrieved fromthe existing Load
Bal ancer infrastructure. Mst Load Bal ancers today have nechani sns
to poll caches/servers via ping, HTTP Get, traceroute, etc. Most LBs
have SNMP trap capabilities to | et other devices know about these

t hr eshol ds.

[yry: nove]ln addition to the CDN node status, network status can
al so be retrieved from TE/ RP dat abases

W see two ways that CDN node status can be communicated into the
request routing decision process.

5.3.1. CDN Node Status Updates received by Request Router

In this use case the Request Router receives CDN Status updates
directly.

Specifically, the Request Router can inplement an SNMP agent and get
to know what ever is needed.

o e e e e o - +
| Request Router |
e + 1 [ [

[--------- > | | <--- Real-tine CDN
| Requestor |<-------- | | status updates
L + 2 [ [

R + |
| | ALTOd ient | |
I R + |
o +
I N
[ | ALTO Protoco
v
o e e e oo - +
[ ALTO Server [
o +

Figure 4: CDN Node Status to Request Router
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5.3.2. CDN Node Status Updates received by ALTO

This nodel generally sinplifies the Request Router. It allows an
easier distribution of the Request Router, and to keep real tinme CDN
status data updates in a logically centralized ALTO Server or in an
ALTO Server Cluster. It allows for the Request Router and the ALTO
Server to be in different adninistrative domains. For exanple, the
Request Router can be in a Content Provider’s domain, the ALTO Server
and CDN Nodes in a Network Service Provider’s domain.

Specifically, ALTO Server could provide an APl (for exanple, a Wb
Service or XMPP-based APlI) that could be used by CDN nodes to
conmuni cate their status to the ALTO server directly.

e e e e e oo - +
| Request Router |
Fommmeee - + 1 | |
EEEREEEEE > | |
| Requestor |<-------- | |
e + 2 [ [
| +------------- + |
| | ALTOdient | |
R + |
o e e e oo - +
| AN
| | ALTO Protocol
v
S +
| ALTO Server | <--- Real-tine CDN
e L + status updates

Figure 5: CDN Node Status to ALTO

6. Request Routing using ALTO Services

Either the Map Service or the Endpoint Cost Service of ALTO can be
used by the Request Router.

6.1. Request Routing using the Map Service
The ALTO client enmbedded in the Request Router fetches the Network
and Cost Maps fromthe ALTO Server and provides that information to
t he Request Router.
As an illustrative exanple, we consider the case of HTTP Redirect. A

si mpl e Request Router nay be given (froman external source) the list
of avail abl e CDN nodes. The Request Router preconputes a redirection

Penno, et al. Expires April 28, 2011 [ Page 10]



Internet-Draft ALTO and CDNs Cct ober 2010

tabl e i ndexed by source PID with val ues being the cl osest CDN nodes.
This redirection table can be built based on information from Network
and Cost Maps. Then when the Request Router receives an HITP GET
request, it looks up the PID of the source |IP address on the request,
i ndexes the redirection table using the request PID to select a CDN
node, and finally returns a response that is an HTTP redirect with
the URL of the selected CDN node. The URL in 302 Redirect may
contain the I P address of the sel ected CDN node or a domai n name
instead of | P address due to virtual hosting. Therefore the IP
addresses contained in the cost maps may need to be correlated to
domai n nanes a priori. |In practice, the redirection table nmay be

i ndexed by both source and content to provide better redirection

The illustrative exanple can al so be extended to DNS

The Network Maps generated by the ALTO Server will contain both Host
PI Ds and CDN Node PIDs, i.e., Host PIDs contain host subnets; CDN
PIDs contain | P addresses of avail able CDN nodes. Cost Maps may
contain only cost fromeach host PID to each CODN PID and not the ful
matrix across all PIDs. The reason is that the Request Router may
redirect a host only to a CDN node, not to another host as in the P2P
case. Moreover, there is no generic way to di sanbi guate Pl Ds
containing only hosts fromPIDs contai ni ng CDN nodes.

It is possible that a Request Router nmay be designated as being
responsible only for a fixed set of Host PIDs. This information can
be made avail able to the Request Router before it receives requests
fromhosts. |If the set of Host PIDs is not known ahead of tine, the
| atency for serving requests will be inpacted by the capabilities of
the ALTO server.

Wth such information ahead of time, a Request Router that uses the
Net wor k Maps Service may pre-downl oad the Network Map for the
interesting Host PIDs and the CDN PIDs. It can also start
periodically pulling Cost Map for relevant PID 2-tuples.

The Request Router can rely on the ALTO Server generated Cache-
Control headers to decide how often to fetch CDN PI D network map and
Host PI D network maps.

For Alto protocol requirenments related to request routing with the
Map Service see Section 8.1.1 and Section 8.1.2.

6.2. Request Routing using the Endpoint Cost Service

Al ternatively, the Request Router may request the Endpoint service
fromthe ALTO client.
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Specifically, the Request Router requests the Endpoint Cost Service
in order to rank/rate the content |ocations (i.e., |IP addresses of
CDN nodes) based on their distance/cost (by default the Endpoint Cost
Servi ce operates based on Routing Distance) fronfto the user address.

Once the Request Router obtained fromthe ALTO Server the ranked |i st
of locations (for the specific user) it can incorporate this
information into its selection nmechanisnms in order to point the user
to the nost appropriate |ocation

A Request Router that uses the Endpoint Cost Service nay query the
ALTO Server for rankings of CDN Node | P addresses for each
i nteresting Host and cache the results for |ater usage.

7. Miltiple Adm nistrative Domains

The precedi ng di scussion works well in a single adninistrative donmain
setting: the CDN nodes are in the adm nistrative donmain of the | SP
However, the CDN nodes, the ISP, and the Request Router can be in
different administrative domains. In this section, we consider a few
such depl oynent cases. W use DNS as an exanpl e.

7.1. CDN nodes/ Request Router in a separate administrative domain from
that of ISP

In many situations, the CDN nodes and the Request Router are in a
separate network nanaged by an entity that is distinct fromthe ISP
Consequently, the CDN nodes belong to a network with its own ALTO
server that is distinct fromthe ALTO server of the | SP where the
subscri ber bel ongs.
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Figure 6: Map advertising between | SP and CDN donmi ns

The ALTO server in the CDN provider

initialized with informati on about the ISP networks it serves.

every such ISP network, it consults
of Border routers. The CDN network

reachi ng each Border router fromevery CDN node (say,
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Next, the CDN ALTO server contacts the ISP network’s ALTO server and
downl oads the network map. In order to help the CDN ALTO server
compute the cost froma CDN node to a subscriber’s PID, we break it
down into two parts - the cost fromthe CDN node to the Border Router
(C.cdn) and the cost fromthe Border Router to the subscriber’s PID
(say, Cisp). Note that for any chosen exit point, C cdn nmay be
computed locally by the CDN ALTO Server. However, the fundanental
issue is that C.isp depends on the exit point (Border outer) chosen
by the CDN. There are nultiple ways for the CDN ALTO Server to
conpute C.isp given the Network Map and Cost Map fromthe ISP's ALTO
Server.

One possibility is for the | SP ALTO Server to define a special Border
Router PID (denoted by a PID attribute) which also indicates the
correspondi ng Border Router PIDin the CDN. The attributes and

val ues nmay be agreed-upon by the | SP and CDN when the ALTO Services
are configured. For exanple, in the exanple shown in Figure 5, the

| SP ALTO Server indicates that its PID4 and PID5 are Border PIDs,
with corresponding PIDs in the CODN as PI D6, and PI D7, respectively.
Then, CDN ALTO Server can locally compute C.isp = cost(|SP Border
Rout er PI D, Subscriber PID).

A second possibility for conputing Cisp is to nake use of Border
Router | P addresses. The CDN s Border Router can locally determ ne
the | P address of the connected border router in the ISP. In this
approach, neither the CDN ALTO Server nor the ISP ALTO Server define
PID attributes. The ISP ALTO Server is not required to define
special PIDs for Border Routers - it only needs to ensure that Border
Router | P addresses are aggregated appropriately in its Network Map.

Specifically, we identify two scenarios for the CDN ALTO Server to
compute C_isp and C_cdn.

In the first scenario, the CDN does not conduct CDN-|level nulti-path
routing fromthe CDN nodes to the subscriber hosts. Thus, the
routing path froma CDN I P address to a subscriber host | P address is
typically uniquely (if no ECMP) determ ned by the network routing
system In this scenario, for a given CDN node | P address to a
subscri ber host | P address, the CDN ALTO Server uses the routing
systemto conpute the Border Egress router inside the CDN, and the
correspondi ng Border Ingress router inside the |ISP. Then the CDN
ALTO Server has C_cdn(CDN node | P, Border Egress router IP inside the
CDN), and C_isp(Border Ingress router IP inside the ISP, Subscriber
IP). The conmputation of C cdn and C_isp can be done using ALTO in
the traditional way through either the Network Map and Cost Map or

t he Endpoi nt Cost Service.

In the second scenario, the CDN may support CDN-level nulti-path
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routing fromthe CDN nodes to the subscriber hosts. |n particular
from each CDN node, the CDN has a capability (e.g., through
tunneling) to send to a subscriber host IP through multiple Border
Egress routers (e.g., through any Egress router that receives an
announcenent fromthe ISP of the subscriber host IP). |In this case,
the cost of reaching a host PID froma given CDN node is then
determined as the mininum cost anong all possible internedi ate Border
Rout er s.

If the network i s honbgeneous, then a good approxi mati on of the cost
bet ween each host PID and a gi ven CDN node can be given as: C _cdn(CDN
Node, Border router) + C.isp(Border router, Subscriber PID). In this
conputation, the Border Router is the one that is on the best path
fromthe CDN node to the Subscriber PID

The CDN ALTO server now has a cost map that provides the cost from
each CDN node to all known Subscriber PIDs. The ALTO client in the
CDN DNS server downl oads this cost map in preparation for subscriber
DNS requests.

When a subscriber DNS request arrives at the CDN provider’s DNS
server, it looks up the network map and nmaps the source |IP address to
a Subscriber PID. It then uses the cost map to pick the best CDN
node for this Subscriber PID

7.2. Managed DNS Donmain with Three Adm nistrative Domai ns

Many organi zations / content providers outsource DNS nanagenent to
the external vendors for various reasons like reliability,
performance i nprovenent, DNS security etc. Managed DNS service could
be used either with caches owned by the organization itself (section
6.3.1) ORwith external CDNs (section 6.3.2)

7.2.1. Managed DNS Redirect to Local CDN

One of the common functions offered by managed DNS service vendor is
DNS traffi c managenent where DNS resol ver can | oad bal ance traffic
dynani cal | y across CDN servers

Typi cal ly managed DNS service provider has DNS resol vers spread
across geographical locations to inprove performance. This also
makes easier for DNS resolver to redirect host to the nearest cache.
Such a DNS resol ver would be an ideal candidate to inplenment ALTO
client where it can fetch network map and cost map from ALTO servers
| ocated in the sane geographical area only. Load bal anci ng

i npl emented with the know edge of network and cost map woul d be nore
efficient than other nechanisns |ike round robin.
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In the figure above, there exists 2 possibilities:

Case 1: Donmain 1 and Domain 2 are connected to the sanme service
provider network. This case is similar to section 6.1

Case 2: Domain 1 and Donmain 2 are connected to different service
provider network. This case is simlar to section 6.2

7.2.2. Managed DNS with CDN- Provi ded Request Routing

It is also possible to utilize a Managed DNS service and still rely
on a CDN s request routing. For exanple, this could be done if a
networ k provider wishes to utilize a Managed DNS provi der, but also
wi shes to integrate its own CDN using ALTO with DNS-based request
routing.
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8.

8.

8.

To support this, the network provider may subnit any necessary
configuration files (e.g., indicating necessary CNAVE records) to
redirect CDN requests to the CDN s DNS request routing nmechani sm
Requests for the CDN (e.g., 'cdn.isp.conmi) will then be directed by
DNS request routing, while requests for other hosts are handl ed by
t he Managed DNS sol ution.

Pr ot ocol Recommendati ons

In the previous sections, this docunent has taken the approach of
providing informati on on exi sting CDN approaches and possi bl e
benefits of utilizing ALTO. However, in devel opi ng the taxonony, use
cases, and depl oynent scenarios, we have identified cases where the
ALTO Protocol [I-D.ietf-alto-protocol] and Server Di scovery

[1-D. kiesel-alto-3pdisc] [I-D.song-alto-server-di scovery]

[I-D. stienmerling-alto-dns-di scovery] may be | acking capabilities that
may be hel pful and/or necessary for usage with CDNs. W now focus on
detailing these gaps with the goal of providing feedback and
recomendati ons. Note that sone protocol changes may be necessary in
the core protocol, while others may be inpl enmented as extensions.

This section will be updated to track changes in the ALTO Protocol
ALTO Server Discovery, and acconpanyi ng protocols.

1. Necessary Additions

This section details changes to the ALTO protocols that woul d be
necessary to make use of ALTOwithin CDN infrastructures. W
classify a change as "necessary" if there is a core feature of a CDN
ALTO integration that is not possible to inplement with the existing
pr ot ocol s.

1.1. NAL: PID Attributes

In order to disanbiguate between PIDs that contain endpoints of a
specific class, a PID property is needed. A PID can be classified as
cont ai ni ng "CDN nodes", "Mdbile Hosts", "Wreline Hosts", etc. This
mechani sm can be used to provide an ALTO Client a list of nodes of a
particular type, along with the ALTO Costs to each node.

1.2. NA2: PID Attributes and Query

PID attributes can be used by the ALTO Cient to select a appropriate
host and al so passed as a constraint in the map filtering service.
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8.2. Helpful Additions

This section details changes to the ALTO Protocol that woul d be

hel pful to nake use of ALTOw thin CDN infrastructures. W classify
a change as "helpful" if there is a conpelling extension to existing
CDNs that woul d be possible with additional functionality within
ALTO, or if there is a conponent of CDN ALTO integration that could
be made nore efficient or otherw sed inproved with additional ALTO
functionality.

8.2.1. HA1l: Push Mechani sm

It is inmportant for the ALTO Service through the ALTO protocol or a
compani on protocol to provide a push mechanismfromserver to client.
The push mechani smcan be a notification that new data is avail able
or the data itself.

8.2.2. HA2: Increnmental Map Updates

A natural evolution to the protocol if maps are | arge and change
often is to allow for increnental map updates. In this sense the nmap
contained in the reply would be considered the delta fromthe

previ ous versi on.

8.2.3. HA3: ALTO Border Router PID attribute

In order for adm nistrative domains to collate costs across domain
boundari es, the border routers may be placed in their owm PIDs. Such
PIDs nmay be identified by a Border Router attribute.

8.2.4. HA4: CDN ALTO Server Discovery

In certain depl oynent scenarios, it may be beneficial for an ALTO
client to directly query a CDN's ALTO Server (instead of the CDN s
ALTO Server only being consulted as a backend process). For exanple,
this can provide nore accurate guidance than DNS request routing
since the client’s I P address nay be directly used by the CDN in
order to select a cache node. This would require an ALTO d i ent
(e.g., an | SP subscriber) to be able to discover an ALTO Server owned
and/ or managed by a CDN. This could be done by an extension to the
di scovery protocol, or it could be done by allowing an I SP's ALTO
Server to redirect certain queries to a CDN ALTO Server

8.2.5. HA5: Extensible ALTO Cost Maps
Certain depl oynment scenarios nmay benefit from additional infornation

being carried within ALTO i nformati on. For exanple, a trusted
nei ghboring ISP B may be able to help ISP A optimnize nultihomn ng
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costs. To provide an extensible way to comuni cate additional data,

the ALTO Protocol could be extended to include opaque data strings

(in addition to numeric and ordinal values) in an ALTO Cost Map
8.2.6. NA4: Federated Deploynment of ALTO Servers

There is a need to define how ALTO servers nmay communi cate with each
other in a federated nodel

9. | ANA Consi derati ons
Thi s docunent nakes no request of | ANA

Note to RFC Editor: this section may be renoved on publication as an
RFC.

10. Security Considerations

When the ALTO Server and Client are operated by different entities
the issue of trust and security cones forward. The exchange of

i nformati on coul d be done using the encryption nmethods al ready
present in HTTP but preventing unauthorized redistribution comes into
play. A further issue is if the ALTO information information is
transitive, which nodifications are all owed.
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