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Abst ract

Net wor ki ng applications today al ready have access to a great anmount
of Inter-Provider network topology information. For exanple, views
of the Internet routing table are easily avail able at | ooking gl ass
servers and entirely practical to be downl oaded by clients. Wat is
nm ssing is know edge of the underlying network topology fromthe | SP
or Content Provider (henceforth referred as Provider) point of view
In other words, what a Provider prefers in terms of traffic

optim zation -- and a way to distribute it.

The ALTO Service provides information such as preferences of network
resources with the goal of nodifying network resource consunption
patterns while maintaining or inproving application performance.

Thi s docunment describes a protocol inplenenting the ALTO Servi ce.
Whi |l e such service would primarily be provided by the network (i.e.
the 1SP), content providers and third parties could also operate this
service. Applications that could use this service are those that
have a choice in connection endpoints. Exanples of such applications
are peer-to-peer (P2P) and content delivery networks.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [1].

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1 ETF), its areas, and its working groups. Note that
other groups nmay al so distribute working docunents as Internet-
Drafts.
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Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

The list of current Internet-Drafts can be accessed at
http://ww. ietf.org/ietf/1id-abstracts.txt.

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow htni.

This Internet-Draft will expire on Septenber 15, 2011
Copyright Notice

Copyright (c) 2011 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the BSD License.
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1. Introduction
1.1. Background and Probl em St at enent

Today, network information available to applications is nostly from
the view of endhosts. There is no clear nmechanismto convey

i nformati on about the network’s preferences to applications. By

| everagi ng better network-provided information, applications have the
potential to becone nore network-efficient (e.g., reduce network
resource consunption) and achi eve better application performance
(e.g., accelerated download rate). The ALTO Service intends to
provide a sinple way to convey network information to applications.

The goal of this docunent is to specify a sinple and unified protoco
that nmeets the ALTO requirenents [14] while providing a mgration
path for Internet Service Providers (1SP), Content Providers, and
clients that have deployed protocols with sinmilar intentions (see
below). This docunent is a work in progress and will be updated with
further devel opnments.

1.2. Design Hi story and Merged Proposals
The protocol specified here consists of contributions from
o P4P [15], [16], [17];
0 ALTO Info-Export [18];
0 Query/Response [19], [20];
o ATTP [ATTP];
o Proxidor [21].
See Appendix A for a list of people that have contri buted
significantly to this effort and the projects and proposals listed
above.

1.3. Solution Benefits
The ALTO Service offers nany benefits to both end-users (consuners of
the service) and Internet Service Providers (providers of the
service).

1.3.1. Service Providers

The ALTO Service enables ISPs to influence the peer selection process
in distributed applications in order to increase locality of traffic,

Alim, et al. Expi res Septenber 15, 2011 [ Page 6]



Internet-Draft ALTO Pr ot ocol March 2011

i nprove user-experience, anongst others. It also helps ISPs to
efficiently manage traffic that traverses nore expensive |inks such
as transit and backup |inks, thus allow ng a better provisioning of
the networking infrastructure.

1.3.2. Applications

Applications that use the ALTO Service can benefit in multiple ways.
For exanple, they may no | onger need to infer topology information
and sone applications can reduce reliance on neasuring path
performance netrics thenselves. They can take advantage of the ISP's
know edge to avoi d bottl enecks and boost perfornance.

An exanpl e type of application is a Peer-to-Peer overlay where peer
sel ection can be inproved by including ALTO information in the
sel ection process.

2. Architecture

Two key design objectives of the ALTO Protocol are sinplicity and
extensibility. At the sane tine, it introduces additional techniques
to address potential scalability and privacy issues. This section
first introduces the term nol ogy, and then defines the ALTO
architecture and the ALTO Protocol’'s place in the overal

architecture

2.1. Term nol ogy

We use the following ternms defined in [22]: Application, Overlay

Net wor k, Peer, Resource, Resource ldentifier, Resource Provider
Resource Consumer, Resource Directory, Transport Address, Host
Location Attribute, ALTO Service, ALTO Server, ALTO dient, ALTO
Query, ALTO Reply, ALTO Transaction, Local Traffic, Peering Traffic,
Transit Traffic.

W al so use the followi ng additional terms: Endpoint Address,
Aut ononous Syst em Number (ASN), and Network Location

2.1.1. Endpoint Address
An endpoi nt address represents the conmuni cation address of an
endpoint. An endpoi nt address can be network-attachment based (IP
address) or network-attachment agnostic. Common forms of endpoint
addresses include | P address, MAC address, overlay ID, and phone
numnber .

Each Endpoi nt Address has an associ ated Address Type, which indicates
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both its syntax and semanti cs.
2.1.2. ASN

An Aut ononpus Syst em Nunber.
2.1.3. Network Location

Net work Location is a generic termdenoting a single endpoint or
group of endpoints.

2.1.4. ALTO Information

ALTO Information is a generic termreferring to the network
i nformati on sent by an ALTO Server.

2.1.5. ALTO Informati on Base

Internal representation of the ALTO Information naintained by the
ALTO Server. Note that the structure of this internal representation
is not defined by this docunent.

2.2. ALTO Service and Protocol Scope

An ALTO Server conveys the network information fromthe perspective
of a network region; the ALTO Server presents its "ny-Internet View'
[23] of the network region. A network region in this context can be
an Aut ononpbus System an ISP, or perhaps a snaller region or set of
| SPs; the details depend on the depl oynment scenario and di scovery
mechani sm

To better understand the ALTO Service and the role of the ALTO
Protocol, we showin Figure 1 the overall systemarchitecture. In
this architecture, an ALTO Server prepares ALTO Information; an ALTO
Client uses ALTO Service Discovery to identify an appropriate ALTO
Server; and the ALTO Client requests available ALTO Infornmation from
the ALTO Server using the ALTO Protocol.

The ALTO Information provided by the ALTO Server can be updated
dynani cal | y based on network conditions, or can be seen as a policy
which is updated at a larger tine-scale.

More specifically, the ALTO Information provided by an ALTO Server
may be influenced (at the operator’s discretion) by other systens.
Exanpl es include (but are not limted to) static network
configuration databases, dynam c network information, routing
protocols, provisioning policies, and interfaces to outside parties.
These conponents are shown in the figure for conpleteness but outside
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the scope of this specification.

Note that it may al so be possible for ALTO Servers to exchange
network information with other ALTO Servers (either within the sanme
adm ni strative domain or another administrative domain with the
consent of both parties) in order to adjust exported ALTO
Information. Such a protocol is also outside the scope of this
speci fication.

o s m o e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo +
| | SP |
I I
| R R + |
| | Routing | |
[ R + | Protocols | |
| | Provisioning | +----------- + [
| | Policy I I I
I e +\ | |
I \ I I
I \ I I
| 4+ -- + (e + Fomm e +
| | Dynamc [ | ALTO | ALTO Prot ocol | ALTO | |
| | Network [ ... .. | Server | ---------mmmiaaao | dient | |
| |Information| R + R +
I + / / [
| / ALTO SD Query/ Response / |
/ /
I Fom e o - + S + I
| | External | | ALTO Service | |
| | I'nterface| | Discovery | |
| Hommmmm + Fommmmm e eaaaa + |
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o s m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
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e +

Figure 1: Basic ALTO Architecture.

3. Protocol Structure
The ALTO Protocol uses a sinple extensible franmework to convey

network information. |In the general framework, the ALTO protocol
will convey properties on both Network Locations and the paths
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bet ween Networ k Locati ons.

In this docunent, we focus on a particul ar Endpoint property to
denote the location of an endpoint, and provider-defined costs for
pat hs between pairs of Network Locati ons.

The ALTO Protocol is built on a conmon transport protocol, messaging
structure and encodi ng, and transaction nodel. The protocol is
subdi vided into services of related functionality. ALTO Core

provi des the Server Information Service and the Map Service to
provide ALTO Information. Qher ALTO Infornmation services can
provide additional functionality. There are three such services
defined in this docunent: the Map Filtering Service, Endpoint
Property Service, and Endpoint Cost Service. Additional services may
be defined in conmpani on docunents. Note that functionality offered
in different services are not totally non-overlapping (e.g., the Map
Service and Map Filtering Service).

| ] Map | | Endpoint | | Endpoint | |
| | Filtering | | Property | | Cost | |
| | Service | | Service | | Service | |

Server I B B "

I nfo.

Servi ce | | Map Service | |
| | mmmmmmeee s e ||
| | | Network Map | | Cost Map |1
|| ||

Figure 2: ALTO Protocol Structure
3.1. Server Information Service

The Server (Capability) Information Service lists the details on the
i nformati on that can be provided by an ALTO Server and perhaps ot her
ALTO Servers maintained by the network provider. The configuration
i ncludes, for exanple, details about the operations and cost netrics
supported by the ALTO Server and other related ALTO Servers that may
be usable by an ALTO Client. The capability docunent can be
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downl oaded by ALTO dients. The capability information could al so be
provi sioned to devices, but care nust be taken to update it
appropriately.

3.2. ALTO Information Services

Mul tiple, distinct services are defined to allow ALTO Clients to
query ALTO Information froman ALTO Server. The ALTO Server
internally maintains an ALTO Informati on Base that encodes the
network provider's preferences. The ALTO Informati on Base encodes
the Network Locations defined by the ALTO Server (and their
corresponding properties), as well as the provider-defined costs
bet ween pairs of Network Locations.

3.2.1. Map Service

The Map Service provides batch information to ALTO Cients in the
formof Network Map and Cost Map. The Network Map (See Section 4)
provides the full set of Network Location groupings defined by the
ALTO Server and the endpoints contained with each grouping. The Cost
Map (see Section 5) provides costs between the defined groupings.

These two maps can be thought of (and inplenmented as) as sinple files
wi th appropriate encodi ng provided by the ALTO Server.

3.2.2. Map Filtering Service

Resource constrained ALTO Cients nay benefit fromquery results
being filtered at the ALTO Server. This avoids an ALTO d i ent

spendi ng network bandwi dth or CPU collecting results and performn ng
client-side filtering. The Map Filtering Service allows ALTO Cients
to query for the ALTO Server Network Map and Cost Map based on

addi ti onal parameters.

3.2.3. Endpoint Property Service

This service allows ALTO Clients to | ook up properties for individual
endpoi nts. An exanpl e endpoint property is its Network Location (its
groupi ng defined by the ALTO Server) or connectivity type (e.qg.,

ADSL, Cable, or FioS).

3.2.4. Endpoint Cost Service
Some ALTO Cients may al so benefit from querying for costs and
ranki ngs based on endpoints. The Endpoint Cost Service allows an

ALTO Server to return either nunerical costs or ordinal costs
(rankings) directly anpongst Endpoints.
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4.

4.

Net wor k Map

In reality, many endpoints are very close to one another in terns of
networ k connectivity, for exanple, endpoints on the sane site of an
enterprise. By treating a group of endpoints together as a single
entity in ALTO we can achieve nuch greater scalability w thout
losing critical information.

The Networ k Location endpoint property allows an ALTO Server to group
endpoints together to indicate their proximty. The resulting set of
groupings is called the ALTO Network Map.

The definition of proximity varies depending on the granularity of
the ALTO i nformati on configured by the provider. In one deploynent,
endpoi nts on the sane subnet may be considered close; while in

anot her depl oynent, endpoints connected to the sane PoP nay be

consi dered cl ose.

As used in this docunment, the Network Map refers to the syntax and
semantics of the information distributed by the ALTO Server. This
docunent does not discuss the internal representation of this data
structure within the ALTO Server

Pl D

Each group of Endpoints is identified by a provider-defined Network
Location identifier called a PID. There can be many different ways
of grouping the endpoints and assigni ng Pl Ds.

A PIDis an identifier that provides an indirect and network-agnostic
way to specify a network aggregation. For exanple, a PID nmay be
defined by the ALTO service provider to denote a subnet, a set of
subnets, a netropolitan area, a PoP, an autononmpbus system or a set
of autononobus systens. Aggregation of endpoints into PIDs can
indicate proximty and can inprove scalability. |In particular
networ k preferences (costs) nay be specified between PIDs, allow ng
cost information to be nore conpactly represented and updated at a
faster time scale than the network aggregations thensel ves.

Using PIDs, the Network Map may al so be used to conmmunicate sinple
preferences with only minimal information fromthe Cost Map. For
exanple, an ISP may prefer that endpoints associated with the sane
PoP (Point-of-Presence) in a P2P application conmunicate |ocally

i nstead of communicating with endpoints in other PoPs. The ISP may
aggregat e endhosts within a PoP into a single PIDin the Network Map.
The Cost Map may be encoded to indicate that peering within the sane
PIDis preferred; for exanple, cost(PIDi, PIDi) == c* and
cost(PIDi, PIDj) > c* for i !'=j. Section 5 provides further
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details about Cost Map structure.

4.2. Endpoint Addresses
Conmruni cati ng endpoi nts nay have nany types of addresses, such as |IP
addresses, MAC addresses, or overlay IDs. The current specification
only considers | P addresses.

4.2.1. | P Addresses
The endpoints aggregated into a PID are denoted by a list of IP
prefixes. When either an ALTO dient or ALTO Server needs to
determine which PIDin a Network Map contains a particular |IP
address, |ongest-prefix matching MJUST be used.
A Network Map MUST define a PID for each possible address in the IP
address space for all of the address types contained in the map. A
RECOMVENDED way to satisfy this property is to define a PID that
contains the 0.0.0.0/0 prefix for IPv4 or ::/0 (for |Pv6).

4.3. Exanmpl e Network Map

Figure 3 illustrates an exanple Network Map. PIDs are used to
i dentify network-agnostic aggregations.

| Netloc: PID-3 | |

Fi gure 3: Exanpl e Network Map
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5. Cost Map
An ALTO Server indicates preferences anmongst network |ocations in the
formof Path Costs. Path Costs are generic costs and can be
internally conmputed by a network provider according to its own needs.

An ALTO Cost Map defines Path Costs pairw se anongst sets of source
and destination Network Locations.

One advant age of separating ALTO infornmation into a Network Map and a
Cost Map is that the two conponents can be updated at different tine
scal es. For exanple, Network Maps nay be stable for a longer tine
whil e Cost Maps nay be updated to reflect dynanmic network conditions.
As used in this docunent, the Cost Map refers to the syntax and
semantics of the information distributed by the ALTO Server. This
docunent does not discuss the internal representation of this data
structure within the ALTO Server

5.1. Cost Attributes
Path Costs have attributes:
o Type: identifies what the costs represent;

0 Mbde: identifies how the costs should be interpreted.

Certain queries for Cost Maps allow the ALTO Client to indicate the
desired Type and Mode.

5.1.1. Cost Type
The Type attribute indicates what the cost represents. For exanple,
an ALTO Server could define costs representing air-niles, hop-counts,
or generic routing costs.
Cost types are indicated in protocol nmessages as strings.

5.1.1.1. Cost Type: routingcost
An ALTO Server MJST define the 'routingcost’ Cost Type.
This Cost Type conveys a generic nmeasure for the cost of routing
traffic froma source to a destination. Lower values indicate a
hi gher preference for traffic to be sent froma source to a
destination.

Note that an ISP nmay internally conpute routing cost using any nethod
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it chooses (e.g., air-mles or hop-count) as long as it conforns to
t hese senanti cs.

5.1.2. Cost Mode

The Mode attribute indicates how costs shoul d be interpreted.
Specifically, the Mdde attribute indicates whether returned costs
shoul d be interpreted as nunerical values or ordinal rankings.

It is inmportant to conmunicate such information to ALTO Cients, as
certain operations may not be valid on certain costs returned by an
ALTO Server. For exanple, it is possible for an ALTO Server to
return a set of IP addresses with costs indicating a ranking of the
| P addresses. Arithmetic operations, such as summtion, that would
make sense for nunerical values, do not nmake sense for ordinal
rankings. ALTO Cients may handl e such costs differently.

Cost Modes are indicated in protocol nessages as strings.

An ALTO Server MJST support at |east one of 'nunerical’ and ’ordinal’
costs. ALTO dients SHOULD be cogni zant of operations when a desired
cost node is not supported. For exanple, an ALTO Cient desiring
nunerical costs may adjust behavior if only the ordinal Cost Mde is
available. Alternatively, an ALTO dient desiring ordinal costs may
construct ordinal costs given nunerical values if only the numerical
Cost Mode is avail abl e.

5.1.2.1. Cost Mdde: nuneri cal
This Cost Mdde is indicated by the string 'nunerical’. This node
indicates that it is safe to perform nunerical operations (e.g.
summati on) on the returned costs.

5.1.2.2. Cost Mdde: ordinal
This Cost Mdde is indicated by the string 'ordinal’. This node
i ndicates that the costs values to a set of Destination Network
Locations froma particular Source Network Location are a ranking,
with | ower values indicating a higher preference.
It is inportant to note that the values in the Cost Map provided with
the ordi nal Cost Mbode are not necessarily the actual cost known to
the ALTO Server.

5.2. Cost Map Structure

A query for a Cost Map either explicitly or inplicitly includes a
list of Source Network Locations and a |ist of Destination Network
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Locations. (Recall that a Network Location can be an endpoi nt
address or a PID.)

Specifically, assunme that a query has a list of nmultiple Source
Net work Locations, say [Src_1, Src 2, ..., Src_n], and a |list of
nmul ti ple Destination Network Locations, say [Dst_1, Dst_2, ...,

Dst_n].

The ALTO Server will return the Path Cost for each conmunicating pair
(i.e., Src 1 ->Dst 1, ..., Src 1 ->Dst n, ..., Src m->Dst_1, ...,
Src_ m->Dst_ n). W refer to this structure as a Cost Map.

If the Cost Mbde is 'ordinal’, the Path Cost of each conmuni cating
pair is relative to the ntrn entries.

5.3. Network Map and Cost Map Dependency

If a Cost Map contains PIDs in the list of Source Network Locations
or the Iist of Destination Network Locations, the Path Costs are
gener ated based on a particular Network Map (which defines the PIDs).
Version Tags are introduced to ensure that ALTO Clients are able to
use consistent information even though the information is provided in
two nmaps.

A Version Tag is an opaque string associated with a Network Map

mai nt ai ned by the ALTO Server. Wen the Network Map changes, the
Versi on Tag SHOULD al so be changed. (Thus, the Version Tag is
defined simlarly to HTTP s ETag.) Possibilities for generating a
Version Tag include the last-nodified tinestanp for the Network Map,
or a hash of its contents.

A Network Map distributed by the ALTO Server includes its Version
Tag. A Cost Map referring to PIDs al so includes the Version Tag of
the Network Map on which it is based.

6. Protocol Design Overview

The ALTO Protocol design uses a REST-like interface with the goal of
| everaging current HTTP [2] [3] inplenentations and infrastructure,
as well as fanmiliarity with existing REST-1ike services in popul ar
use. ALTO nessages use JSON [4] to encode nessage bodi es.

This docunment currently specifies both services and nessage encodi ng
in a descriptive fashion. Care is taken to make descriptions precise
and unanbi guous, but it still |acks benefits of automatic tooling
that exists for certain encoding fornats.
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6

6

1.

2

St andards such as WSDL 2.0 and WADL are capabl e of descri bing

avail able interfaces. JSON Schema [24] allows nessage encodings to
be specified precisely and nmessages may be verified against the
schena. It is not yet clear whether such an approach shoul d be taken
in this docunent.

Benefits enabled by a REST-like interface | everagi ng HTTP i ncl ude
easi er understandi ng and debuggi ng, flexible ALTO Server

i npl ementation strategies, and nore inportantly, sinple caching and
redistribution of ALTO infornmation to increase scalability.

Exi sting Infrastructure

HTTP is a natural choice for integration with existing applications
and infrastructure. |In particular, the ALTO Protocol design
| ever ages:

o the huge installed base of infrastructure, including HTTP caches,
o mature software inplenentations,

o the fact that nany P2P clients al ready have an enbedded HTTP
client, and

0 authentication and encryption nmechanisnms in HTTP and SSL/TLS
ALTO I nformati on Reuse and Redi stribution

ALTO i nformation may be useful to a |arge nunber of applications and
users. For exanple, an identical Network Map may be used by all ALTO
Clients querying a particular ALTO Server. At the sane tineg,
distributing ALTO i nformati on nust be efficient and not becone a

bot t | eneck.

Beyond integration with existing HTTP caching infrastructure, ALTO

i nformati on may al so be cached or redistributed using application-
dependent nechani sns, such as P2P DHTs or P2P file-sharing. This
docunent does not define particular mechani snms for such
redistribution, but it does define the primtives (e.g., digita
signatures) that nay be needed to support such a nechanism See [25]
for further discussions.

Note that if caching or redistribution is used, the Response nessage
may be returned from another (possibly third-party) entity. Reuse
and Redistribution is further discussed in Section 12.4. Protoco
support for redistribution is specified in Section 8.
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7

7

7

7

Pr ot ocol Messagi ng

This section specifies client and server processing, as well as
messages in the ALTO Protocol. Details common to ALTO Server
processing of all messages is first discussed, followed by details of
t he individual nessages.

1. Notation

Thi s docunent uses an adaptation of the C-style struct notation to
define the required and optional nenbers of JSON objects. Unless
explicitly noted, each nmenber of a struct is REQU RED.

The types "JSONString’, 'JSONNumber’, ’'JSONBool’ indicate the JSON
string, number, and bool ean types respectively.

Thi s docunent only includes object nmenbers used by this

specification. It is possible that protocol extensions include
addi ti onal nmenbers to JSON objects defined in this docunment; such
additional nmenbers will be silently ignored by ALTO Servers and

Clients only inplenmenting the base protocol defined in this docunent.
2. Message Fornmat

Request and Response follow the standard format for HITP Request and
Response nessages [2] [3].

The followi ng subsections provide an overvi ew of how ALTO Requests
and Responses are encoded in HTTP, and di scusses rationale for
certain design deci sions.

2.1. Protocol Versioning

The ALTO Protocol uses a sinple versioning approach that permits
evol ution between versions even if ALTO information is being served
as static, pre-generated files.

It is assuned that a single host responding to ALTO Requests

i npl ements a single protocol version. Virtual hosting may be used if
mul tiple protocol versions need to be supported by a single physica
server.

A comon query (Server List, detailed in Section 7.8.1.1) to be
present in all ALTO protocol versions allows an ALTO Cient to

di scover additional ALTO Servers and the ALTO Protocol version number
of each.

Thi s approach keeps the ALTO Server inplenentation free from parsing
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and directing each request based on version nunber. Although ALTO
Requests are free from protocol version nunbers, the protocol version
nunber is echoed in each ALTO Response to keep responses self-
contained to, for exanple, ease reading persisted or redistributed
ALTO responses.

Using virtual hosting with TLS may require the Server Nane Indication
extension for TLS [5] [26].

Thi s docunent specifies ALTO Protocol version 1.
7.2.2. Content Type

Al'l ALTO Request and Response nmessages MJST set the Content-Type HTTP
header to "application/alto".

7.2.3. Request Message

An ALTO Request is a standard HTTP Request generated by an ALTO
Client, with certain conponents defined by the ALTO Protocol .

The basic syntax of an ALTO Request is:

<Met hod> / <Resource> HTTP/ 1.1
Host: <Host >

For exanpl e:

GET /infol/capability HTTP/ 1.1
Host: alto.exanple.com 6671

7.2.3.1. Standard HTTP Headers

The Host header MUST follow the standard rules for the HITP 1.1 Host
Header .

The Content-Length header MJUST follow the standard rules defined in
HTTP 1. 1.

The Content-Type HTTP Header MUST have val ue "application/alto" if
the Body is non-enpty.

7.2.3.2. Method and Resource
Next, both the HTTP Method and URI -Path (denoted as Resource)
i ndi cate the operation requested by the ALTOdient. 1In this

exanple, the ALTO dient is requesting basic capability infornation
fromthe ALTO Server.
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7.2.3.3. Input Paraneters

Certain operations defined by the ALTO Protocol (e.g., in the Mp
Filtering Service) allow the ALTO Cient to supply additional input
paraneters. Such input paraneters are encoded in a URI -Query-String
wher e possi bl e and appropriate. However, due to practical
limtations (e.g. underlying HTTP inpl enentati ons may have
limtations on the total length of a URI and the Query-String is
better-suited for sinple unstructured parameters and lists), some
operations in the ALTO Protocol use input paraneters encoded in the
HTTP Request Body.

7.2.4. Response Message

A Response nessage is a standard HTTP Response generated by an ALTO
Server with certain conponents defined by the ALTO Protocol.

The basic syntax of an ALTO Response is:

HTTP/ 1.1 <Stat usCode> <Stat usMsg>
Cont ent - Lengt h: <Cont ent Lengt h>
Cont ent - Type: <Content Type>

<ALTOResponse>

where the HTTP Response Body is an ALTOResponse JSON (bj ect (defined
in Section 7.2.4.3). For exanple:

HTTP/ 1.1 200 K
Cont ent - Lengt h: 1000
Cont ent - Type: application/alto

{
"meta"
"version": 1,
"status" : {
"code" : " SUCCESS",
"reason" : "Success"
}l
b .
"type" : "capability",
"data" : {
}
}
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7.2.4.1. Standard HTTP Headers

The Content-Length header MJIST follow the standard rules defined in
HTTP 1. 1.

The Content-Type HTTP Header MUST have val ue "application/alto" if
the Body is non-enpty.

7.2.4.2. Status Code and Message
Two sets of status codes are used in the ALTO Protocol. First, an
ALTO Status Code provides detailed informati on about the success or
failure of a particular operation. Second, an HITP Status Code
i ndi cates to HITP processing elenments (e.g., intermediaries and
clients) how the response should be treated.

7.2.4.3. HITP Body

The Response body MJST encode a single top-level JSON object of type
ALTCResponse:

obj ect {
RspMet aDat a met a;
JSONSt ri ng type;
[ RspDat aType] dat a;
} ALTOResponse;
The ALTOResponse object has distinct sections for:
o neta information encoded in an extensible way,
o the type of ALTO Information to follow, and
o the requested ALTO I nfornation.

7.2.4.3.1. Meta Information

Meta information is encoded as a JSON object with type RspMet abDat a:

obj ect {

JSONSt ri ng code;

JSONSt ri ng reason; [ OPTI ONAL]
} RspStat us;
obj ect {

JSONNumber ver si on;

RspSt at us st at us;

RspRedi st Desc redistribution; [ OPTI ONAL]
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} RspMet aDat a;
with nmenbers:
0 version: the ALTO Protocol version, which MIST be an integer

0 status: an ALTO Status Code from Section 7.4 and correspondi ng
reason (free-formstring) providing a human-readabl e expl anati on
of the particul ar status code.

o redistribution: see Section 8.
7.2.4.3.2. ALTO Information

If the Response is successful (see Section 7.4), then the "type" and
"data" menbers of the ALTOResponse object are REQUI RED. "type"
encodes a Response-specific string which indicates to the ALTO dient
the type of data encoded in the nessage. The "data" nenber encodes
the actual Response-specific data; the structure of this nmenber is
detailed later in this section for each particular ALTO Response.

7.2.4.4. Signature

An ALTO Server MAY additionally supply a signature asserting that it
generated a particul ar response. See Section 8.2.2.

7.3. Ceneral Processing

The protocol is structured in such a way that, independent of the
query type, there are a set of general processing steps. The ALTO
Client selects a specific ALTO Server with which to comuni cate,

est abli shes a TCP connection, and constructs and sends ALTO Request
messages whi ch MUST conformto Section 7.8. |In response to Request
messages, an ALTO Server constructs and sends ALTO Response nessages
whi ch al so MJUST conformto Section 7.8.

7.4. ALTO Status Codes
Thi s docunment defines ALTO Status Codes to support the operations
defined in this docunent. Additional status codes may be defined in
conpani on or extensi on docunents.
An ALTO Server MJST return the SUCCESS status code if and only if the
Request nessage is successfully processed and the requested ALTO
information is returned by the ALTO Server

The HTTP Status Codes corresponding to each ALTO Status Code are
defined to provide correct behavior with HTTP internediaries and
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clients. Wen an ALTO Server returns a particular ALTO Status Code,
it MJUST indicate one of the corresponding HITP Status Codes in
Tabl e 1.

If multiple errors are present in a single ALTO Request (e.g., a
request uses a JSONString when a JSONI nteger is expected and a
required field is missing), then the ALTO Server MJST return exactly
one of the detected errors. However, the reported error is

i mpl ement ati on defined, since specifying a particular order for
message processing encroaches needl essly on inpl enentation techni que.

o e e e e e e aa oo o e e e o - oo e e e e aao oo s +
| ALTO Status Code | HTTP Status | Description [
I | Code(s) I I
e e e e e e e e Fom e e e e e o e e e e e e e e oo +
| SUCCESS | 2xx | Success [
| E_JSON_SYNTAX | 400 | JSON parsing error in |
| | | request [
| E_JSON FIELD M SSING | 400 | Required field missing |
| E_JSON _VALUE TYPE | 400 | JSON Val ue of |
| | | unexpected type |
| E_I NTERNAL_ERROR | 500 | Server-side error [
| E_I NVALI D OPERATION | 501 | I'nvalid operation |
| | | requested [
| E_INVALID_COST_TYPE | 501 | I'nvalid cost type [
o e e e e e e e e e oo s B +

Tabl e 1: Defined ALTO Status Codes

Status codes described in Table 1 are a work in progress. This
docunent will be nodified to update the avail abl e status codes as
i mpl ement ati on experience is gained. Feedback is wel coned.

In addition, feedback frominplenmenters of ALTO Clients is wel coned
toidentify if there is a need to comunicate nmultiple status codes
in a single response.

7.5. dient Behavior

7.5.1. Successful Response
This specification does not indicate any required actions taken by
ALTO Cdients upon receiving a successful response froman ALTO
Server. Although ALTO Clients are suggested to interpret the

received ALTO Informati on and adapt application behavior, ALTO
Clients are not required to do so.
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2. FError Conditions
If an ALTO Client does not receive a successful response fromthe
ALTO Server, it can either choose another server or fall back to a
default behavior (e.g., perform peer selection wthout the use of
ALTO information). An ALTOCdient nay also retry the request at a
later tine.

HTTP Usage
1. Authentication and Encryption
An ALTO Server MAY support SSL/TLS to inplenment server and/or client
aut hentication, as well as encryption. See [6] for considerations
regardi ng verifcation of server identity.
An ALTO Server MAY support HTTP Di gest authentication.
2. Cooki es
Cooki es MUST NOT be used.

.3. Caching Paraneters

If the Response generated by the ALTO Server is cachable, the ALTO
Server MAY include ' Cache-Control’ and ' Expires’ HITP headers.

If a Response generated by the ALTO Server is not cachable, the ALTO
Server MUST specify the "Cache-Control: no-cache" HITP Header.

ALTO Types

This section details the encoding for particular data val ues used in
the ALTO Protocol .

1. PID Nane

A PID Nane is encoded as a US-ASCI| string. The string MJST be no
nmore than 32 characters, and MJST NOT contain characters other than
al phanuneric characters or the '.’ separator. The '.' separator is
reserved for future use and MUST NOT unl ess specifically indicated by
a conpani on or extension docunent.

The type 'PIDNane’ is used in this docunment to indicate a string of
this format.
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7

7

.2. Endpoints

.2.1. Address Type

Address Types are encoded as US-ASCI| strings consisting of only

al phanuneri c characters. This docunent defines the address type
"ipv4" to refer to | Pv4 addresses, and "ipv6" to refer to | Pv6
addresses. Extension docunments may define additional Address Types.

The type ' AddressType’ is used in this docunent to indicate a string
of this format.

.2.2. Endpoint Address

Endpoi nt Addresses are encoded as US-ASCI| strings. The exact
characters and fornmat depend on the type of endpoi nt address.

The type 'Endpoint Addr’ is used in this docunent to indicate a string
of this format.

.7.2.2.1. 1Pv4

| Pv4 Endpoi nt Addresses are encoded as specified by the '|Pv4address
rule in Section 3.2.2 of [7].

.7.2.2.2. 1Pv6

| Pv6 Endpoi nt Addresses are encoded as specified in Section 2.2 of

[8].

.7.2.2.3. Typed Endpoi nt Addresses

When an Endpoi nt Address is used, an ALTO i npl enenati on nust be able
to determine its type. For this purpose, the ALTO Protocol allows
endpoi nt addresses to also explicitly indicate their type.

Typed Endpoi nt Addresses are encoded as US-ASCI| strings of the
format ' AddressType: Endpoi nt Addr’ (with the ':’ character as a
separator). The type ' TypedEndpoi ntAddr’ is used to indicate a
string of this fornat.

7.7.2.3. Endpoint Prefixes

For efficiency, it is useful to denote a set of Endpoint Addresses
using a special notation (if one exists). This specification nakes
use of the prefix notations for both IPv4 and | Pv6 for this purpose.

Endpoi nt Prefixes are encoded as US-ASCI| strings. The exact
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characters and format depend on the type of endpoint address.

The type 'EndpointPrefix’ is used in this docunment to indicate a
string of this fornat.

7.7.2.3.1. |Pv4

| Pv4 Endpoint Prefixes are encoded as specified in Section 3.1 of

[9l.
7.7.2.3.2. |Pv6

| Pv6 Endpoint Prefixes are encoded as specified in Section 2.3 of

[8].
7.7.2.4. Endpoint Address G oup

The ALTO Protocol includes nessages that specify potentially large
sets of endpoint addresses. Endpoint Address G oups provide an
efficient way to encode such sets, even when the set contains
endpoi nt addresses of different types.

An Endpoi nt Address Group is defined as:

obj ect {
Endpoi nt Prefi x [ AddressType] <0..*>;

} Endbbi nt Addr G oup;
In particular, an Endpoint Address Group is a JSON object, with the
nane of each menber being the string corresponding to the address
type, and the nmenber’s corresponding value being a list of prefixes
of addresses of that type.

The following is an exanple with both IPv4 and | Pv6 endpoi nt

addr esses:
{
"ipvd': |
"192.0.2.0/ 24",
"198.51. 100. 0/ 25"
1,
"ipve": [
"2001: db8: 0: 1::/64",
"2001: db8: 0: 2:: /64"
]
}
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7.7.3. Cost Mode

A Cost Mdde is encoded as a US-ASCI|1 string. The string MJIST either
have the value 'nunerical’ or ’'ordinal’.

The type 'CostMode’ is used in this docunent to indicate a string of
this format.

7.7.4. Cost Type

A Cost Type is encoded as a US-ASCI| string. The string MJST be no
nmore than 32 characters, and MJST NOT contain characters other than
al phanuneric characters or the ':’ separator.

Identifiers prefixed with "priv:’ are reserved for Private Use [10].
Identifiers prefixed with "exp:’ are reserved for Experinental use.
Al'l other identifiers appearing in an ALTO Request or Response MJST
be registered in the ALTO Cost Types registry Section 11.

The type ' CostType’ is used in this docunent to indicate a string of
this format.

7.8. ALTO Messages
This section docunments the individual operations supported in the
ALTO Protocol. See Section 7.2.3 and Section 7.2.4 for
speci fications of HITP Request/ Response conponents comon to all
operations in the ALTO Protocol .

Tabl e 2 provides an sumary of the HTTP Method and URI - Paths used for
ALTO Request s:
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Server Info Li st Servers CGET /infolservers

Server Info Capabi lity GET /infolcapability
Map Net wor k Map GET [/ map/ core/ pi d/ net
Map Cost Map GET /map/ core/ pi d/ cost

I
I
I
I
I
I
| Map Filtering
I
I
I
I
I
I

I I
I I
I I
I I
| |
Network Map | POST /map/filter/pid/ net [
I I
I I
I I
I I
I I
I I

Map Filtering Cost Map PCST /map/filter/pid/ cost
Endpoi nt Prop. Lookup GET /endpoint/ prop/ <nane>
POST / endpoi nt/ prop/ | ookup
Endpoi nt Cost Lookup PCST / endpoi nt/ cost/ | ookup
o e e oo o o m e e e e e e e i +

Tabl e 2: Overview of ALTO Requests
7.8.1. Server Information Service

The Server Information Service provides infornmation about avail able
ALTO Servers and their capabilities (e.g., supported services).

An ALTO Server MJST support the Server Information Service and MJST
i npl ement all operations defined in this section.

7.8.1.1. Server List

The Server List request allows an ALTO Client to discover other ALTO
Servers provided by the ALTO Service Provider. Upon discovering an
additional ALTO Server, the ALTO Client may then query the server
capabilities (see Section 7.8.1.2) to test if it supports desired
functionality.

The Server List request is intended to help an ALTO dient find an
ALTO Server supporting the desired ALTO Protocol version and
capabilities. It is not intended to serve as a substitute for the
ALTO Server Discovery which helps an ALTO dient locate an initial
ALTO Server.
Thi s operation MJST be supported by the ALTO Server.

7.8.1.1.1. Request Syntax

CGET /info/servers HITP/1.1
Host: <Host >
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7.8.1.1.2. Response Syntax

HTTP/ 1.1 200 <St at usMsg>
Cont ent - Lengt h: <BodyLengt h>
Content - Type: application/alto

<ALTOResponse>

where the ALTOResponse object has "type" menber equal to the string
"server-list" and "data" nenber of type RspServerlList:

obj ect {
JSONSt ri ng uri;
JSONNunber ver si on;
} Serverltem

obj ect {
Serverltem servers<0..*>;
} RspServerlist;

RspServerLi st has nenbers:

(0]

7.8.1.

Alim,

servers: Array of available ALTO Servers, detailing the URl of the
ALTO Server and the ALTO Protocol version that it inplenents. The
array nust at |east contain an entry corresponding to the ALTO
Server at the URI fromwhich it is retrieving the server list.

1.3. Exanple

GET /infol/servers HTTP/ 1.1
Host: al to. exanpl e.com 6671

et al. Expi res Septenber 15, 2011 [ Page 29]



Internet-Draft ALTO Pr ot ocol March 2011

HTTP/ 1.1 200 K
Content - Lengt h: [ TODQ
Cont ent - Type: application/alto

{
"meta" : {
"version" : 1,
"status" @ {
"code" : "SUCCESS"
}
1
"type" : "server-list",
"data" : {
"servers" : |
{
"uri": "http://alto.exanple.com6671",
"version" : 1
}
]
}
}

7.8.1.2. Server Capability

The Server Capability request allows an ALTO dient to determne the
functionality supported by the queried ALTO Server.

This operation MJST be supported by the ALTO Server.
7.8.1.2.1. Request Syntax

GET /infol/capability HITP/ 1.1
Host: <Host>

7.8.1.2.2. Response Syntax
HTTP/ 1.1 200 <StatusMsg>
Cont ent - Lengt h: <BodylLengt h>
Cont ent - Type: application/alto

<ALTOResponse>

where the ALTOResponse object has "type" nmenber equal to the string
"capability" and "data" menber of type RspCapability:
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enum {
map,
map-filtering,
endpoi nt - property,
endpoi nt - cost

} ServiceType; [ Note: encoded as JSONString’ s]
obj ect {
Servi ceType services<0..*>;
Cost Mbde cost - nodes<0. . *>; [ OPTI ONAL]
Cost Type cost-types<0.. *>; [ OPTI ONAL]
JSONBool cost-constraints; [ OPTI ONAL]
JSONSt ri ng service-id; [ OPTI ONAL]
JSONSt ri ng certificates<0..*>; [ OPTI ONAL]

} RspCapability;

RspCapabi lity has nenbers:

0 services: Lists the services supported by the ALTO Server. The
service names defined in this docunent are are "map", "map-
filtering", "endpoint-property", and "endpoint-cost".

0 cost-nodes: Array of supported ALTO Cost Modes.

0 cost-types: Array of supported ALTO Cost Types.

0 cost-constraints: Indicates if the ALTO Server supports cost
constraints. The value "false’ is inplied if this nenber is not

present.

0 service-id: UUDJ[11] indicating an one or nore ALTO Servers
serving equi val ent ALTO I nformati on.

o certificates: List of PEMencoded X 509 certificates used by the
ALTO Server in the signing of responses.

If an ALTO Server denotes a response as redistributable, the
"service-id and 'certificates’ fields are REQUI RED i nstead of
OPTI ONAL. See Section 8 for detailed specification.

7.8.1.2.3. Exanple

GET /info/capability HITP/ 1.1
Host: alto.exanple.com 6671
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HTTP/ 1.1 200 K
Content - Lengt h: [ TODQ
Cont ent - Type: application/alto

{
"meta" : {

"version" : 1,

"status" @ {

"code" : "SUCCESS"

}

1
"type" : "capability",
"data" : {

"services" : [ "map", "map-filtering" ],

"cost-nodes": [
“nunerical ",
"ordinal"

1,

"cost-types": [
"routingcost",
"hopcount "

1,

"cost-constraints": fal se

}
}

7.8.2. Map Service

The Map Service provides batch information to ALTO Cients in the
formof two maps: a Network Map and Cost Map.

An ALTO Server MJST support the Map Service and MJST i npl enent all
operations defined in this section.

7.8.2.1. Network Map

The full Network Map lists for each PID, the network |ocations
(endpoints) within the PID.

7.8.2.1.1. Request Syntax

GET /map/ corel/ pid/ net HTTP/ 1.1
Host: <Host>
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7.8.2.1.2. Response Syntax
HTTP/ 1.1 200 <StatusMsg>
Cont ent - Lengt h: <BodyLengt h>
Content - Type: application/alto
<ALTOResponse>

where the ALTOResponse object has "type" menber equal to the string
"net wor k- map" and "data" nenber of type RspNetwor kMap:

obj ect {
Endpoi nt Addr G oup [ pi dnane] <0. . *>;

} Nei\./\brklvlapData;
obj ect {
JSONSt ri ng map- vt ag;
Net wor kMapDat a map;
} RspNet wor kMap;
RspNet wor kMap has nenbers:
o map-vtag: The Version Tag of the Network Map (Section 5.3)
o map: The network map data itself.
Net wor kMapData is a JSON obj ect with each nenber representing a
single PID and its associ ated set of endpoint addresses. A nenber’s
name is a PIDNane string denoting the PID s nane.

7.8.2.1.3. Exanple

GET /map/ core/ pid/net HTTP/ 1.1
Host: alto.exanple.com 6671
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HTTP/ 1.1 200 K
Content - Lengt h: [ TODQ
Cont ent - Type: application/alto

{
"meta" : {
"version" : 1,
"status" @ {
"code" : " SUCCESS"
}
},
"type" : "network-map",
"data" : {
"map-vtag" : "1266506139",
"map” |
"PIDL" : {
"ipvd" |
"192.0.2.0/24",
"198.51. 100. 0/ 25"
]
b
"PID2" : {
"ipv4"
"198.51.100. 128/ 25"
]
b
"PID3" : {
"ipvd" |
"0.0.0.0/0"
],
"ipve" [
"o/
]
]
}
}
}

7.8.2.2. Cost Map

The Map Service Cost Map query is a batch operation in which the ALTO
Server returns the Path Cost for each pair of source/destination PID
defined by the ALTO Server.

The ALTO Server provides costs using the default Cost Type
("routingcost’) and default Cost Mde (' nunerical’).

Alim, et al. Expi res Septenber 15, 2011 [ Page 34]



Internet-Draft ALTO Pr ot ocol March 2011

7.8.2.2.1. Request Syntax

GET /map/ core/ pid/cost HITP/ 1.1
Host: <Host>

7.8.2.2.2. Response Syntax
HTTP/ 1.1 200 <StatusMsg>
Cont ent - Lengt h: <BodyLengt h>
Cont ent - Type: application/alto
<ALTOResponse>

where the ALTOResponse object has "type" menber equal to the string
"cost-map" and "data" nenber of type RspCost Map:

obj ect DstCosts {
JSONNunber [ dst nane];

H

obj ect {
Dst Costs [srcnane] <0. . *>;

} Oost i\/apDat a;

obj ect {
JSONString map-vtag;
Cost Type cost-type;
Cost Mode cost - node;
Cost MapDat a map;

} RspCost Map;

RspCost Map has nenbers:

o map-vtag: The Version Tag of the Network Map used to generate the
Cost Map (Section 5.3).

0 cost-type: Cost Type used in the map (Section 5.1.1)

0 cost-node: Cost Mdde used in the map (Section 5.1.2)

o map: The cost nap data itself.

Cost MapData is a JSON object with each menber representing a single
Source PID; the name for a nmenber is the PIDNane string identifying

the correspondi ng Source PID. For each Source PID, a DstCosts object
denotes the associated cost to a set of destination PlIDs
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i s the PIDName

(Section 5.2); the name for each nenber in the object
Dst Costs has a

string identifying the correspondi ng Destination PID.
singl e menber for each destination PID in the map.

7.8.2.2.3. Exanple

GET /map/ core/ pid/cost HITP/ 1.1
Host: alto.exanple.com 6671

HTTP/ 1.1 200 K
Content-Length: [TODQ
Cont ent - Type: application/alto

{
"meta"
"version" : 1,
"status" : {
"code" " SUCCESS"
}
I
"type" "cost - map",
"data" : {
" map- vt ag" "1266506139",
"cost-type" "routingcost",
"cost - node" "nunerical ",
"map" : {
"PIDL1": { "PIDL1": 1, "PID2": 5, "PID3": 10 },
"PID2": { "PID1": 5, "PID2": 1, "PID3": 15 },
"PID3": { "PIDL": 20, "PID2": 15, "PID3": 1 }
}
}
}
7.8.3. Map Filtering Service

The Map Filtering Service allows ALTO Clients to specify filtering
criteria to return a subset of the full maps available in the Map
Servi ce.

MAY support the Map Filtering Service. |If an ALTO
all operations defined in

An ALTO Server
Server supports the Map Filtering Service,
this section MJST be inpl emented.

7.8.3.1. Network Map

ALTO dients can query for a subset of the full network map (see

Section 7.8.2.1).
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7.8.3.1.1. Request Syntax

POST /map/filter/pid/ net HTTP/ 1.1
Host: <Host >
Cont ent - Lengt h: <BodylLengt h>

<ReqgNet wor kMap>
wher e:

obj ect {
Pl DNane pi ds<0..*>;
} RegNet wor kMap

The Body of the request encodes an array of PIDs to be included in
the resulting Network Map. If the list of PIDs is enpty, the ALTO
Server MUST interpret the list as if it contained a list of all
currently-defined PIDs.

7.8.3.1.2. Response Syntax

The Response syntax is identical to that of the Map Service' s Network
Map Response (Section 7.8.2.1.2).

The ALTO Server MJST only include PIDs in the Response that were
specified (inplicitly or explicitly) in the Request. |If the Request
contains a PID nane that is not currently defined by the ALTO Server
the ALTO Server MUST behave as if the PID did not appear in the
request.
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7.8.3.1.3. Exanple
POST /map/filter/pid/ net HTTP/ 1.1

Host: alto.exanple.com 6671
Cont ent - Lengt h: <BodylLengt h>

{
}

pids: [ "PIDL", "PID2" ]

HTTP/ 1.1 200 K
Content - Lengt h: [ TODO
Cont ent - Type: application/alto

{
"meta" : {
"version" : 1,
"status" @ {
"code" : "SUCCESS"
}
}

"type" : "network-nmap",
"data" : {
"map-vtag" : "1266506139",
"map’ |
"PIDL" : {
"ipvd" o
"192.0.2.0/ 24",
"198. 51. 100. 0/ 24"
]
}l
"PID2" |
"ipvd": |
"198. 51. 100. 128/ 24"
]

}
7.8.3.2. Cost Map

ALTO dients can query for the Cost Map (see Section 7.8.2.2) based
on additional paramneters.
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7.8.3.2.1. Request Syntax

POST /map/filter/pid/cost?<URl-Query-String> HITP/ 1.1
Host: <Host>

<ReqCost Map>
wher e:

obj ect {
Pl DNanme srcs<O0..*>;
Pl DNanme dst s<0. . *>;
} ReqCost Map;

The Query String may contain the follow ng paraneters:

0 type: The requested Cost Type (Section 5.1.1). If not specified,
the default value is "routingcost". This parameter MJST NOT be
specified nultiple tines.

o node: The requested Cost nmpde (Section 5.1.2). If not specified,
the default value is "nunerical". This paranmeter MJUST NOT be
specified nmultiple tines.

0 constraint: Defines a constraint on which el enents of the Cost Mp
are returned. This parameter MJUST NOT be used if the Server
Capabi lity Response (Section 7.8.1.2) indicates that constraint
support is not available. A constraint contains two entities
separ ated by whitespace (before URL encoding): (1) an operator
either "gt' for greater than , '"It’ for less than or 'eq for
equal to with 10 percent on either side, (2) a target numerica
cost. The nunerical cost is a nunber that MJST be defined in the
units specified in the Server Capability Response. If multiple
‘constraint’ paraneters are specified, the ALTO Server assunes
they are related to each other with a logical AND. If no
"constraint’ paraneters are specified, then the ALTO Server
returns the full Cost Map.

The Request body MAY specify a list of Source PIDs, and a l|ist of
Destination PIDs. If alist is enpty, it is interpreted by the ALTO
Server as the full set of currently-defined PIDs. The ALTO Server
returns costs between each pair of source/destination PID. If the
Request body is enpty, both lists are interpreted to be enpty.

7.8.3.2.2. Response Syntax

The Response syntax is identical to that of the Map Service's Cost
Map Response (Section 7.8.2.2.2).

Alim, et al. Expi res Septenber 15, 2011 [ Page 39]



Internet-Draft ALTO Pr ot ocol March 2011

The Response MUST NOT contain any source/destination pair that was
not indicated (inmplicitly or explicitly) in the Request. |If the
Request contains a PID nane that is not currently defined by the ALTO
Server, the ALTO Server MJST behave as if the PID did not appear in

t he request.

7.8.3.2.3. Exanple

POST /map/filter/pid/ cost?type=hopcount HTTP/ 1.1
Host: alto.exanple.com 6671

{
"srcs" [ "PID1" T,

"dsts" : [ "PIDL1", "PID2", "PID3" ]

HTTP/ 1.1 200 K
Content-Length: [TODQ
Cont ent - Type: application/alto

{
"meta" : {
"version" : 1,
"status" @ {
"code" : " SUCCESS"
}
}1
"type" : "cost-mp",
"data" : {
"map-vtag" : "1266506139",
"cost-type" : "hopcount",
"cost-node" : "nunerical",
"map” : {
"PID1": { "PIDL": O, "PID2": 1, "PID3": 2}
}
}
}

7.8.4. Endpoint Property Service

The Endpoint Property Lookup query allows an ALTO Client to | ookup
properties of Endpoints known to the ALTO Server. |If the ALTO Server
provi des the Endpoint Property Service, the ALTO Server MJIST define
at least the "pid property for Endpoints.

An ALTO Server MAY support the Endpoint Property Service. |If an ALTO
Server supports the Endpoint Property Service, all operations defined
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in this section MJST be inpl enmented.
7.8.4.1. Endpoint Property Lookup
7.8.4.1.1. Request Syntax
POST / endpoi nt/ prop/ | ookup?<URI - Query-String> HITP/ 1.1
Host: <Host >
Cont ent - Lengt h: <BodyLengt h>
<RegEndpoi nt Pr op>
wher e:
obj ect {
TypedEndpoi nt Addr endpoi nt s<0. . *>;
} RegEndpoi nt Prop;
The Query String may contain the followi ng paraneters
0 prop: The requested property type. This paraneter MJST be
specified at |east once, and MAY be specified nultiple tines
(e.g., to query for nultiple different properties at once).

The body encodes a list of typed endpoint addresses.

An alternate syntax is supported for the case when properties are
requested for a single endpoint:

GET / endpoi nt/ prop/ <TypedEndpoi nt Addr >?<URI - Query-String> HTTP/ 1.1
Host: <Host>

where the Query String is the sane as in the first form
7.8.4.1.2. Response Syntax
HTTP/ 1.1 200 <StatusMsg>
Cont ent - Lengt h: <BodylLengt h>
Cont ent - Type: application/alto
<ALTOResponse>

where the ALTOResponse object has "type" nmenber equal to the string
"endpoi nt-property” and "data" menber of type RspEndpoi nt Property:
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obj ect {
JSONString [ propertynane];

} EndbbintProps;

obj ect {
Endpoi nt Props [ TypedEndpoi nt Addr] <0. . *>;

} RsthdpointProperty;

RspEndpoi nt Property has one nenber for each endpoint indicated in the
Request (with the nane being the endpoint encoded as a
TypedEndpoi nt Addr). The requested properties for each endpoint are
encoded in a correspondi ng Endpoi nt Props obj ect, which encodes one
nane/ val ue pair for each requested property. Note that property

val ues are JSON Strings. |If the ALTO Server does not define a
requested property for a particular endpoint, then it MJST omt it
fromthe Response for only that endpoint.

7.8.4.1.3. Exanple
PCST / endpoi nt/ prop/ | ookup?prop=pid HTTP/ 1.1

Host: alto.exanple.com 6671
Content-Lengt h: [ TODO

{
}

"endpoints" : [ "ipv4:192.0.2.34", "ipv4:203.0.113.129" ]

HTTP/ 1.1 200 K
Cont ent - Lengt h: [ TODO
Cont ent - Type: application/alto

{
"meta" : {
"version" : 1,
"status" :
"code" : " SUCCESS"
}
}

"type" : "endpoint-property",

"data": {

"ipv4: 192.0. 2. 34" o { "pid': "PID1" },
"ipv4:203.0.113.129" : { "pid": "PID3" }
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7.8.5. Endpoint Cost Service

The Endpoint Cost Service allows ALTO Clients to directly supply
endpoints to an ALTO Server. The ALTO Server replies with costs
(nunerical or ordinal) anongst the endpoints.

In particular, this service allows lists of Endpoint prefixes (and
addresses, as a special case) to be ranked (ordered) by an ALTO
Server.

An ALTO Server MAY support the Endpoint Cost Service. |If an ALTO
Server supports the Endpoint Cost Service, all operations defined in
this section MIST be inpl emented.

7.8.5.1. Endpoint Cost Lookup
7.8.5.1.1. Request Syntax

POST / endpoi nt/ cost/ | ookup?<URI - Query-String> HTTP/ 1.1
Host: <Host >
Cont ent - Lengt h: <BodyLengt h>

<RegEndpoi nt Cost Map>
wher e:

obj ect {
TypedEndpoi nt Addr srcs<0. . *>;
TypedEndpoi nt Addr dst s<0. . *>;
} ReqgEndpoi nt Cost Map;

The request body includes a list of source and destination endpoints
that shoul d be assigned a cost by the ALTO Server. The allowed Query
String paraneters are defined identically to Section 7.8.3.2.

The request body MJST specify a list of source Endpoints, and a |i st
of destination Endpoints. |If the list of source Endpoints is enpty
(or it is not included), the ALTO Server MJST treat it as if it
cont ai ned the Endpoint address of the requesting client. The list of
destination Endpoints MJUST NOT be enpty. The ALTO Server returns
costs between each pair of source/destination Endpoint.
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7.8.5.1.2. Response Syntax
HTTP/ 1.1 200 <StatusMsg>
Cont ent - Lengt h: <BodyLengt h>
Content - Type: application/alto
<ALTOResponse>

where ALTOResponse is encoded identically to Section 7.8.2.2.2 with
the follow ng exceptions:

0 ALTO Response’s "type" nenber nust be equal to "endpoint-cost-

map",
o The "map-vtag" menber of RspCost Map MJST be onmitted, and

o ldentifiers refer to TypedEndpoi nt Addres instead of PIDs.
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7.8.5.1.3. Exanple

POST / endpoi nt/ cost/ | ookup?nmode=ordi nal HTTP/ 1.1
Host: alto.exanple.com 6671
Content - Lengt h: [ TODO

{
"src": [ "ipv4:192.0.2.2" ],
"dst": [
"ipv4: 192.0. 2. 89",
"ipv4: 198. 51. 100. 34",
"ipv4: 203. 0. 113. 45"
]
}

HTTP/ 1.1 200 K
Content - Lengt h: [ TODO
Cont ent - Type: application/alto

{
"meta"
"version" : 1,
"status" : {
"code" : " SUCCESS"
}

ype" : "endpoi nt-cost-nmap",
"data" : {

"cost-type" : "routingcost",
"cost-node" : "ordinal"
"map" : {

"ipv4:192.0.2.2": {
"ipv4: 192.0. 2. 89" o1,
"ipv4: 198. 51. 100. 34"
"i pv4: 203. 0. 113. 45"

}

wWnN

8. Redistributabl e Responses
This section defines how an ALTO Server enables certain responses to

be redistributed by ALTO Cients. Concepts are first introduced,
foll owed by the protocol specification
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8.1. Concepts
8.1.1. Service ID

The Service IDis a UUD that identifies a set of ALTO Servers that
woul d provide identical ALTO Information for any ALTO Request for any
ALTO Cdient. Each ALTO Server within such a set is configured with
an identical Service ID

If a pair of ALTO Servers woul d provide the sane ALTO I nformation
(sanme infornmation sources, configuration, internal conputations,
update tinmescales, etc) in response to a particular ALTO dient
request, then the pair of ALTO Servers SHOULD have the sane Service
ID. If this conditionis not true, the pair of ALTO Servers MJST
have a different Service ID

8.1.1.1. Rationale

For scalability and fault tolerance, nultiple ALTO Servers may be
depl oyed to serve equivalent ALTO Information. In such a scenario,
ALTO Responses from any such redundant server should be seen as
equi val ent for the purposes of redistribution. For exanple, if two
ALTO Servers A and B are depl oyed by the service provider to

di stribute equivalent ALTO Information, then clients contacting
Server A should be able to redistribute ALTO Responses to clients
contacting Server B

To acconplish this behavior, ALTO dients nust be able to determ ne
that Server A and Server B serve identical ALTO Information. One
techni que would be to rely on the ALTO Server’s DNS nane. However
such an approach woul d mandate that all ALTO Servers resolved by a
particul ar DNS nane woul d need to provi de equival ent ALTO

i nformati on, which may be unneccessarily restrictive. Another

techni que would be to rely on the server’s | P adddress. However,
this suffers simlar problens as the DNS name in depl oynent scenari os
using | P Anycast.

To avoid such restrictions, the ALTO Protocol allows an ALTO Service
Provider to explicitly denote ALTO Servers that provide equival ent
ALTO Information by giving themidentical Service IDs. Service |IDs
decoupl e the identification of equivalent ALTO Servers fromthe

di scovery process.

8.1.1.2. Server Capability Response
If an ALTO Server generates redistributable responses, the Server

Capability response’s 'service-id field MIUST be set to the ALTO
Server’s Service ID
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8.1.1.3. Configuration

To hel p prevent ALTO Servers from m stakenly claimng to distribute
equi val ent ALTO Infornmation, ALTO Server inpl enentati ons SHOULD by
default generate a new UUID at installation tine or startup if one
has not explicitly been configured.

8.1.2. Expiration Tinme

ALTO Responses narked as redistributable should indicate a tine after
which the information is considered stale and should be refreshed
fromthe ALTO Server (or possibly another ALTO dient).

If an expiration time is present, the ALTO Server SHOULD ensure that
it is reasonably consistent with the expiration time that would be
conmput ed by HTTP header fields. This specification nmakes no
recomendati on on which expiration tine takes precedence, but

i mpl ement ers should be cogni zant that HTTP internediaries will obey
only the HTTP header fields.

8.1.3. Signature

ALTO Responses narked as redistributable include a signature used to
assert that the ALTO Server Provider generated the ALTO | nfornation.

8.1.3.1. Rati onal e

Verification of the signature requires the ALTOClient to retrieve
the ALTO Server’s public key. To reduce requirenents on the
underlying transport (i.e., requiring SSL/TLS), an ALTO d i ent
retrieves the public key as part of an X 509 certificate fromthe
ALTO Server’s Server Capability Response.

8.1.3.2. Certificates

8.1.3.2.1. Local Certificate
The ALTO Server’s public key is encoded within an X. 509 certificate.
The corresponding private key MJST be used to sign redistributable
responses. This certificate is ternmed the Local Certificate for an
ALTO Server

8.1.3.2.2. Certificate Chain
To ease key provisioning, the ALTO Protocol is designed such that

each ALTO Server with an identical Service ID nmay have a uni que
private key (and hence certificate).
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The ALTO Service Provider may configure a certificate chain at each
such ALTO Server. The Local Certificate for a single ALTO Server is
the bottomnpbst certificate in the chain. The Certificate Chains of
each ALTO Server with an identical Service |D MJST share a commpn
Root Certificate.

Note that there are two sinple deploynent scenarios

0 One-Level Certificate Chain (Local Certificate Only): In this
depl oynent scenario, each ALTO Server with an identical Service ID
may provisioned with an identical Local Certificate.

0 Two-Level Certificate Chain: In this deploynent scenario, a Root
Certificate is maintained for a set of ALTO Servers with the sane
Service ID. A unique Local Certificate signed by this CAis
provi sioned to each ALTO Server

There are advantages to using a Certificate Chain instead of

depl oyi ng the same Local Certificate to each ALTO Server
Specifically, it avoids storage of the CA's private key at ALTO
Servers. It is possible to revoke and re-issue a key to a single
ALTO Server

8.1.3.2.3. Server Capability Response

If an ALTO Server generates redistributable responses, the Server
Capability response’s 'certificates’ field MJST be populated with the
ALTO Server’s full certificate chain. The first element MJST be the
ALTO Server’s Local Certificate, followed by the remaining
Certificate Chain in ascending order to the Root Certificate.

8.1.3.3. Signature Verification

ALTO Cients SHOULD verify the signature on any ALTO i nfornation
received via redistribution before adjusting application behavior
based on it.

An ALTO Cient SHOULD cache its ALTO Server’'s Service |ID and
corresponding Certificate Chain included in the Server Capability
response. Recall that the last certificate in this chain is the Root
Certificate. The retrieval of the Service ID and certificates SHOULD
be secured using HTTPS with proper validation of the server endpoint
of the SSL/TLS connection [6].

An ALTO Response received via redistribution fromService IDSis
declared valid if an ALTO dient can construct a transitive
certificate chain fromthe certificate (public key) used to sign the
ALTO Response to the Root Certificate corresponding to Service ID S
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obtained by the ALTO Client in a Server Capability response.

To properly construct the chain and conplete this validation, an ALTO
Client may need to request additional certificates fromother ALTO
Clients. A sinple nechanismis to request the certificate chain from
the ALTO Cient that received the ALTO Response. Note that these
additional received certificates may be cached locally by an ALTO

CLi ent .

ALTO Cients SHOULD verify ALTO Responses received via
redi stribution.

8.1.3.4. Redistribution by ALTO Cients

ALTO dients SHOULD pass the ALTO Server Certificate, Signature, and
Signature Algorithmalong with the body of the ALTO Response. The
mechani sm for redistributing such information is not specified by the
ALTO Protocol, but one possibility is to add additional nessages or
fields to the application’s native protocol.

8. 2. Pr ot ocol

An ALTO Server MAY indicate that a response is suitable for
redistribution by including the "redistribution" nenber in the

RspMet aDat a JSON obj ect of an ALTO Response nessage. This additional
menber, called the Response Redistribution Descriptor, has type
RspRedi st Desc:

obj ect {
JSONString service-id;
JSONString request-uri;
JSONVal ue request - body;
JSONSt ri ng expires;

} RspRedi st Desc;

The fields encoded in the Response Redistribution Descriptor allows
an ALTO Cient receiving redistributed ALTO Informati on to understand
the context of the query (the ALTO Service generating the response
and any input paraneters) and to interpret the results.

I nformation about ALTO Cient perform ng the Request and any HTTP
Headers passed in the request are not included in the Response
Redi stribution Descriptor. |If any such information or headers

i nfluence the response generated by the ALTO Server, the response
SHOULD NOT be indicated as redistributable.
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8.2.1. Response Redistribution Descriptor Fields

This section defines the fields of the Response Redistribution
Descri ptor.

8.2.1.1. Service ID

The 'service-id menber is REQU RED and MJUST have a val ue equal to
the ALTO Server’'s Service ID

8.2.1.2. Request UR

The 'request-uri’ menber is REQUI RED and MUST specify the HITP
Request - URI that was passed in the HITP Request.

8.2.1.3. Request Body

If the HTTP Request body was non-enpty, the ’'request-body’ nenber
MUST specify full JSON val ue passed in the HTTP Request (note that

whi t espace may differ, as long as the JSON Value is identical). |If
the HTTP Request was enpty, then the ’request-body’ MJST NOT be
i ncl uded.

8.2.1.4. Expiration Tine

The 'expires’ element is RECOWENDED and, if present, MJST specify a
time in UTC formatted according to [12].

8.2.2. Signature

The Hash Al gorithm Signature Algorithm and Signature are included
as either HITP Headers or Trailers. Headers may be useful if
Responses are pre-generated, while Trailers may be useful if
Responses are dynam cally generated (e.g., to avoid buffering | arge
responses in nmenory while the hash value is conputed).

The followi ng HTTP Headers (the ALTO Server MAY specify themas HTTP
Trail ers instead) MJST be used to encode the Signature parameters for
redi stri butable ALTO Responses:

ALTO HashAl gorithm <HashAl gorithnp
ALTO Si gnat ureAl gorithm <SignatureAl gorithme
ALTO Si ghat ur eDi gest: <Si ghat ure>

wher e <HashAl gorithn> and <Si gnatureAl gorithnm are an integer val ues

fromthe I ANA TLS HashAl gorithm and SignatureAl gorithmregistries
and <Signature> is the correspondi ng Base64-encoded si gnature.
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9. Use Cases
The sections bel ow depict typical use cases.
9.1. ALTO dient Enbedded in P2P Tracker

Many P2P currently-depl oyed P2P systens use a Tracker to nanage
swarns and perform peer selection. P2P trackers may currently use a
variety of information to perform peer selection to neet application-
specific goals. By acting as an ALTO Cient, an P2P tracker can use
ALTO information as an additional information source to enable nore
network-efficient traffic patterns and inprove application

per f or mance.

A particular requirenment of many P2P trackers is that they nust
handl e a | arge nunber of P2P clients. A P2P tracker can obtain and
locally store ALTO information (the Network Map and Cost Map) from
the | SPs containing the P2P clients, and benefit fromthe sane
aggregation of network | ocations done by ALTO Servers.

LR . (1) Get Network Map R R .

| | S > | |
| ALTO | | P2P Tracker |
| Server | (2) Get Cost Map | (ALTO Cient) |
! | > | !
___________ RBREEEEEEEEE
(3) Get Peers | | (4) Selected Peer
% Li st
| Peer 1 | So-ceeemeeaonn- | P2pP |
B ' | dient |
(5) Connect to R ’
Sel ect ed Peers /
————————— /
| Peer 50 | <--------------o---

Figure 4: ALTO dient Enbedded in P2P Tracker

Fi gure 4 shows an exanpl e use case where a P2P tracker is an ALTO
Client and applies ALTO i nformati on when selecting peers for its P2P
clients. The exanple proceeds as foll ows:

1. The P2P Tracker requests the Network Map covering all PIDs from
the ALTO Server using the Network Map query. The Network Map
includes the I P prefixes contained in each PID, allow ng the P2P
tracker to locally map P2P clients into a PIDs.
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2. The P2P Tracker requests the Cost Map anongst all PIDs fromthe
ALTO Server.

3. AP2P Cient joins the swarm and requests a peer list fromthe
P2P Tracker.

4. The P2P Tracker returns a peer list to the P2P client. The
returned peer list is conmputed based on the Network Map and Cost
Map returned by the ALTO Server, and possibly other information
sources. Note that it is possible that a tracker may use only
the Network Map to inplenent hierarchical peer selection by
preferring peers within the sane PID and | SP

5. The P2P Cient connects to the sel ected peers.

Note that the P2P tracker nay provide peer lists to P2P clients
distributed across nultiple I1SPs. In such a case, the P2P tracker
may comuni cate with nmultiple ALTO Servers.

9.2. ALTO dient Enbedded in P2P dient: Nunerical Costs

P2P clients may also utilize ALTO i nformation thensel ves when
selecting fromavailable peers. It is inportant to note that not al
P2P systens use a P2P tracker for peer discovery and sel ection.

Furt hermore, even when a P2P tracker is used, the P2P clients may
rely on other sources, such as peer exchange and DHTs, to di scover
peers.

When an P2P Client uses ALTO information, it typically queries only
the ALTO Server servicing its own |ISP. The ny-Internet view provided
by its ISP"s ALTO Server can include preferences to all potentia
peers.
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Figure 5: ALTO dient Enbedded in P2P dient

Figure 5 shows an exanpl e use case where a P2P Client locally applies
ALTO information to select peers. The use case proceeds as foll ows:

1. The P2P dient requests the Network Map covering all PIDs from
the ALTO Server servicing its own | SP.

2. The P2P dient requests the Cost Map ampongst all PIDs fromthe
ALTO Server. The Cost Map by default specifies nunerical costs.

3. The P2P Cient discovers peers from sources such as Peer Exchange
(PEX) fromother P2P Clients, Distributed Hash Tabl es (DHT), and
P2P Trackers.

4. The P2P dient uses ALTO information as part of the algorithmfor
sel ecting new peers, and connects to the sel ected peers.

9.3. ALTO dient Enbedded in P2P dient: Ranking
It is also possible for a P2P Client to offload the selection and
ranki ng process to an ALTO Server. In this use case, the ALTO dient
gathers a list of known peers in the swarm and asks the ALTO Server
to rank them

As in the use case using nunerical costs, the P2P Client typically
only queries the ALTO Server servicing its own | SP.
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Figure 6: ALTO dient Enbedded in P2P dient: Ranking

Figure 6 shows an exanple of this scenario. The use case proceeds as
fol | ows:

1. The P2P dient discovers peers fromsources such as Peer Exchange
(PEX) fromother P2P Clients, Distributed Hash Tabl es (DHT), and
P2P Trackers.

2. The P2P dient queries the ALTO Server’s Ranking Servi ce,
i ncludi ng di scovered peers as the set of Destination Endpoints,
and indicates the "ordinal’ Cost Mdde. The response indicates
the ranki ng of the candi date peers.

3. The P2P dient connects to the peers in the order specified in
t he ranki ng.

10. Di scussions
10.1. Discovery

The di scovery nmechani sm by which an ALTO Cient |ocates an
appropriate ALTO Server is out of scope for this docunent. This
docunent assunes that an ALTO dient can di scover an appropriate ALTO
Server. Once it has done so, the ALTO Cient may use the Server List
query Section 7.8.1.1 to locate an ALTO Server with capabilities
necessary for its application.
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2. Hosts with Multiple Endpoint Addresses

In practical deployments, especially during the transition fromlPv4
to I Pv6, a particular host may be reachable using nultiple addresses.
Furthernore, the particular network path foll owed when sendi ng
packets to the host nmay differ based on the address that is used.

Net wor k providers may perfer one path over another (e.g., one path ny
have a NAT64 m ddl ebox). An additional consideration nmay be how to
handl e private address spaces (e.g., behind carrier-grade NATs).

To support such behavior, this docunent allows nultiple types of
endpoi nt addresses. |In supporting nultiple address types, the ALTO
Protocol also allows ALTO Service Provider the flexibility to

i ndi cate preferences for paths from an endpoi nt address of one type
to an endpoint address of a different type. Note that in general
the path through the network may di ffer dependent on the types of
addresses that are used (one such exanple is DS-Lite).

Note that there are limtations as to what information ALTO can
provide in this regard. |In particular, a particular ALTO Service
provider may not be able to determine if connectivity with a
particul ar endhost will succeed over |IPv4d or |IPv6, as this may depend
upon i nformati on unknown to the | SP such as particular application

i mpl emrent ati ons.

3. Net wor k Addr ess Transl ati on Consi derati ons

At this day and age of NAT vd<->v4, v4<->v6 [27], and possibly
v6<->v6[ 28], a protocol should strive to be NAT friendly and ni nim ze
carrying | P addresses in the payload, or provide a node of operation
where the source | P address provide the infornmation necessary to the
server.

The protocol specified in this docunent provides a node of operation
where the source network | ocation is conputed by the ALTO Server (via
t he Endpoint Property Lookup interface) fromthe source |P address
found in the ALTO Cient query packets. This is sinmlar to how sone
P2P Trackers (e.g., BitTorrent Trackers - see "Tracker HITP/ HTTPS
Protocol™ in [29]) operate.

The ALTO client SHOULD use the Session Traversal Utilities for NAT
(STUN) [13] to determine a public IP address to use as a source
Endpoi nt address. If using this nethod, the host MJST use the

"Bi ndi ng Request” nessage and the resulting "XOR- MAPPED- ADDRESS"
paraneter that is returned in the response. Using STUN requires
cooperation froma publicly accessible STUN server. Thus, the ALTO
client also requires configuration information that identifies the
STUN server, or a domain nane that can be used for STUN server
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di scovery. To be selected for this purpose, the STUN server needs to
provide the public reflexive transport address of the host.

4. Mapping I Ps to ASNs

It may be desired for the ALTO Protocol to provide ALTO i nformation
i ncluding ASNs. Thus, ALTO Cients may need to identify the ASN for
a Resource Provider to determine the cost to that Resource Provider.

Applications can already map IPs to ASNs using information froma BGP
Looking A ass. To do so, they nust download a file of about 1.5MB
when conpressed (as of October 2008, with all information not needed
for P to ASN mappi ng renoved) and periodically (perhaps nonthly)
refresh it.

Al ternatively, the Network Map query in the Map Filtering Service
defined in this docunent could be extended to map ASNs into a set of
| P prefixes. The mappings provided by the | SP woul d be both smaller
and nore authoritative.

For simplicity of inplenentation, it’s highly desirable that clients
only have to inplenent exactly one nechani sm of napping I Ps to ASNs.

5. Endpoint and Path Properties

An ALTO Server could nake avail able many properties about Endpoints
beyond their network | ocation or grouping. For exanple, connection
type, geographical |ocation, and others nay be useful to
applications. This specification focuses on network |ocation and
groupi ng, but the protocol nay be extended to handl e ot her Endpoi nt
properties.

6. REST-ful Protocol Structure

There is an ongoi ng di scussion as to whether the ALTO Protocol should
be restructured to be REST-ful. The discussion has been captured at
http://ww.ietf.org/mail-archive/web/alto/current/nmsg00792. html and

t he ensuing thread.

Three possible paths forward for the ALTO Protocol are:

1. Keep the ALTO Protocol as it is;

2. Restructure this docunent to allow a REST-ful protocol as an
ext ensi on, while keeping the protocol unchanged;

3. Restructure the protocol
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This should be resolved by the ALTO Wirki ng Group before the next
revision of this draft.

11. | ANA Consi derations

11.1. application/alto Media Type

Thi s docunment requests the registration of a new nedia type:
"application/alto":

Type nane: application
Subt ype name: alto
Required paraneters: n/a
Optional paraneters: n/a

Encodi ng consi derations: Encoding considerations are identical to
those specified for the "application/json media type. See [4].

Security considerations: Security considerations relating to the
generation and consunption of ALTO protocol nessages are di scussed
in Section 12.

Interoperability considerations: This docunent specifies format of
conform ng nessages and the interpretation thereof.

Publ i shed specification: This docunent.

Applications that use this nedia type: ALTO Servers and ALTO dients
ei ther standal one or enbedded within other applications.

Addi tional information:
Magi ¢ nunber(s): n/a

File extension(s): This docunent uses the minme type to refer to
protocol nessages and thus does not require a file extension

Maci ntosh file type code(s): n/a

Person & emnil address to contact for further information: See
"Aut hors’ Addresses" section.
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I nt ended usage: COMVON

Restrictions on usage: n/a

Aut hor: See "Authors’ Addresses" section

Change controller: See "Authors’ Addresses" section
2. ALTO Cost Type Registry

Thi s docunent requests the creation of an ALTO Cost Type registry to
be maintai ned by | ANA

This registry serves two purposes. First, it ensures uniqueness of
identifiers referring to ALTO Cost Types. Second, it provides
references to particular semantics of allocated Cost Types to be
appl i ed by both ALTO Servers and applications utilizing ALTO dients.

New ALTO Cost Types are assigned after Expert Review [10]. The
Expert Reviewer will generally consult the ALTO Working Group or its
successor. Expert Review is used to ensure that proper docunentation
regardi ng ALTO Cost Type semantics and security considerations has
been provided. The provided docunentation should be detail ed enough
to provide guidance to both ALTO Service Providers and applications
utilizing ALTO dients as to how values of the registered ALTO Cost
Type should be interpreted. Updates and del etions of ALTO Cost Types
foll ow the sanme procedure.

Regi stered ALTO Cost Type identifiers MJST conformto the syntatical
requi renents specified in Section 7.7.4. ldentifiers are to be
recorded and di spl ayed as ASCI| strings.

Identifiers prefixed with "priv:’ are reserved for Private Use.
Identifiers prefixed with "exp:’ are reserved for Experinental use.

Requests to add a new value to the registry MJIST include the
follow ng information:

o ldentifier: The name of the desired ALTO Cost Type.

0 Intended Semantics: ALTO Costs carry with them semantics to guide
their usage by ALTO Clients. For exanple, if a value refers to a
nmeasur enent, the measurenent units nust be docunented. For proper
i mpl ement ati on of the ordinal Cost Mdde (e.g., by a third-party
service), it should be docunented whet her higher or |ower val ues
of the cost are nore preferred.
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0 Security Considerations: ALTO Costs expose information to ALTO
Clients. As such, proper usage of a particular Cost Type may
require certain information to be exposed by an ALTO Service
Provider. Since network information is frequently regarded as
proprietary or confidential, ALTO Service Providers should be nade
aware of the security ramfications related to usage of a Cost

Type.

This specification requests registration of the identifier
"routingcost’. Semantics for the this Cost Type are docunented in
Section 5.1.1.1, and security considerations are docunented in
Section 12.1.

Security Considerations
1. Privacy Considerations for |SPs

| SPs nmust be cogni zant of the network topol ogy and provisioning

i nformati on provided through ALTO Interfaces. |SPs should eval uate
how nmuch information is reveal ed and the associated risks. On the
one hand, providing overly fine-grained information may nake it
easier for attackers to infer network topology. |In particular
attackers may try to infer details regarding | SPs’ operationa
policies or inter-ISP business relationships by intentionally posting
a multitude of selective queries to an ALTO server and anal yzing the
responses. Such sophisticated attacks may reveal nore information
than an | SP hosting an ALTO server intends to disclose. On the other
hand, revealing overly coarse-grained informati on may not provide
benefits to network efficiency or performance i nprovenents to ALTO
Clients.

2. ALTO dients

Applications using the information nust be cognizant of the
possibility that the information is nmalformed or incorrect. Even if
an ALTO Server has been properly authenticated by the ALTO dient,
the informati on provided may be nmalicious because the ALTO Server and
its credentials have been conprom sed (e.g., through malware). O her
considerations (e.g., relating to application perfornmance) can be
found in Section 6 of [22].

ALTO dients should al so be cognizant of revealing Network Location
Identifiers (I P addresses or fine-grained PIDs) to the ALTO Server,
as doing so may allow the ALTO Server to infer conmunication
patterns. One possibility is for the ALTOC ient to only rely on
Network Map for PIDs and Cost Map anongst PIDs to avoid passing IP
addresses of their peers to the ALTO Server
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In addition, ALTO clients should be cautious not to unintentionally
or indirectly disclose the resource identifier (of which they try to
i nprove the retrieval through ALTO gui dance), e.g., the nane/
identifier of a certain video streamin P2P live streaming, to the
ALTO server. Note that the ALTO Protocol specified in this docunent
does not explicitly reveal any resource identifier to the ALTO
Server. However, for instance, depending on the popularity or other
specifics (such as | anguage) of the resource, an ALTO server could
potentially deduce information about the desired resource from

i nformati on such as the Network Locations the client sends as part of
its request to the server.

3. Authentication, Integrity Protection, and Encryption

SSL/ TLS can provide encryption of transmtted nessages as well as
aut hentication of the ALTO Cient and Server. HITP Basic or Digest
aut hentication can provide authentication of the client (conbined
with SSL/TLS, it can additionally provide encryption and

aut henti cation of the server).

An ALTO Server may optionally use authentication (and potentially
encryption) to protect ALTO information it provides. This can be
achieved by digitally signing a hash of the ALTO information itself
and attaching the signature to the ALTO i nformation. There may be
speci al use cases where encryption of ALTO information is desirable.
In many cases, however, information sent out by an ALTO Server may be
regarded as non-confidential information

| SPs shoul d be cogni zant that encryption only protects ALTO
information until it is decrypted by the intended ALTO Cient.
Digital Rights Managenent (DRM techniques and | egal agreenments
protecting ALTO i nformation are outside of the scope of this
docunent .

4., ALTO Information Redistribution

It is possible for applications to redistribute ALTO i nformation to
i mprove scalability. Even with such a distribution schene, ALTO
Clients obtaining ALTO i nformati on nmust be able to validate the
received ALTO information to ensure that it was generated by an
appropriate ALTO Server. Further, to prevent the ALTO Server from
being a target of attack, the verification scheme nmust not require
ALTO Cients to contact the ALTO Server to validate every set of
informati on. Contacting an ALTO server for information validation
woul d al so underm ne the intended effect of redistribution and is

t heref ore not desirable.

Note that the redistribution schenme nust additionally handle details
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such as ensuring ALTO Cients retrieve ALTO information fromthe
correct ALTO Server. See [25] for further discussion. Details of a
particul ar redistribution scheme are outside the scope of this
docunent .

To fulfill these requirements, ALTO Information nmeant to be

redi stributable contains a digital signature which includes a hash of
the ALTO i nformati on signed by the ALTO Server with its private key.
The corresponding public key is included in the Server Capability
response Section 7.8.1.2, along with the certificate chain to a Root
Certificate generated by the ALTO Service Provider. To prevent nan-
in-the-mddl e attacks, an ALTO Client SHOULD performthe Server
Capability Query over SSL/TLS and verify the server identity
according to [6].

The signature verification algorithmis detailed in Section 8.1.3.3.
5. Denial of Service

I SPs shoul d be cogni zant of the workload at the ALTO Server generated
by certain ALTO Queries, such as certain queries to the Map Filtering
Service and Ranking Service. |In particular, queries which can be
generated with I ow effort but result in expensive workloads at the
ALTO Server could be exploited for Denial-of-Service attacks. For

i nstance, a sinple ALTO query with n Source Network Locations and m
Destination Network Locations can be generated fairly easily but
results in the conputation of n*m Path Costs between pairs by the
ALTO Server (see Section 5.2). One way to linit Denial-of-Service
attacks is to enploy access control to the ALTO server. Anot her
possi bl e mechani smfor an ALTO Server to protect itself against a

mul titude of conputationally expensive bogus requests is to denmand
that each ALTO Client to solve a conputational puzzle first before

al | ocating resources for answering a request (see, e.g., [30]). The
current specification does not use such conputational puzzles, and

di scussi on regarding tradeoffs of such an approach woul d be needed
bef ore including such a technique in the ALTO Prot ocol

I SPs should al so | everage the fact that the the Map Service all ows
ALTO Servers to pre-generate maps that can be useful to many ALTO
Cients.

6. ALTO Server Access Contro

In order to limt access to an ALTO server (e.g., for an ISP to only
allowits users to access its ALTO server, or to prevent Denial -of -
Service attacks by arbitrary hosts fromthe Internet), an ALTO server
may enpl oy access control policies. Depending on the use-case and
scenario, an ALTO server nay restrict access to its services nore
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strictly or rather openly (see [31] for a nore detailed discussion on
this issue).
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