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Abst ract

Thi s docunment describes the term nology for benchmarking link-state
Interior Gateway Protocol (1GP) route convergence. The term nology
is to be used for benchmarking | GP convergence tine through
external |y observabl e (black box) data plane neasurenents. The
term nol ogy can be applied to any link-state I GP, such as
Internediate Systemto Internmediate System (I1S-1S) and Open Short est
Path First (OSPF).

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on August 13, 2011
Copyright Notice

Copyright (c) 2011 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents

Por et sky, et al. Expi res August 13, 2011 [ Page 1]



Internet-Draft | GP Convergence Benchmark Term nol ogy February 2011

carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD Li cense.

This docunment may contain material from | ETF Docunents or | ETF
Contri butions published or made publicly avail abl e before Novenber
10, 2008. The person(s) controlling the copyright in some of this
material may not have granted the IETF Trust the right to all ow

nodi fications of such material outside the | ETF Standards Process.
Wt hout obtaining an adequate |icense fromthe person(s) controlling
the copyright in such materials, this document nmay not be nodified
outside the | ETF Standards Process, and derivative works of it may
not be created outside the | ETF Standards Process, except to format
it for publication as an RFC or to translate it into | anguages other
than Engli sh.
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1. Introduction and Scope

This docunment is a conpanion to [Polln] which the nethodol ogy to be
used for benchmarking link-state Interior Gateway Protocol (I1GP)
Conver gence by observing the data plane. The purpose of this
docunent is to introduce new terns required to conpl ete execution of
the Link-State | GP Data Pl ane Route Convergence nethodol ogy [Polln].

| GP convergence tine is nmeasured by observing the datapl ane through
the Device Under Test (DUT) at the Tester. The nethodol ogy and
term nol ogy to be used for benchnmarking | GP Convergence can be
applied to IPv4 and I Pv6 traffic and link-state | GPs such as
Internediate Systemto Internmediate System (1S-1S) [Ca90][ Ho08], Open
Shortest Path First (OSPF) [ M98][Co08], and others.

2. Existing Definitions

Thi s docunment uses existing term nol ogy defined in other |ETF
docunents. Exanples include, but are not limted to:

Thr oughput [Ref.[Br91], section 3.17]
O fered Load [ Ref.[Ma98], section 3.5.2]
Forwar di ng Rate [ Ref . [ MR98], section 3.6.1]
Devi ce Under Test (DUT) [ Ref . [ Mn98], section 3.1.1]
System Under Test (SUT) [ Ref.[Ma98], section 3.1.2]
CQut - of - Order Packet [ Ref.[ Po06], section 3.3.4]
Dupl i cat e Packet [ Ref . [ Po06], section 3.3.5]
Stream [ Ref. [ Po06], section 3.3.2]
Forwar di ng Del ay [ Ref . [ P006], section 3.2.4]
| P Packet Delay Variation (IPDV) [Ref.[De02], section 1.2]
Loss Period [ Ref.[ Ko02], section 4]
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119
[Br97]. RFC 2119 defines the use of these key words to help make the
intent of standards track documents as clear as possible. While this
docunent uses these keywords, this docunment is not a standards track
docunent .

3. TermDefinitions

3.1. Convergence Types
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3.1.1. Route Convergence
Definition:

The process of updating all conponents of the router, including the
Routing Information Base (RIB) and Forwarding I nformati on Base (FIB)
along with software and hardware tables, with the npst recent route
change(s) such that forwarding for a route entry is successful on the
Next - Best Egress Interface [Section 3.4.4].

Di scussi on
In general | GP convergence does not necessarily result in a change in
forwarding. But the test cases in [Polln] are specified such that
the 1 GP convergence results in a change of egress interface for the
measur enent dataplane traffic. Due to this property of the test case
speci fications, Route Convergence can be observed externally by the
rerouting of the measurenent dataplane traffic to the Next-best
Egress Interface [Section 3.4.4].
Measurenment Units: NA
See Al so:
Next - Best Egress Interface, Full Convergence

3.1.2. Full Convergence
Definition:
Rout e Convergence for all routes in the Forwarding Informati on Base
(FI B)
Di scussi on

In general | GP convergence does not necessarily result in a change in
forwarding. But the test cases in [Polln] are specified such that
the 1 GP convergence results in a change of egress interface for the
measur enent datapl ane traffic. Due to this property of the test
cases specifications, Full Convergence can be observed externally by
the rerouting of the neasurenent dataplane traffic to the Next-best
Egress Interface [Section 3.4.4].

Measurenent Units: N A
See Al so:

Next - Best Egress Interface, Route Convergence
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3. 2. I nstants
3.2.1. Traffic Start I|nstant
Definition:

The tine instant the Tester sends out the first data packet to the
Devi ce Under Test (DUT).

Di scussi on

If using the Loss-Derived Method [Section 3.5.2] or the Route-

Speci fic Loss-Derived Method [Section 3.5.3] to benchmark | GP
convergence tine, and the applied Convergence Event [Section 3.7.1]
does not cause instantaneous traffic loss for all routes at the
Convergence Event Instant [Section 3.2.2] then the Tester SHOULD
collect a tinestanp on the Traffic Start Instant in order to neasure
the period of time between the Traffic Start Instant and Convergence
Event Instant.

Measurenent Units:

seconds (and fractions), reported with resolution sufficient to
di stinguish between different instants

See Al so:

Loss-Derived Method, Route-Specific Loss-Derived Method, Convergence
Event, Convergence Event Instant

3.2.2. Convergence Event |nstant
Definition:
The tine instant that a Convergence Event [Section 3.7.1] occurs.
Di scussi on
If the Convergence Event [Section 3.7.1] causes instantaneous traffic
| oss on the Preferred Egress Interface [Section 3.4.3], the
Convergence Event Instant is observable fromthe data plane as the
instant that no nore packets are received on the Preferred Egress
Interface.
The Tester SHOULD collect a timestanp on the Convergence Event

Instant if it the Convergence Event does not cause instantaneous
traffic loss on the Preferred Egress Interface [Section 3.4.3].
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3.

2

Measurenment Units:

seconds (and fractions), reported with resolution sufficient to
di stingui sh between different instants

See Al so:

Convergence Event, Preferred Egress Interface

3. Convergence Recovery I|nstant

Definition:

The tinme instant that Full Convergence [Section 3.1.2] has conpl eted.
Di scussi on:

The Full Convergence conpleted state MJUST be naintained for an
interval of duration equal to the Sustained Convergence Validation
Time [Section 3.7.5] in order to validate the Convergence Recovery

I nstant.

The Convergence Recovery Instant is observable fromthe data plane as
the instant the Device Under Test (DUT) forwards traffic to all
destinations over the Next-Best Egress Interface [Section 3.4.4]

wi t hout i npairnents.

Measurenment Units:

seconds (and fractions), reported with resolution sufficient to
di stinguish between different instants

See Al so:

Sust ai ned Convergence Validation Tine, Full Convergence, Next-Best
Egress Interface

3.2.4. First Route Convergence | nstant

Definition:

The tine instant the first route entry conpl etes Route Convergence
[Section 3.1.1]

Di scussi on:

Any route may be the first to conplete Route Convergence. The First
Rout e Convergence Instant is observable fromthe data plane as the
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instant that the first packet that is not an |npaired Packet

[Section 3.8.1] is received fromthe Next-Best Egress Interface
[Section 3.4.4] or, for the test cases with Equal Cost Milti-Path
(ECVMP) or Parallel Links, the instant that the Forwarding Rate on the
Next - Best Egress Interface [Section 3.4.4] starts to increase.
Measurement Units:

seconds (and fractions), reported with resolution sufficient to
di stingui sh between different instants

See Al so:
Rout e Convergence, |npaired Packet, Next-Best Egress Interface
3.3. Transitions
3.3.1. Convergence Event Transition
Defini tion:
Atime interval followi ng a Convergence Event [Section 3.7.1] in
whi ch Forwardi ng Rate on the Preferred Egress Interface

[Section 3.4.3] gradually reduces to zero.

Di scussi on

The Forwarding Rate during a Convergence Event Transition may or nay
not decrease linearly.

The Forwardi ng Rate observed on the Device Under Test (DUT) egress
interface(s) may or nmay not decrease to zero

The O fered Load, the nunber of routes, and the Packet Sanpling
Interval [Section 3.7.4] influence the observations of the
Convergence Event Transition using the Rate-Derived Method
[Section 3.5.1].

Measurenment Units: seconds (and fractions)

See Al so:

Convergence Event, Preferred Egress Interface, Packet Sanpling
Interva, Rate-Derived Method
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3.3.2. Convergence Recovery Transition
Definition:
Atime interval following the First Route Convergence |nstant
[Section 3.4.4] in which Forwarding Rate on the Device Under Test
(DUT) egress interface(s) gradually increases to equal the Ofered
Load.
Di scussi on:

The Forwardi ng Rate observed during a Convergence Recovery Transition
may or nmay not increase linearly.

The O fered Load, the nunber of routes, and the Packet Sanpling
Interval [Section 3.7.4] influence the observations of the
Conver gence Recovery Transition using the Rate-Derived Method
[Section 3.5.1].

Measurenment Units: seconds (and fractions)

See Al so:

First Route Convergence Instant, Packet Sanpling Interva, Rate-
Derived Method

3.4. Interfaces

3.4.1. Local Interface
Defini tion:
An interface on the Device Under Test (DUT).
Di scussi on:

A failure of a Local Interface indicates that the failure occurred
directly on the Device Under Test (DUT).

Measurement Units: N A
See Also: Renote Interface

3.4.2. Renpte Interface
Definition:

An interface on a neighboring router that is not directly connected
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to any interface on the Device Under Test (DUT).
Di scussi on:
A failure of a Renpote Interface indicates that the failure occurred
on a nei ghbor router’s interface that is not directly connected to
t he Devi ce Under Test (DUT).
Measurenment Units: NA
See Al so: Local Interface
3.4.3. Preferred Egress Interface
Defini tion:

The out bound interface fromthe Device Under Test (DUT) for traffic
routed to the preferred next-hop.

Di scussi on:

The Preferred Egress Interface is the egress interface prior to a
Convergence Event [Section 3.7.1].

Measurenment Units: NA
See Al so: Convergence Event, Next-Best Egress Interface

3.4.4. Next-Best Egress Interface
Definition:
The out bound interface or set of outbound interfaces in an Equal Cost
Multipath (ECMP) set or parallel link set of the Device Under Test
(DUT) for traffic routed to the second-best next-hop.

Di scussi on:

The Next-Best Egress Interface becomes the egress interface after a
Convergence Event [Section 3.4.4].

For the test cases in [Pollnj using test topologies with an ECVWP set
or parallel link set, the termPreferred Egress Interface refers to
all nmenbers of the link set.

Measurenment Units: N A

See Al so: Convergence Event, Preferred Egress Interface
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3.5. Benchnmarki ng Met hods
3.5.1. Rate-Derived Mthod
Definition:

The method to cal cul ate convergence time benchmarks from observing
Forwar di ng Rate each Packet Sanpling Interval [Section 3.7.4].

Di scussi on:

Figure 1 shows an exanple of the Forwarding Rate change in tine
during convergence as observed when using the Rate-Derived Mt hod.

n Traffic Conver gence
Fwd | Start Recovery
Rate | I nst ant I nst ant
| Ofered ~ A
| Load --> ---------- \ I
| \ / <--- Convergence
| \ Packet / Recovery
[ Conver gence --->\ Loss / Transition
| Event \ /
| Transition L /| <-- Max Packet Loss
S .
n n time
Conver gence First Route
Event | nstant Conver gence | nstant

Figure 1: Rate-Derived Convergence Graph

To enable collecting statistics of Qut-of-Order Packets per flow (See
[ ThOO], Section 3) the Ofered Load SHOULD consist of multiple
Streans [Po06] and each Stream SHOULD consist of a single flow. If
sending multiple Streans, the neasured traffic statistics for all
Streans MJST be added toget her.

The destination addresses for the Ofered Load MJUST be distributed
such that all routes or a statistically representative subset of all
routes are matched and each of these routes is offered an equal share
of the Ofered Load. It is RECOWENDED to send traffic to all

routes, but a statistically representative subset of all routes can
be used if required.

At | east one packet per route for all routes matched in the Offered
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Load MUST be offered to the DUT wi thin each Packet Sanpling Interval
For maxi mum accuracy the value for the Packet Sanpling Interva
SHOULD be as small as possible, but the presence of |P Packet Del ay
Variation (I PDV) [De02] nmay enforce using a | arger Packet Sanpling

I nterval .

The Offered Load, |PDV, the nunber of routes, and the Packet Sanpling
Interval influence the observations for the Rate-Derived Method. It
may be difficult to identify the different convergence tine instants
in the Rate-Derived Convergence Graph. For exanple, it is possible
that a Convergence Event causes the Forwarding Rate to drop to zero,
while this nmay not be observed in the Forwardi ng Rate neasurenents if
the Packet Sanpling Interval is too |arge.

| PDV causes fluctuations in the nunber of received packets during
each Packet Sanpling Interval. To account for the presence of |PDV
in determining if a convergence instant has been reached, Forwarding
Del ay SHOULD be observed during each Packet Sanpling Interval. The
m ni mum and maxi mum nunber of packets expected in a Packet Sanpling
Interval in presence of |IPDV can be cal culated with Equation 1.

nunber of packets expected in a Packet Sanpling Interva
in presence of |IP Packet Delay Variation
= expected nunber of packets without |P Packet Delay Variation
+/-( (maxDel ay - ninDelay) * Offered Load)
with mnDel ay and maxDel ay the m ni mum resp. maxi mum Forwar di ng Del ay
of packets received during the Packet Sanpling Interva

Equation 1

To determine if a convergence instant has been reached the nunber of
packets received in a Packet Sanmpling Interval is conmpared with the
range of expected nunber of packets cal culated in Equation 1.

I f packets are going over nultiple ECVW nenbers and one or nore of
the menbers has failed then the nunber of received packets during
each Packet Sanpling Interval may vary, even excluding presence of
| PDV. To prevent fluctuation of the nunber of received packets
during each Packet Sanpling Interval for this reason, the Packet
Sanpling Interval duration SHOULD be a whole nultiple of the tine
bet ween two consecutive packets sent to the sane destination

Metrics neasured at the Packet Sanpling Interval MJIST include
Forwar di ng Rate and | npaired Packet count.

To neasure convergence tinme benchnmarks for Convergence Events

[Section 3.7.1] that do not cause instantaneous traffic loss for al
routes at the Convergence Event |Instant, the Tester SHOULD collect a
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ti mestanp of the Convergence Event Instant [Section 3.2.2] and the
Tester SHOULD observe Forwardi ng Rate separately on the Next-Best
Egress Interface.

Since the Rate-Derived Method does not distinguish between individual
traffic destinations, it SHOULD NOT be used for any route specific
measurenents. Therefor Rate-Derived Method SHOULD NOT be used to
benchmark Route Loss of Connectivity Period [Section 3.6.5].

Measurenment Units: N A
See Al so:

Packet Sanpling Interval, Convergence Event, Convergence Event
I nstant, Next-Best Egress Interface, Route Loss of Connectivity
Peri od

3.5.2. Loss-Derived Mthod
Definition:

The nmethod to cal cul ate the Loss-Derived Convergence Tine
[Section 3.6.4] and Loss-Derived Loss of Connectivity Period

[ Section 3.6.6] benchmarks fromthe anmount of I|npaired Packets
[Section 3.8.1].

Di scussi on:

To enable collecting statistics of Qut-of-Order Packets per flow (See
[ ThOO], Section 3) the Ofered Load SHOULD consist of multiple
Streans [Po06] and each Stream SHOULD consist of a single flow. If
sending multiple Streans, the neasured traffic statistics for all
Streans MJST be added toget her.

The destination addresses for the Ofered Load MJUST be distributed
such that all routes or a statistically representative subset of all
routes are matched and each of these routes is offered an equal share
of the Ofered Load. It is RECOWENDED to send traffic to all

routes, but a statistically representative subset of all routes can
be used if required.

Loss-Derived Met hod SHOULD al ways be conbined with Rate-Derived
Method in order to observe Full Convergence conpletion. The total
anount of Convergence Packet Loss is collected after Full Convergence
conmpl eti on.

To neasure convergence tinme and | oss of connectivity benchnmarks for
Convergence Events that cause instantaneous traffic |oss for all
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routes at the Convergence Event Instant, the Tester SHOULD observe
| mpai red Packet count on all DUT egress interfaces (see Connectivity
Packet Loss [Section 3.7.3]).

To neasure convergence tinme benchmarks for Convergence Events that do
not cause instantaneous traffic loss for all routes at the
Convergence Event Instant, the Tester SHOULD collect tinestanps of
the Start Traffic Instant and of the Convergence Event Instant, and
the Tester SHOULD observe I npaired Packet count separately on the
Next - Best Egress Interface (See Convergence Packet Loss

[Section 3.7.2]).

Si nce Loss-Derived Method does not distinguish between traffic
destinations and the Inpaired Packet statistics are only collected
after Full Convergence conpletion, this nethod can only be used to
measur e average val ues over all routes. For these reasons Loss-
Derived Method can only be used to benchmark Loss-Derived Convergence
Time [Section 3.6.4] and Loss-Derived Loss of Connectivity Period

[ Section 3.6.6].

Note that the Loss-Derived Method neasures an average over al

routes, including the routes that may not be inpacted by the

Conver gence Event, such as routes via non-inpacted nenbers of ECMP or
paral l el 1inks.

Measurenent Units: N A
See Al so:

Loss-Derived Convergence Time, Loss-Derived Loss of Connectivity
Period, Connectivity Packet Loss, Convergence Packet Loss

3.5.3. Route-Specific Loss-Derived Method
Definition:

The method to cal cul ate the Route-Specific Convergence Tine
[ Section 3.6.3] benchmark fromthe anpunt of |npaired Packets
[ Section 3.8.1] during convergence for a specific route entry.

Di scussi on

To benchmark Route-Specific Convergence Tine, the Tester provides an
O fered Load that consists of nultiple Streams [Po06]. Each Stream
has a single destination address matching a different route entry,
for all routes or a statistically representative subset of al

routes. Each Stream SHOULD consist of a single flow (See [ Th0O],
Section 3). Convergence Packet Loss is neasured for each Stream
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separately.

Rout e- Speci fic Loss-Derived Method SHOULD al ways be conbined with
Rat e- Derived Method in order to observe Full Convergence conpl etion
The total anpbunt of Convergence Packet Loss [Section 3.7.2] for each
Streamis collected after Full Convergence conpletion

Rout e- Speci fic Loss-Derived Method is the RECOMVENDED et hod to
measur e convergence time benchmarks.

To neasure convergence tinme and | oss of connectivity benchnmarks for
Convergence Events that cause instantaneous traffic loss for al
routes at the Convergence Event Instant, the Tester SHOULD observe

| mpai red Packet count on all DUT egress interfaces (see Connectivity
Packet Loss [Section 3.7.3]).

To neasure convergence tinme benchmarks for Convergence Events that do
not cause instantaneous traffic loss for all routes at the
Convergence Event Instant, the Tester SHOULD collect tinestanps of
the Start Traffic Instant and of the Convergence Event Instant, and
the Tester SHOULD observe packet |oss separately on the Next-Best
Egress Interface (See Convergence Packet Loss [Section 3.7.2]).

Si nce Route-Specific Loss-Derived Method uses traffic streans to

i ndividual routes, it observes Inpaired Packet count as it would be
experienced by a network user. For this reason Route-Specific Loss-
Derived Method is RECOMVENDED to nmeasure Route-Specific Convergence
Ti me benchmar ks and Route Loss of Connectivity Period benchmarks.
Measurement Units: NA

See Al so:

Rout e- Speci fic Convergence Tine, Route Loss of Connectivity Period,
Connectivity Packet Loss, Convergence Packet Loss

3.6. Benchmarks

3.6.1. Full Convergence Tine
Definition:
The time duration of the period between the Convergence Event |nstant
and the Convergence Recovery |Instant as observed using the Rate-

Deri ved Met hod.

Di scussi on
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Using the Rate-Derived Method, Full Convergence Tinme can be
calculated as the time difference between the Convergence Event
Instant and the Convergence Recovery Instant, as shown in Equation 2.

Ful | Convergence Tinme =
Convergence Recovery Instant - Convergence Event |nstant

Equation 2

The Convergence Event Instant can be derived fromthe Forwarding Rate
observation or froma tinestanp collected by the Tester.

For the test cases described in [Polln], it is expected that Full
Convergence Time equal s the maxi mum Rout e- Speci fi ¢ Convergence Ti nme
when benchmarking all routes in FIB using the Route-Specific Loss-
Derived Met hod.

It is not possible to neasure Full Convergence Tine using the Loss-
Derived Met hod.

Measurenment Units: seconds (and fractions)
See Al so:

Full Convergence, Rate-Derived Method, Route-Specific Loss-Derived
Met hod, Convergence Event Instant, Convergence Recovery |nstant

3.6.2. First Route Convergence Tine
Definition:
The duration of the period between the Convergence Event |nstant and
the First Route Convergence |Instant as observed using the Rate-
Derived Met hod.
Di scussi on:
Using the Rate-Derived Method, First Route Convergence Tine can be
calculated as the time difference between the Convergence Event
Instant and the First Route Convergence Instant, as shown with
Equation 3.

First Route Convergence Tine =
First Route Convergence Instant - Convergence Event I|nstant

Equation 3

The Convergence Event Instant can be derived fromthe Forwarding Rate
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observation or froma tinmestanp collected by the Tester

For the test cases described in [Polln], it is expected that First
Rout e Convergence Tinme equal s the ni ni mrum Rout e- Speci fi c Convergence
Ti me when benchrarking all routes in FIB using the Route-Specific
Loss- Deri ved Met hod.

It is not possible to nmeasure First Route Convergence Tinme using the
Loss- Deri ved Met hod.

Measurenment Units: seconds (and fractions)
See Al so:

Rat e- Deri ved Met hod, Route-Specific Loss-Derived Method, Convergence
Event Instant, First Route Convergence |nstant

3.6.3. Route-Specific Convergence Tine
Definition:

The amount of tine it takes for Route Convergence to be conpleted for
a specific route, as calculated fromthe amount of |npaired Packets
[ Section 3.8.1] during convergence for a single route entry.

Di scussi on

Rout e- Speci fic Convergence Tine can only be neasured using the Route-
Speci fic Loss-Derived Mt hod.

If the applied Convergence Event causes instantaneous traffic |oss
for all routes at the Convergence Event Instant, Connectivity Packet
Loss should be observed. Connectivity Packet Loss is the conbi ned

| npai red Packet count observed on Preferred Egress Interface and
Next - Best Egress Interface. Wen benchmarki ng Route-Specific
Convergence Tinme, Connectivity Packet Loss is neasured and Equation 4
is applied for each measured route. The calculation is equal to
Equation 8 in Section 3.6.5.

Rout e- Speci fic Convergence Tine =
Connectivity Packet Loss for specific route/ Ofered Load per route

Equation 4
If the applied Convergence Event does not cause instantaneous traffic
loss for all routes at the Convergence Event Instant, then the Tester

SHOULD col | ect tinestanps of the Traffic Start Instant and of the
Convergence Event Instant, and the Tester SHOULD observe Convergence
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Packet Loss separately on the Next-Best Egress Interface. Wen
benchmar ki ng Rout e- Speci fi ¢ Convergence Time, Convergence Packet Loss
is measured and Equation 5 is applied for each nmeasured route.

Rout e- Speci fic Convergence Tine =
Conver gence Packet Loss for specific route/Offered Load per route
- (Convergence Event Instant - Traffic Start Instant)

Equation 5

The Rout e- Specific Convergence Tinme benchnmar ks enabl e nmi ni num

maxi nrum average, and nmedi an convergence tine neasurenents to be
reported by conparing the results for the different route entries.

It al so enabl es benchmarki ng of convergence tinme when configuring a
priority value for route entry(ies). Since nultiple Route-Specific
Convergence Tinmes can be neasured it is possible to have an array of
results. The format for reporting Route-Specific Convergence Tine is
provided in [Pollnj.

Measurenment Units: seconds (and fractions)
See Al so:

Rout e- Specific Loss-Derived Method, Convergence Event, Convergence
Event Instant, Convergence Packet Loss, Connectivity Packet Loss,
Rout e Conver gence

3.6.4. Loss-Derived Convergence Tine
Definition:

The average Route Convergence tine for all routes in the Forwarding
Informati on Base (FIB), as calculated fromthe anount of I|npaired
Packets [Section 3.8.1] during convergence.

Di scussi on

Loss-Derived Convergence Tinme is nmeasured using the Loss-Derived
Met hod.

If the applied Convergence Event causes instantaneous traffic |oss
for all routes at the Convergence Event Instant, Connectivity Packet
Loss [Section 3.7.3] should be observed. Connectivity Packet Loss is
t he conbi ned | npai red Packet count observed on Preferred Egress
Interface and Next-Best Egress Interface. Wen benchmarking Loss-
Derived Convergence Tine, Connectivity Packet Loss is neasured and
Equation 6 is applied.
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Loss-Derived Convergence Time =
Connectivity Packet Loss/Ofered Load

Equation 6

If the applied Convergence Event does not cause instantaneous traffic
loss for all routes at the Convergence Event Instant, then the Tester
SHOULD col l ect tinestanps of the Start Traffic Instant and of the
Convergence Event Instant and the Tester SHOULD observe Convergence
Packet Loss [Section 3.7.2] separately on the Next-Best Egress
Interface. Wien benchnarking Loss-Derived Convergence Tine,
Convergence Packet Loss is neasured and Equation 7 is applied.

Loss-Derived Convergence Time =
Conver gence Packet Loss/ O fered Load
- (Convergence Event Instant - Traffic Start Instant)

Equation 7
Measurenment Units: seconds (and fractions)
See Al so:

Conver gence Packet Loss, Connectivity Packet Loss, Route Convergence,
Loss-Derived Met hod

3.6.5. Route Loss of Connectivity Period
Definition:

The tinme duration of packet inpairnents for a specific route entry
foll owi ng a Convergence Event until Full Convergence conpletion, as
observed using the Route-Specific Loss-Derived Method.

Di scussi on

In general the Route Loss of Connectivity Period is not equal to the
Rout e- Speci fic Convergence Tinme. |If the DUT continues to forward
traffic to the Preferred Egress Interface after the Convergence Event
is applied then the Route Loss of Connectivity Period will be snaller
than the Route-Specific Convergence Tinme. This is also specifically
the case after reversing a failure event.

The Route Loss of Connectivity Period may be equal to the Route-
Speci fic Convergence Tine if, as a characteristic of the Convergence
Event, traffic for all routes starts dropping instantaneously on the
Convergence Event Instant. See discussion in [Pollni.
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For the test cases described in [Polln] the Route Loss of
Connectivity Period is expected to be a single Loss Period [Ko02].
When benchmar ki ng Route Loss of Connectivity Period, Connectivity
Packet Loss is neasured for each route and Equation 8 is applied for
each measured route entry. The calculation is equal to Equation 4 in
Section 3.6. 3.

Rout e Loss of Connectivity Period =
Connectivity Packet Loss for specific route/ Ofered Load per route

Equation 8

Rout e Loss of Connectivity Period SHOULD be neasured using Route-
Speci fic Loss-Derived Method.

Measurenment Units: seconds (and fractions)
See Al so:

Rout e- Speci fi c Convergence Ti ne, Route-Specific Loss-Derived Mt hod,
Connectivity Packet Loss

3.6.6. Loss-Derived Loss of Connectivity Period
Definition:
The average tinme duration of packet inpairnents for all routes
foll owi ng a Convergence Event until Full Convergence conpletion, as
observed using the Loss-Derived Mt hod.
Di scussi on
In general the Loss-Derived Loss of Connectivity Period is not equa
to the Loss-Derived Convergence Tine. |f the DUT continues to

forward traffic to the Preferred Egress Interface after the
Convergence Event is applied then the Loss-Derived Loss of

Connectivity Period will be smaller than the Loss-Derived Convergence
Time. This is also specifically the case after reversing a failure
event.

The Loss-Derived Loss of Connectivity Period nay be equal to the
Loss-Derived Convergence Tinme if, as a characteristic of the
Convergence Event, traffic for all routes starts dropping

i nst ant aneously on the Convergence Event Instant. See discussion in
[ Pol11m .

For the test cases described in [Polln] each route’'s Route Loss of
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Connectivity Period is expected to be a single Loss Period [Ko02].
When benchmar ki ng Loss-Derived Loss of Connectivity Period,
Connectivity Packet Loss is neasured for all routes and Equation 9 is
applied. The calculation is equal to Equation 6 in Section 3.6. 4.

Loss-Derived Loss of Connectivity Period =
Connectivity Packet Loss for all routes/Ofered Load

Equation 9

Loss-Derived Loss of Connectivity Period SHOULD be neasured using
Loss- Deri ved Met hod.

Measurenment Units: seconds (and fractions)
See Al so:

Loss-Derived Convergence Tinme, Loss-Derived Method, Connectivity
Packet Loss

3.7. Measurenent Terns

3.7.1. Convergence Event
Definition:
The occurrence of an event in the network that will result in a
change in the egress interface of the Device Under Test (DUT) for
rout ed packets.
Di scussi on
Al test cases in [Pollnm are defined such that a Convergence Event
results in a change of egress interface of the DUT. Local or renote
triggers that cause a route cal culation which does not result in a
change in forwarding are not considered.
Measurenment Units: NA
See Al so: Convergence Event |nstant

3.7.2. Convergence Packet Loss
Definition:

The nunber of Inpaired Packets [Section 3.8.1] as observed on the
Next - Best Egress Interface of the DUT during convergence.
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Di scussi on:
An | npaired Packet is considered as a | ost packet.
Measurenent Units: nunber of packets
See Al so:
Connectivity Packet Loss
3.7.3. Connectivity Packet Loss
Defini tion:

The nunber of Inpaired Packets observed on all DUT egress interfaces
during convergence.

Di scussi on:
An | npaired Packet is considered as a | ost packet. Connectivity
Packet Loss is equal to Convergence Packet Loss if the Convergence
Event causes instantaneous traffic loss for all egress interfaces of
the DUT except for the Next-Best Egress Interface.
Measurenment Units: nunber of packets
See Al so:
Conver gence Packet Loss

3.7.4. Packet Sanpling Interval
Definition:

The interval at which the Tester (test equipnent) polls to nake
measurenents for arriving packets.

Di scussi on:

At | east one packet per route for all routes matched in the Offered
Load MUST be offered to the DUT within the Packet Sanpling Interval.
Metrics neasured at the Packet Sanpling Interval MJIST include
Forwar di ng Rate and recei ved packets.

Packet Sanpling Interval can influence the convergence graph as
observed with the Rate-Derived Method. This is particularly true
when i npl enentati ons conplete Full Convergence in less tine than the
Packet Sanpling Interval. The Convergence Event Instant and First
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Rout e Convergence Instant nay not be easily identifiable and the
Rat e- Deri ved Met hod may produce a | arger than actual convergence
time.

Using a snmall Packet Sanpling Interval in the presence of |PDV [ De02]
may cause fluctuations of the Forwardi ng Rate observation and can
prevent correct observation of the different convergence tine

i nstants.

The val ue of the Packet Sanpling Interval only contributes to the
measur enent accuracy of the Rate-Derived Method. For naxinmum
accuracy the value for the Packet Sanpling Interval SHOULD be as
smal | as possible, but the presence of | PDV may enforce using a

| arger Packet Sanpling Interval

Measurenment Units: seconds (and fractions)
See Al so: Rate-Derived Method

3.7.5. Sustained Convergence Validation Tine
Definition:

The anount of time for which the conpletion of Full Convergence is
mai nt ai ned without additional |npaired Packets being observed.

Di scussi on

The purpose of the Sustained Convergence Validation Tine is to
produce convergence benchmarks protected against fluctuation in
Forwarding Rate after the conpletion of Full Convergence is observed.
The RECOWMMENDED Sust ai ned Convergence Validation Time to be used is
the tine to send 5 consecutive packets to each destination with a

m ni mum of 5 seconds. The Benchnar ki ng Met hodol ogy Wor ki ng G oup
(BMAG) sel ected 5 seconds based upon [Br99] which reconmmends waiting
2 seconds for residual frames to arrive (this is the Forwardi ng Del ay
Threshold for the |ast packet sent) and 5 seconds for DUT
restabilization.

Measurenment Units: seconds (and fractions)
See Al so:

Ful I Convergence, Convergence Recovery | nstant
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3.

3.

3. 8.

7

8.

6. Forwarding Delay Threshold
Defini tion:

The maxi mumwaiting time threshold used to distinguish between
packets with very long delay and | ost packets that will never arrive.

Di scussi on
Appl ying a Forwardi ng Delay Threshold allows to consider packets with
a too large Forwarding Delay as being lost, as is required for sone
applications (e.g. voice, video, etc.). The Forwardi ng Del ay
Threshold is a paranmeter of the methodol ogy, and it MJST be reported.
[Br99] recommends waiting 2 seconds for residual frames to arrive.
Measurenment Units: seconds (and fractions)
See Al so:
Conver gence Packet Loss, Connectivity Packet Loss

M scel | aneous Ter ns
1. Inpaired Packet
Definition:
A packet that experienced at |east one of the follow ng inpairnents:
| oss, excessive Forwarding Delay, corruption, duplication
reor deri ng.
Di scussi on
A |l ost packet, a packet with a Forwardi ng Del ay exceedi ng the
Forwar di ng Del ay Threshold, a corrupted packet, a Duplicate Packet
[ Po06], and an Qut-of-Order Packet [Po06] are Inpaired Packets.

Packet ordering is observed for each individual flow (See [Th0O],
Section 3) of the Ofered Load.

Measurenment Units: N A

See Al so: Forwarding Delay Threshold

Security Considerations

Benchmarki ng activities as described in this meno are linmted to
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technol ogy characterization using controlled stinuli in a |aboratory
environnment, w th dedi cated address space and the constraints
specified in the sections above.

The benchmar ki ng network topology will be an independent test setup
and MUST NOT be connected to devices that may forward the test
traffic into a production network, or misroute traffic to the test
managemnment networ K.

Furt her, benchmarking is perfornmed on a "bl ack-box" basis, relying
sol el y on neasurenents observabl e external to the DUT/ SUT.

Speci al capabilities SHOULD NOT exist in the DUT/ SUT specifically for
benchmar ki ng purposes. Any inplications for network security arising
fromthe DUT/ SUT SHOULD be identical in the lab and in production

net wor ks.

5. | ANA Consi derati ons

Thi s docunment requires no | ANA consi derations.
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