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Abst ract

Thi s docunment describes the methodol ogy for benchmarking Link-State
Interior Gateway Protocol (1GP) Route Convergence. The nethodol ogy
is to be used for benchmarking | GP convergence tine through
external |y observabl e (black box) data plane neasurenents. The

met hodol ogy can be applied to any link-state |GP, such as IS-IS and
OSPF.
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1. Introduction
1.1. Moti vati on

Convergence tinme is a critical performance paranmeter. Service
Providers use | GP convergence tinme as a key netric of router design
and architecture. Fast network convergence can be optimally achieved
t hrough depl oynent of fast converging routers. Custoners of Service
Provi ders use packet loss due to Interior Gateway Protocol (1GP)
convergence as a key netric of their network service quality. |GP
route convergence is a Direct Measure of Quality (DMOQ when
benchmarki ng the data plane. The fundanmental basis by which network
users and operators benchmark convergence is packet |oss and other
packet inpairments, which are externally observabl e events having
direct inpact on their application performance. For this reason it
is inportant to devel op a standard net hodol ogy for benchmarking |ink-
state | GP convergence tine through externally observabl e (bl ack-box)
data plane neasurenents. Al factors contributing to convergence
time are accounted for by measuring on the data plane.

1.2. Factors for |IGP Route Convergence Tine

There are four nmmjor categories of factors contributing to the
measured | GP convergence tine. As discussed in [Vi0O2], [Ka02],
[Fi0o2], [AIOO], [AI0O2], and [Fr05], these categories are Event
Det ecti on, Shortest Path First (SPF) Processing, Link State
Advertisenment (LSA) / Link State Packet (LSP) Advertisenent, and
Forwardi ng I nformati on Base (FIB) Update. These have numnerous
conmponents that influence the convergence tinme, including but not
limted to the |list bel ow
0 Event Detection

* Physical Layer failure/recovery indication tine

* Layer 2 failure/recovery indication tine

* |GP Hello Dead Interva
0 SPF Processing

*  SPF Delay Tine

* SPF Hold tinme

*  SPF Execution tinme
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0 LSA/LSP Adverti senent
* LSA/LSP Generation tine
*  LSA/LSP Fl ood Packet Pacing
* LSA/LSP Retransni ssion Packet Pacing
o FIB Update
* Tree Build time
*  Hardware Update tinme
0 Increased Forwardi ng Delay due to Queueing

The contribution of each of these factors |isted above will vary with
each router vendors’ architecture and I GP inplenentation. Routers
may have a centralized forwarding architecture, in which one
forwarding table is calculated and referenced for all arriving
packets, or a distributed forwarding architecture, in which the
central forwarding table is calculated and distributed to the
interfaces for |ocal |ook-up as packets arrive. The distributed
forwarding tables are typically maintained i n hardware.

The variation in router architecture and inplenmentati on necessitates
the design of a convergence test that considers all of these
conponents contributing to convergence tinme and is independent of the
Devi ce Under Test (DUT) architecture and inplenentation. The benefit
of designing a test for these considerations is that it enables

bl ack-box testing in which know edge of the routers’ interna

i npl ementation is not required. It is then possible to nake valid
use of the convergence benchmarking netrics when conparing routers
fromdifferent vendors.

Convergence performance is tightly linked to the nunber of tasks a
router has to deal with. As the nost inpacting tasks are nainly
related to the control plane and the data plane, the nore the DUT is
stressed as in a live production environnent, the closer performance
neasurenent results match the ones that would be observed in a live
producti on environnent.

1.3. Use of Data Plane for | GP Route Convergence Benchnarking
Custonmers of Service Providers use packet | oss and ot her packet
impairnments as netrics to cal cul ate convergence tine. Packet |oss

and ot her packet inpairnments are externally observable events having
direct inpact on custoners’ application performance. For this reason
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it is inportant to develop a standard router benchmarki ng net hodol ogy
that is a Direct Measure of Quality (DMOQ for neasuring | GP
convergence. An additional benefit of using packet |oss for
calculation of I1GP Route Convergence tine is that it enabl es bl ack-
box tests to be designed. Data traffic can be offered to the Device
Under Test (DUT), an enul ated network event can be forced to occur
and packet |oss and other inpaired packets can be externally neasured
to calculate the convergence tinme. Know edge of the DUT architecture
and I GP inplenmentation is not required. There is no need to rely on
the DUT to produce the test results. There is no need to build
intrusive test harnesses for the DUT. Al factors contributing to
convergence tine are accounted for by neasuring on the datapl ane.

O her work of the Benchmar ki ng Met hodol ogy Wor ki ng Group ( BMAG)
focuses on characterizing single router control plane convergence.
See [ Ma05], [Ma0O5t], and [ Ma0O5c].

1.4. Applicability and Scope

The met hodol ogy described in this docunment can be applied to | Pv4 and
IPv6 traffic and link-state I GPs such as IS-1S [Ca90] [ Ho08], OSPF

[ Mb98] [ Co08], and others. | GP adjacencies established over any kind
of tunnel (such as Traffic Engineering tunnels) are outside the scope
of this docunment. Convergence tinme benchmarking in topologies with
non point-to-point | GP adjacencies will be covered in a later
docunent. Convergence from Bidirectional Forwarding Detection (BFD)
is outside the scope of this docunent. Non-Stop Forwarding (NSF),
Non- Stop Routing (NSR), Graceful Restart (GR), or any other High
Avail ability nechanism are outside the scope of this docunent. Fast
reroute mechani sms such as | P Fast-Reroute [Sh10i] or MPLS Fast -
Reroute [Pa05] are outside the scope of this docunent.

2. Existing Definitions

The key words "MJST", "MJST NOT"', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119
[Br97]. RFC 2119 defines the use of these key words to hel p make the
intent of standards track docunents as clear as possible. Wile this
docunent uses these keywords, this docunent is not a standards track
docunent .

Thi s docunment uses nuch of the term nol ogy defined in [Pollt]. For
any conflicting content, this docunment supersedes [Pollt]. This
docunent uses existing term nology defined in other docunents issued
by the Benchmarki ng Met hodol ogy Working Group (BMAG . Exanpl es
include, but are not linmted to:
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Thr oughput [Ref .[Br91], section 3.17]
Devi ce Under Test (DUT) [ Ref.[Ma98], section 3.1.1]
Syst em Under Test (SUT) [ Ref.[Ma98], section 3.1.2]
Qut - of - Or der Packet [ Ref . [ Po06], section 3.3.4]
Dupl i cat e Packet [ Ref . [ Po06], section 3.3.5]
Stream [ Ref . [ P006], section 3.3.2]
Loss Period [ Ref . [ Ko02], section 4]
Forwar di ng Del ay [ Ref. [ Po06], section 3.2.4]
| P Packet Delay Variation (IPDV) [ Ref. [ De02], section 1.2]

3. Test Topol ogi es
3.1. Test topology for local changes

Figure 1 shows the test topology to neasure | GP convergence tine due
to | ocal Convergence Events such as Local Interface failure and
recovery (Section 8.1.1), layer 2 session failure and recovery
(Section 8.2.1), and | GP adjacency failure and recovery

(Section 8.2.2). This topology is also used to nmeasure | GP
convergence tine due to route withdrawal and readverti senent
(Section 8.2.3), and route cost change (Section 8.3.2) Convergence
Events. | GP adjacencies MJST be established between Tester and DUT:
one on the Ingress Interface, one on the Preferred Egress Interface,
and one on the Next-Best Egress Interface. For this purpose the
Tester enul ates three routers (RTa, RTb, and RTc), each establishing
one adj acency with the DUT.

[ | Preferred ...,
[ R RTb
....... I ngress | | Egress Interface ......
RTa .------------ | DUT |
....... Interface | Next - Best e

Figure 1: I GP convergence test topology for |ocal changes

Figure 2 shows the test topology to neasure | GP convergence tine due
to |l ocal Convergence Events with a non-Equal Cost Miltipath (ECW)
Preferred Egress Interface and Equal Cost Miltipath (ECWP) Next-Best
Egress Interfaces (Section 8.1.1). |In this topology, the DUT is
configured with each Next-Best Egress interface as a nenber of a
single ECWMP set. The Preferred Egress Interface is not a nenber of
an ECMP set. The Tester enul ates N+2 nei ghbor routers (N>0): one
router for the Ingress Interface (RTa), one router for the Preferred
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Egress Interface (RTb), and N routers for the nmenbers of the ECWP set
(RTcl...RTcN). |GP adjacencies MIST be established between Tester
and DUT: one on the Ingress Interface, one on the Preferred Egress
Interface, and one on each nmenber of the ECMP set. When the test
specifies to observe the Next-Best Egress Interface statistics, the
conbi ned statistics for all ECWMP nmenbers shoul d be observed.

| | Preferred ...,

[ R RTb

| | Egress Interface .......

I I

[ | ECWP Set ...,
....... I ngress | |------------------. RTcl

RTa .------------ | DUT | Interface 1 ........

....... Interface | [

I I

I I

[ | ECWP Set ...,

| [------mmm - - RTcN

|

Figure 2: | GP convergence test topology for |ocal changes w th non-
ECMP t o ECMP conver gence

3.2. Test topology for renote changes

Figure 3 shows the test topology to neasure | GP convergence tine due
to Renote Interface failure and recovery (Section 8.1.2). In this
topol ogy the two routers DUT1 and DUT2 are consi dered System Under
Test (SUT) and SHOULD be identically configured devices of the sane
nmodel . |1 GP adj acenci es MJUST be established between Tester and SUT,
one on the Ingress Interface, one on the Preferred Egress Interface,
and one on the Next-Best Egress Interface. For this purpose the
Tester enulates three routers (RTa, RTb, and RTc). |In this topol ogy
there is a possibility of a packet forwarding |oop that may occur
transiently between DUT1 and DUT2 during convergence (mcro-|loop, see
[ Sh10]).
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Figure 3: I GP convergence test topology for renote changes

Figure 4 shows the test topology to neasure | GP convergence tine due
to renmote Convergence Events with a non- ECMP Preferred Egress
Interface and ECVP Next-Best Egress Interfaces (Section 8.1.2). In
this topology the two routers DUT1 and DUT2 are consi dered System
Under Test (SUT) and MJST be identically configured devices of the
same nodel. Router DUT1 is configured with the Next-Best Egress
Interface an ECMP set of interfaces. The Preferred Egress Interface
of DUT1 is not a nenber of an ECMP set. The Tester enul ates N+2

nei ghbor routers (N>0), one for the Ingress Interface (RTa), one for
DUT2 (RTb) and one for each nenber of the ECMP set (RTcl...RTcN)

| GP adj acenci es MJST be established between Tester and SUT, one on
each interface of SUT. For this purpose each of the N+2 routers
enmul ated by the Tester establishes one adjacency with the SUT. In
this topology there is a possibility of a packet forwarding | oop that
may occur transiently between DUT1 and DUT2 during convergence
(mcro-loop, see [Sh10]). Wien the test specifies to observe the
Next - Best Egress Interface statistics, the conbined statistics for
all menbers of the ECMP set shoul d be observed.

| | -------- Preferred  .......

[ [--] DUT2 |------------------ RTb

| | - Egress Interface .......

I

[ | ECWP Set L.
....... I ngress | |----------------------------_ RTcl

RTa .------------ | DUTL | Interface 2 ...

....... Interface | [

I I

I I

[ | ECWP Set L.

| [---mmmm e - RTcN

|

Figure 4: | GP convergence test topology for renote changes with non-
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ECMP t o ECMP conver gence
Test topology for |local ECMP changes

Figure 5 shows the test topology to neasure | GP convergence tine due
to |l ocal Convergence Events of a nenber of an Equal Cost Miltipath
(ECWP) set (Section 8.1.3). 1In this topology, the DUT is configured
with each egress interface as a nenber of a single ECVWP set and the
Tester enul ates N+1 next-hop routers, one for the Ingress Interface
(RTa) and one for each nenber of the ECWP set (RTbl...RTbN). IGP
adj acenci es MUST be established between Tester and DUT, one on the
Ingress Interface and one on each nenber of the ECWP set. For this
pur pose each of the N+1 routers enul ated by the Tester establishes
one adjacency with the DUT. When the test specifies to observe the
Next - Best Egress Interface statistics, the conbined statistics for
all ECWMP nenbers except the one affected by the Convergence Event,
shoul d be observed.

| | ECMP Set  ........
| [------------- RTb1l
[ | Interface 1 ........

....... I ngress | |

RTa .------------ | DUT |

....... Interface | [
| | ECMP Set  ........
| [------------- RTbN
I

Figure 5: | GP convergence test topol ogy for |ocal ECMP changes
Test topology for renote ECVP changes

Figure 6 shows the test topology to neasure | GP convergence tine due
to renote Convergence Events of a menber of an Equal Cost Muiltipath
(ECVMP) set (Section 8.1.4). 1In this topology the two routers DUT1
and DUT2 are considered System Under Test (SUT) and MJST be
identically configured devices of the same nodel. Router DUT1 is
configured with each egress interface as a nenber of a single ECWP
set and the Tester enul ates N+1 nei ghbor routers (N>0), one for the
Ingress Interface (RTa) and one for each menber of the ECWP set
(RTb1l...RTbN). | GP adjacencies MJIST be established between Tester
and SUT, one on each interface of SUT. For this purpose each of the
N+1 routers enul ated by the Tester establishes one adjacency with the
SUT (N-1 enul ated routers are adjacent to DUT1 egress interfaces, one
enul ated router is adjacent to DUT1 Ingress Interface, and one

enul ated router is adjacent to DUT2). |In this topology there is a
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possibility of a packet forwarding |oop that may occur transiently
bet ween DUT1 and DUT2 during convergence (mcro-loop, see [Shl0]).
When the test specifies to observe the Next-Best Egress Interface
statistics, the conbined statistics for all ECVP nenbers except the
one affected by the Convergence Event, shoul d be observed.

[ | ECWP Set  -------- ...

[ [------------- | DUT2 |---. RTbl

[ | Interface 1 -------- ... .....

I I

| | ECMP Set L.
....... I ngress | [----------------u-------. RTb2

RTa .------------ | DUT1 | Interface 2 .. ......

....... Interface | |

I I

I I

| | ECMP Set L.

[ R LR E RTbN

I

Figure 6: | GP convergence test topology for renote ECMP changes
3.5. Test topology for Parallel Link changes

Figure 7 shows the test topology to neasure | GP convergence tine due
to | ocal Convergence Events with nenbers of a Parallel Link

(Section 8.1.5). In this topology, the DUT is configured with each
egress interface as a nenber of a Parallel Link and the Tester

emul ates two nei ghbor routers, one for the Ingress Interface (RTa)
and one for the Parallel Link nenbers (RTb). |GP adjacencies MJST be
established on the Ingress Interface and on all N nenbers of the
Paral | el Link between Tester and DUT (N>0). For this purpose the
routers enul ated by the Tester establishes N+1 adjacencies with the
DUT. Wen the test specifies to observe the Next-Best Egress
Interface statistics, the conbined statistics for all Parallel Link
menbers except the one affected by the Convergence Event, should be
obser ved.
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4.

|

RTa . <mmommnnn | DUT | : . RTb .
|
|

Figure 7: 1GP convergence test topology for Parallel Link changes

Convergence Tinme and Loss of Connectivity Period

Two concepts will be highlighted in this section: convergence tine
and | oss of connectivity period.

The Route Convergence [Pollt] tine indicates the period in tine

bet ween the Convergence Event Instant [Pollt] and the instant in tine
the DUT is ready to forward traffic for a specific route on its Next-
Best Egress Interface and nmaintains this state for the duration of
the Sustai ned Convergence Validation Time [Pollt]. To neasure Route
Convergence time, the Convergence Event Instant and the traffic
received fromthe Next-Best Egress Interface need to be observed.

The Route Loss of Connectivity Period [Pollt] indicates the tine
during which traffic to a specific route is lost following a
Convergence Event until Full Convergence [Pollt] conpletes. This
Rout e Loss of Connectivity Period can consist of one or nore Loss
Periods [Ko02]. For the testcases described in this docunent it is
expected to have a single Loss Period. To neasure Route Loss of
Connectivity Period, the traffic received fromthe Preferred Egress
Interface and the traffic received fromthe Next-Best Egress
Interface need to be observed.

The Route Loss of Connectivity Period is nost inportant since that
has a direct inpact on the network user’s application perfornmance.

In general the Route Convergence time is larger than or equal to the
Route Loss of Connectivity Period. Depending on which Convergence
Event occurs and how t his Convergence Event is applied, traffic for a
route may still be forwarded over the Preferred Egress Interface
after the Convergence Event Instant, before converging to the Next-
Best Egress Interface. 1In that case the Route Loss of Connectivity
Period is shorter than the Route Convergence tine.
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At | east one condition needs to be fulfilled for Route Convergence
time to be equal to Route Loss of Connectivity Period. The condition
is that the Convergence Event causes an instantaneous traffic |oss
for the neasured route. A fiber cut on the Preferred Egress
Interface is an exanple of such a Convergence Event.

A second condition applies to Route Convergence tine neasurenments
based on Connectivity Packet Loss [Pollt]. This second condition is
that there is only a single Loss Period during Route Convergence.

For the testcases described in this docunent this is expected to be
t he case.

4.1. Convergence Events without instant traffic |oss

To neasure convergence time benchmarks for Convergence Events caused
by a Tester, such as an | GP cost change, the Tester MAY start to
discard all traffic received fromthe Preferred Egress Interface at
the Convergence Event Instant, or MAY separately observe packets
received fromthe Preferred Egress Interface prior to the Convergence
Event Instant. This way these Convergence Events can be treated the
same as Convergence Events that cause instantaneous traffic |oss.

To neasure convergence tinme benchrmarks without instantaneous traffic
| oss (either real or induced by the Tester) at the Convergence Event
Instant, such as a reversion of a link failure Convergence Event, the
Tester SHALL only observe packet statistics on the Next-Best Egress

Interface. |If using the Rate-Derived nmethod to benchmark convergence
tinmes for such Convergence Events, the Tester MJST collect a
timestanp at the Convergence Event Instant. |If using a |oss-derived

met hod to benchnmark convergence tinmes for such Convergence Events,
the Tester MUST neasure the period in tinme between the Start Traffic
Instant and the Convergence Event Instant. To neasure this period in
time the Tester can collect timestanps at the Start Traffic Instant
and t he Convergence Event |nstant.

The Convergence Event Instant together with the receive rate
observations on the Next-Best Egress Interface allow to derive the
convergence tine benchmarks using the Rate-Derived Method [Pollt].

By observing packets on the Next-Best Egress Interface only, the
observed | npaired Packet count is the nunber of I|npaired Packets
between Traffic Start Instant and Convergence Recovery Instant. To
measur e convergence tinmes using a | oss-derived nmethod, the Inpaired
Packet count between the Convergence Event |Instant and the
Convergence Recovery Instant is needed. The time between Traffic
Start Instant and Convergence Event |Instant nust be accounted for
An exanple nmay clarify this
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Figure 8 illustrates a Convergence Event w thout instantaneous
traffic loss for all routes. The top graph shows the Forwarding Rate
over all routes, the bottom graph shows the Forwarding Rate for a
single route Rta. Sone tine after the Convergence Event I|nstant,
Forwar di ng Rate observed on the Preferred Egress Interface starts to

decrease. In the exanple, route Rta is the first route to experience
packet loss at tine Ta. Sonme tinme later, the Forwardi ng Rate
observed on the Next-Best Egress Interface starts to increase. In
the exanple, route Rta is the first route to conplete convergence at
tine Ta'.
N
Fwd |
Rate [-------------
[ \
[ \
| \
| \
[ o T
B B ) >
AN AN AN AN tlrre
TO  CH Ta Ta
N
Fwd |
Rate [-------------"
Rta | [
I I
[ T T
N I P Fommmmmeeaaaaas T >
N N N N tln-e
TO  CH Ta Ta

Preferred Egress Interface: ---
Next - Best Egress Interface:

Wth TO the Start Traffic Instant; CEl the Convergence Event Instant;
Ta the time instant packet loss for route Rta starts; Ta’ the time
i nstant packet inpairment for route Rta ends.

Figure 8

If only packets received on the Next-Best Egress Interface are
observed, the duration of the loss period for route Rta can be
calculated fromthe received packets as in Equation 1. Since the
Convergence Event Instant is the start tine for convergence tine
measurenent, the period in tinme between TO and CEl needs to be
subtracted fromthe calculated result to becone the convergence tine,
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as in Equation 2.

Next - Best Egress Interface |oss period
= (packets transmitted
- packets received from Next-Best Egress Interface) / tx rate
Ta - TO

Equation 1

convergence tine
Next - Best Egress Interface |loss period - (CEl - TO)
Ta’ - CE

Equation 2
4.2. Loss of Connectivity (LoC

Rout e Loss of Connectivity Period SHOULD be neasured using the Route-
Speci fic Loss-Derived Method. Since the start instant and end
instant of the Route Loss of Connectivity Period can be different for
each route, these can not be accurately derived by only observing

gl obal statistics over all routes. An exanple may clarify this.

Foll owi ng a Convergence Event, route Rta is the first route for which
packet inpairment starts, the Route Loss of Connectivity Period for
route Rta starts at time Ta. Route Rtb is the last route for which
packet inmnpairment starts, the Route Loss of Connectivity Period for
route Rtb starts at time Tb with Tb>Ta.

Fwd |
Rate [-------- e
| \ /
| \ /
[ \ /
[ \ /
| e
B >
AN AN AN AN '[II’T'E
Ta Tb Ta’ Tb’
Tb’’ Ta'’

Fi gure 9: Exanple Route Loss O Connectivity Period

If the DUT inplenentation were such that route Rta would be the first
route for which traffic loss ends at tinme Ta® (with Ta’'>Th) and route
Rtb would be the last route for which traffic loss ends at time Tb’
(with Tb’>Ta’). By only observing global traffic statistics over al
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routes, the m ni mum Route Loss of Connectivity Period would be
measured as Ta' -Ta. The maxi mum cal cul ated Route Loss of
Connectivity Period would be Tb’-Ta. The real m nimum and maxi num
Rout e Loss of Connectivity Periods are Ta'-Ta and Tb’ - Th.

Illustrating this with the nunbers Ta=0, Th=1, Ta'=3, and Tb’' =5,

woul d give a Loss of Connectivity Period between 3 and 5 derived from
the global traffic statistics, versus the real Loss of Connectivity
Peri od between 3 and 4.

If the DUT inplenentation were such that route Rtb would be the first
for which packet | oss ends at tine Tb’' and route Rta would be the

| ast for which packet inpairnent ends at tine Ta'’', then the m ni num
and maxi num Route Loss of Connectivity Periods derived by observing
only global traffic statistics would be Tb’’'-Ta, and Ta'’'-Ta. The
real m ni mum and maxi mum Route Loss of Connectivity Periods are
Th’'-Th and Ta’'’-Ta. Illustrating this with the nunbers Ta=0, Th=1
Ta''=5, Th'’'=3, would give a Loss of Connectivity Period between 3
and 5 derived fromthe global traffic statistics, versus the rea
Loss of Connectivity Period between 2 and 5.

The two inplenmentation variations in the above exanple would result
in the sane derived m ni nrum and maxi nrum Route Loss of Connectivity

Peri ods when only observing the gl obal packet statistics, while the
real Route Loss of Connectivity Periods are different.

5. Test Considerations
5.1. |GP Selection

The test cases described in Section 8 can be used for link-state
| GPs, such as IS-1S or OSPF. The | GP convergence tine test
met hodol ogy i s identical

5.2. Routing Protocol Configuration

The obtained results for | GP convergence time may vary if other
routing protocols are enabled and routes | earned via those protocols
are installed. |1GP convergence tinmes SHOULD be benchmarked wi t hout
routes installed fromother protocols. Any enabled IGP routing
protocol extension (such as extensions for Traffic Engineering) and
any enabled I GP routing protocol security mechani smnust be reported
with the results.

5.3. 1 GP Topol ogy

The Tester enulates a single | GP topology. The DUT establishes IGP
adj acencies with one or nore of the enulated routers in this single
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5.

5.

4.

5.

| GP topology emul ated by the Tester. See test topology details in
Section 3. The enul ated topol ogy SHOULD only be advertised on the
DUT egress interfaces.

The nunber of |1GP routes and nunber of nodes in the topology, and the
type of topology will inpact the neasured | GP convergence tine. To
obtain results simlar to those that would be observed in an
operational network, it is RECOMENDED that the nunber of installed
routes and nodes closely approxinmate that of the network (e.qg.

t housands of routes with tens or hundreds of nodes).

The nunber of areas (for OSPF) and levels (for IS-1S) can inpact the
benchmark results.

Ti mers

There are tinmers that nmay inpact the neasured | GP convergence tines.
The benchmark nmetrics MAY be neasured at any fixed values for these
timers. To obtain results simlar to those that would be observed in
an operational network, it is RECOWENDED to configure the tinmers
with the values as configured in the operational network.

Exanpl es of tinmers that may inpact neasured | GP convergence tine
include, but are not linmted to:

Interface failure indication
IGP hello tiner
| GP dead-interval or hold-tiner

Link State Advertisement (LSA) or Link State Packet (LSP)
generati on del ay

LSA or LSP fl ood packet pacing
route cal cul ati on del ay
Interface Types

Al'l test cases in this nethodol ogy docunment can be executed with any
interface type. The type of nedia may dictate which test cases nay
be executed. Each interface type has a uni que nechani sm for
detecting link failures and the speed at which that mechani sm
operates will influence the nmeasurenent results. Al interfaces MJST
be the sane nedia and Throughput [Br91][Br99] for each test case.

Al'l interfaces SHOULD be configured as point-to-point.
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5.6. Ofered Load

The Throughput of the device, as defined in [Br91] and benchmarked in
[Br99] at a fixed packet size, needs to be determ ned over the
preferred path and over the next-best path. The O fered Load SHOULD
be the m ni mrum of the nmeasured Throughput of the device over the
primary path and over the backup path. The packet size is selectable
and MUST be recorded. Packet size is neasured in bytes and includes
the I P header and payl oad.

The destination addresses for the Ofered Load MJUST be distributed
such that all routes or a statistically representative subset of al
routes are matched and each of these routes is offered an equal share
of the Ofered Load. It is RECOWENDED to send traffic matching all
routes, but a statistically representative subset of all routes can
be used if required.

Splitting traffic flows across nultiple paths (as with ECVWP or
Parall el Link sets) is in general done by hashing on various fields
on the I P or contai ned headers. The hashing is typically based on
the I P source and destination addresses, the protocol 1D, and higher-
| ayer flow dependent fields such as TCP/UDP ports. 1In practice,
within a network core, the hashing is based nmainly or exclusively on
the I P source and destination addresses. Know edge of the hashing

al gorithmused by the DUT is not always possible beforehand, and
woul d viol ate the black-box spirit of this docunent. Therefor it is
RECOMVENDED to use a randomy distributed range of source and
destination |IP addresses, protocol |IDs, and higher-layer flow
dependent fields for the packets of the Ofered Load (see al so

[ NeO7]). The content of the Ofered Load MJST renain the same during
the test. It is RECOWENDED to repeat a test nultiple tines with

di fferent randomranges of the header fields such that convergence
time benchmarks are neasured for different distributions of traffic
over the avail abl e pat hs.

In the Renote Interface failure testcases using topologies 3, 4, and
6 there is a possibility of a packet forwarding |oop that may occur
transiently between DUT1 and DUT2 during convergence (mcro-|loop, see
[Sh10]). The Time To Live (TTL) or Hop Limt value of the packets
sent by the Tester may influence the benchmark neasurenments since it
det ermi nes which device in the topology my send an | CVP Ti ne
Exceeded Message for | ooped packets.

The duration of the Ofered Load MJST be greater than the convergence
time plus the Sustained Convergence Validation Tine.

O fered | oad should send a packet to each destination before sending
anot her packet to the same destination. It is RECOWENDED that the
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packets be transmitted in a round-robin fashion with a uniform
i nt erpacket del ay.

5.7. Measurenent Accuracy

Since | npaired Packet count is observed to neasure the Route
Convergence Tinme, the time between two successive packets offered to
each individual route is the highest possible accuracy of any

| mpai red Packet based measurenent. The higher the traffic rate
offered to each route the higher the possible nmeasurenent accuracy.

Al so see Section 6 for method-specific measurement accuracy.
5.8. Measurenent Statistics
The benchmark neasurenents nay vary for each trial, due to the
statistical nature of tiner expirations, cpu scheduling, etc.
Eval uation of the test data nust be done with an understandi ng of
general ly accepted testing practices regarding repeatability,
vari ance and statistical significance of a small nunber of trials.
5.9. Tester Capabilities

It is RECOWENDED that the Tester used to execute each test case have
the follow ng capabilities:

1. Ability to establish | GP adjacencies and advertise a single | GP
t opol ogy to one or nore peers.

2. Ability to neasure Forwardi ng Delay, Duplicate Packets and Qut-
of - Order Packets.

3. Aninternal time clock to control tinestanping, time
measurenents, and time cal cul ations.

4. Ability to distinguish traffic |oad received on the Preferred and
Next - Best Interfaces [Pollt].

5. Ability to disable or tune specific Layer-2 and Layer-3 protoco
functions on any interface(s).

The Tester MAY be capable to nake non-data pl ane convergence
observations and use those observations for measurenents. The Tester
MAY be capable to send and receive multiple traffic Streans [ Po06].

Al so see Section 6 for nethod-specific capabilities.
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6

6

6

6

Sel ecti on of Convergence Tine Benchmark Metrics and Met hods

Di fferent convergence time benchmark met hods MAY be used to neasure
convergence tinme benchmark netrics. The Tester capabilities are
inmportant criteria to select a specific convergence tine benchmark
met hod. The criteria to select a specific benchmark nethod include,
but are not linmited to:

Tester capabilities: Sanpling Interval, number of
Stream statistics to collect

Measur ement accuracy: Sanpling Interval, Ofered Load,
number of routes

Test specification: nunber of routes

DUT capabilities: Thr oughput, 1P Packet Del ay
Vari ation

1. Loss-Derived Mt hod
1.1. Tester capabilities

To enable collecting statistics of Qut-of-Order Packets per flow (See
[ ThOO], Section 3) the Ofered Load SHOULD consist of nultiple
Streans [Po06] and each Stream SHOULD consist of a single flow. |If
sending nmultiple Streans, the neasured traffic statistics for al
Streans MJST be added toget her

In order to verify Full Convergence conpletion and the Sustained
Convergence Validation Tine, the Tester MJST neasure Forwardi ng Rate
each Packet Sanpling Interval.

The total nunber of |npaired Packets between the start of the traffic
and the end of the Sustained Convergence Validation Tine is used to
cal cul ate the Loss-Derived Convergence Tine.

1.2. Benchmark Metrics

The Loss-Derived Method can be used to neasure the Loss-Derived
Convergence Time, which is the average convergence tinme over al
routes, and to neasure the Loss-Derived Loss of Connectivity Period,
which is the average Route Loss of Connectivity Period over al
routes.

6.1.3. Measurement Accuracy

The actual value falls within the accuracy interval [-(nunmber of
destinations/Ofered Load), +(nunber of destinations/Ofered Load)]
around the value as neasured using the Loss-Derived Met hod.
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6.2. Rate-Derived Method
6.2.1. Tester Capabilities

To enable collecting statistics of Qut-of-Order Packets per flow (See
[ ThOO], Section 3) the Ofered Load SHOULD consist of multiple
Streans [Po06] and each Stream SHOULD consist of a single flow. If
sending multiple Streans, the neasured traffic statistics for al
Streans MJST be added toget her

The Tester neasures Forwarding Rate each Sanpling Interval. The
Packet Sanpling Interval influences the observation of the different
convergence tine instants. |f the Packet Sanpling Interval is large

compared to the time between the convergence tinme instants, then the
different time instants may not be easily identifiable fromthe
Forwar di ng Rate observation. The presence of |P Packet Del ay
Variation (I PDV) [De02] nmay cause fluctuations of the Forwarding Rate
observation and can prevent correct observation of the different
convergence tine instants.

The Packet Sanpling Interval MJST be |arger than or equal to the time
bet ween two consecutive packets to the sane destination. For naxinmum
accuracy the value for the Packet Sanmpling Interval SHOULD be as

smal | as possible, but the presence of | PDV may enforce using a

| arger Packet Sanpling Interval. The Packet Sanpling |Interval MJST
be report ed.

| PDV causes fluctuations in the nunber of received packets during
each Packet Sanpling Interval. To account for the presence of |PDV
in determining if a convergence instant has been reached, Forwarding
Del ay SHOULD be observed during each Packet Sanpling Interval. The
m ni mum and maxi mum nunber of packets expected in a Packet Sanpling
Interval in presence of |IPDV can be cal culated with Equation 3.

nunber of packets expected in a Packet Sanpling Interva
in presence of | P Packet Delay Variation
= expected nunber of packets without |P Packet Delay Variation
+/-( (maxDel ay - nminDelay) * Offered Load)
with mnDel ay and maxDel ay the m ni mum resp. maxi mum Forwar di ng Del ay
of packets received during the Packet Sanpling Interva

Equation 3
To determine if a convergence instant has been reached the nunber of

packets received in a Packet Sanpling Interval is conmpared with the
range of expected nunber of packets calculated in Equation 3.
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6.2.2. Benchmark Metrics

The Rate-Derived Method SHOULD be used to neasure First Route
Convergence Tinme and Full Convergence Tinme. |t SHOULD NOT be used to
measure Loss of Connectivity Period (see Section 4).

6.2.3. Measurement Accuracy

The measurenent accuracy interval of the Rate-Derived Method depends
on the nmetric being nmeasured or cal culated and the characteristics of
the related transition. |P Packet Delay Variation (IPDV) [De02] adds
uncertainty to the ambunt of packets received in a Packet Sanpling
Interval and this uncertainty adds to the neasurenment error. The
effect of IPDV is not accounted for in the calculation of the
accuracy intervals below [IPDV is of inmportance for the convergence
instants were a variation in Forwarding Rate needs to be observed
(Convergence Recovery Instant and for topol ogies with ECMP al so
Convergence Event Instant and First Route Convergence |nstant).

If the Convergence Event Instant is observed on the datapl ane using
the Rate Derived Method, it needs to be instantaneous for all routes
(see Section 4.1). The actual value of the Convergence Event Instant
falls within the accuracy interval [-(Packet Sanpling Interval +

1/ O fered Load), +0] around the val ue as neasured using the Rate-
Derived Met hod.

If the Convergence Recovery Transition is non-instantaneous for al
routes then the actual value of the First Route Convergence |nstant
falls within the accuracy interval [-(Packet Sanpling Interval + tine
bet ween two consecutive packets to the sane destination), +0] around
the val ue as neasured using the Rate-Derived Method, and the actua
val ue of the Convergence Recovery Instant falls within the accuracy
interval [-(2 * Packet Sanpling Interval), -(Packet Sanpling Interva
- tine between two consecutive packets to the sane destination)]
around the value as neasured using the Rate-Derived Mt hod.

The term"time between two consecutive packets to the same
destination" is added in the above accuracy intervals since packets
are sent in a particular order to all destinations in a stream and
when part of the routes experience packet loss, it is unknown where
in the transmt cycle packets to these routes are sent. This
uncertainty adds to the error

The accuracy intervals of the derived nmetrics First Route Convergence
Time and Rate-Derived Convergence Tine are calculated fromthe above
convergence instants accuracy intervals. The actual value of First
Rout e Convergence Tinme falls within the accuracy interval [-(Packet
Sanpling Interval + tinme between two consecutive packets to the sane
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destination), +(Packet Sanpling Interval + 1/ O fered Load)] around
the cal cul ated value. The actual value of Rate-Derived Convergence
Time falls within the accuracy interval [-(2 * Packet Sampling
Interval), +(tine between two consecutive packets to the sane
destination + 1/ O fered Load)] around the cal cul ated val ue.

6.3. Route-Specific Loss-Derived Method
6.3.1. Tester Capabilities

The Offered Load consists of nultiple Streans. The Tester MJST
measur e | npaired Packet count for each Stream separately.

In order to verify Full Convergence conpletion and the Sustained
Convergence Validation Tine, the Tester MJST neasure Forwardi ng Rate
each Packet Sanpling Interval. This neasurenent at each Packet
Sanpling Interval MAY be per Stream

Only the total nunber of Inpaired Packets nmeasured per Stream at the
end of the Sustained Convergence Validation Tinme is used to calculate
the benchmark netrics with this nethod.

6.3.2. Benchnmark Metrics

The Rout e-Specific Loss-Derived Met hod SHOULD be used to neasure
Rout e- Speci fic Convergence Tinmes. It is the RECOWENDED nethod to
measure Route Loss of Connectivity Period.

Under the conditions explained in Section 4, First Route Convergence
Time and Full Convergence Tinme as benchmarked using Rate-Derived

Met hod, may be equal to the mininumresp. maxi mum of the Route-
Speci fic Convergence Ti nes.

6.3.3. Measurenent Accuracy
The actual value falls within the accuracy interval [-(nunber of
destinations/Ofered Load), +(nunmber of destinations/Ofered Load)]
around t he value as neasured using the Route-Specific Loss-Derived
Met hod.

7. Reporting Format
For each test case, it is RECOMVENDED that the reporting tables bel ow

be conpleted and all tinme values SHOULD be reported with a
sufficiently high resolution.
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Par aret er Units

Test Case test case nunber

Test Topol ogy Test Topol ogy Fi gure nunber
| GP (I1S-1S, CSPF, other)
Interface Type (G gE, PCs, ATM ot her)
Packet Size offered to DUT byt es

O fered Load packets per second

| GP Routes advertised to DUT nurber of |1 GP routes
Nodes i n enul ated network nunber of nodes

Nunber of Parallel or ECWMP |inks nunber of |inks

Nunber of Routes neasured nunber of routes

Packet Sanpling Interval on Tester seconds

Forwar di ng Del ay Threshol d seconds

Ti mer Val ues configured on DUT
Interface failure indication del ay seconds

| GP Hello Tinmer seconds
| GP Dead-Interval or hold-tinme seconds
LSA/ LSP Generati on Del ay seconds
LSA/ LSP Fl ood Packet Paci ng seconds
LSA/ LSP Retransm ssi on Packet Paci ng seconds
route cal cul ati on Del ay seconds

Test Details:

Describe the I GP extensions and | GP security nmechanisns that are
configured on the DUT.

Descri be how the various fields on the | P and cont ai ned headers
for the packets for the Ofered Load are generated (Section 5.6).

If the Ofered Load matches a subset of routes, describe howthis
subset is sel ected.

Descri be how t he Convergence Event is applied; does it cause
i nstantaneous traffic |l oss or not?

The tabl e bel ow should be conpleted for the initial Convergence Event
and t he reversi on Convergence Event.
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Par amet er

Conver gence Event

Traffic Forwarding Metrics:

Total nunber of packets offered to DUT
Tot al
Connectivity Packet Loss

Conver gence Packet Loss

Qut - of - Or der Packets

Duplicate Packets

excessi ve Forwardi ng Del ay Packets

Conver gence Benchmarks:
Rat e- Deri ved Met hod:
First Route Convergence Tine
Ful I Convergence Tine
Loss- Deri ved Met hod:
Loss-Derived Convergence Tine
Rout e- Speci fic Loss-Derived Mt hod:
Rout e- Speci fi ¢ Convergence Ti me[ n]
M ni num Rout e- Speci fi ¢ Convergence Ti ne
Maxi mum Rout e- Speci fi ¢ Convergence Ti nme
Medi an Rout e- Speci fic Convergence Tine
Aver age Rout e- Specific Convergence Tine

Loss of Connectivity Benchmarks:
Loss- Derived Met hod:

Loss-Derived Loss of Connectivity Period

Rout e- Speci fic Loss-Derived Mt hod:
Route Loss of Connectivity Period[n]

M ni mum Rout e Loss of Connectivity Period
Maxi mum Rout e Loss of Connectivity Period
Medi an Route Loss of Connectivity Period

| GP Conver gence Benchmar k Met hodol ogy

nunber of packets forwarded by DUT

February 2011

(initial or reversion)

Packet s
Packet s
Packet s
Packet s
Packet s
Packet s
Packet s

nunber of
nunber of
nunber of
nunber of
nunber of
nunber of
nunber of

seconds
seconds

seconds

array of seconds
seconds
seconds
seconds
seconds

seconds

array of seconds
seconds
seconds
seconds

Average Route Loss of Connectivity Period seconds

8. Test Cases
It is RECOWENDED that all applicable test cases be perforned for
best characterization of the DUT. The test cases follow a generic
procedure tailored to the specific DUT configuration and Convergence
Event [Pollt]. This generic procedure is as follows:
Establ i sh DUT and Tester configurations and advertise an | GP
topol ogy from Tester to DUT.
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2. Send Offered Load from Tester to DUT on ingress interface.

3. Verify traffic is routed correctly. Verify if trafficis
forwarded without |npaired Packets [Po06].

4, I ntroduce Convergence Event [Pollt].

5. Measure First Route Convergence Tine [Pollt].

6. Measure Full Convergence Tine [Pollt].

7. Stop O fered Load.

8. Measur e Rout e- Speci fic Convergence Tinmes, Loss-Derived
Convergence Tinme, Route Loss of Connectivity Periods, and Loss-
Derived Loss of Connectivity Period [Pollt]. At the sane tine
measur e nunber of Inpaired Packets [Pollt].

9. Wait sufficient time for queues to drain. The duration of this
time period MIST be larger than or equal to the Forwarding Del ay
Thr eshol d.

10. Restart Ofered Load.

11. Reverse Convergence Event.

12. Measure First Route Convergence Tine.

13. Measure Full Convergence Tine.

14. Stop O fered Load.

15. Measure Route-Specific Convergence Tinmes, Loss-Derived
Convergence Tinme, Route Loss of Connectivity Periods, and Loss-
Derived Loss of Connectivity Period. At the sane tine neasure
nurmber of |npaired Packets [Pollt].

8.1. Interface Failure and Recovery
8.1.1. Convergence Due to Local Interface Failure and Recovery
bj ecti ve

To obtain the | GP convergence neasurenents for Local Interface
failure and recovery events. The Next-Best Egress Interface can be a
single interface (Figure 1) or an ECMP set (Figure 2). The test with
ECVP topol ogy (Figure 2) is OPTI ONAL.
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Procedure

1.

Advertise an | GP topol ogy from Tester to DUT using the topol ogy
shown in Figure 1 or 2

2. Send Offered Load from Tester to DUT on ingress interface.

3. Verify traffic is forwarded over Preferred Egress Interface.

4, Renove link on the Preferred Egress Interface of the DUT. This
is the Convergence Event.

5. Measure First Route Convergence Tine.

6. Measure Full Convergence Ti ne.

7. Stop O fered Load.

8. Measur e Rout e- Specific Convergence Tines and Loss-Derived
Convergence Tinme. At the sane tine neasure nunber of I|npaired
Packet s.

9. Wait sufficient tinme for queues to drain.

10. Restart Ofered Load.

11. Restore link on the Preferred Egress Interface of the DUT.

12. Measure First Route Convergence Tine.

13. Measure Full Convergence Tine.

14. Stop O fered Load.

15. Measure Route-Specific Convergence Tinmes, Loss-Derived
Convergence Tinme, Route Loss of Connectivity Periods, and Loss-
Derived Loss of Connectivity Period. At the same tinme nmeasure
nunber of |npaired Packets.

8.1.2. Convergence Due to Renpte Interface Failure and Recovery
bj ecti ve

To obtain the | GP convergence neasurenents for Renote Interface
failure and recovery events. The Next-Best Egress Interface can be a
single interface (Figure 3) or an ECMP set (Figure 4). The test with
ECVP topol ogy (Figure 4) is OPTI ONAL.
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Procedure

1. Advertise an | GP topol ogy from  Tester to SUT using the topol ogy
shown in Figure 3 or 4.

2. Send Offered Load from Tester to SUT on ingress interface.

3. Verify traffic is forwarded over Preferred Egress Interface.

4. Renove link on the interface of the Tester connected to the
Preferred Egress Interface of the SUT. This is the Convergence
Event.

5. Measure First Route Convergence Tine.

6. Measure Full Convergence Tine.

7. Stop O fered Load.

8. Measur e Rout e- Speci fic Convergence Tines and Loss-Derived
Convergence Tinme. At the sane tine neasure nunber of I|npaired
Packet s.

9. Wait sufficient tinme for queues to drain.

10. Restart O fered Load.

11. Restore link on the interface of the Tester connected to the
Preferred Egress Interface of the SUT

12. Measure First Route Convergence Tine.

13. Measure Full Convergence Tine.

14. Stop O fered Load.

15. Measure Route-Specific Convergence Tines, Loss-Derived

Convergence Time, Route Loss of Connectivity Periods, and Loss-
Derived Loss of Connectivity Period. At the sane tine neasure
nunber of | npaired Packets.

Di scussi on

In this test case there is a possibility of a packet forwarding |oop
that may occur transiently between DUT1 and DUT2 during convergence
(mcro-loop, see [Sh10]), which may increase the neasured convergence
tinmes and | oss of connectivity periods.
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8.1.3. Convergence Due to ECMP Menber Local Interface Failure and
Recovery
bj ective

To obtain the | GP convergence neasurenents for Local Interface |ink
failure and recovery events of an ECMP Menber.

Procedure

1. Advertise an | GP topology from Tester to DUT using the test
setup shown in Figure 5.

2. Send O fered Load from Tester to DUT on ingress interface.

3. Verify traffic is forwarded over the ECVMP nenber interface of
the DUT that will be failed in the next step.

4. Rermove |ink on one of the ECMP nmenber interfaces of the DUT.
This is the Convergence Event.

5. Measure First Route Convergence Tine.

6. Measure Full Convergence Tine.

7. Stop O fered Load.

8. Measur e Rout e-Specific Convergence Tines and Loss-Derived
Convergence Tinme. At the sane tine neasure nunber of |npaired
Packet s.

9. Wait sufficient time for queues to drain.

10. Restart Ofered Load.

11. Restore link on the ECMP nenber interface of the DUT.

12. Measure First Route Convergence Tine.

13. Measure Full Convergence Tine.

14. Stop O fered Load.

15. Measure Route-Specific Convergence Tinmes, Loss-Derived

Convergence Tinme, Route Loss of Connectivity Periods, and Loss-
Derived Loss of Connectivity Period. At the sane tine neasure
nunber of |npaired Packets.
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8.1.4. Convergence Due to ECMP Menber Renote Interface Failure and
Recovery
bj ective

To obtain the | GP convergence neasurenents for Renote Interface |ink
failure and recovery events for an ECMP Menber.

Procedure

1. Advertise an | GP topology from Tester to DUT using the test
setup shown in Figure 6.

2. Send O fered Load from Tester to DUT on ingress interface.

3. Verify traffic is forwarded over the ECVMP nenber interface of
the DUT that will be failed in the next step.

4. Rermove link on the interface of the Tester to R2. This is the
Conver gence Event Trigger.

5. Measure First Route Convergence Tine.

6. Measure Full Convergence Tine.

7. Stop O fered Load.

8. Measur e Rout e-Specific Convergence Tines and Loss-Derived
Convergence Tinme. At the sane tine neasure nunber of |npaired
Packet s.

9. Wait sufficient time for queues to drain.

10. Restart Ofered Load.

11. Restore link on the interface of the Tester to R2.

12. Measure First Route Convergence Tine.

13. Measure Full Convergence Tine.

14. Stop O fered Load.

15. Measure Route-Specific Convergence Tinmes, Loss-Derived

Convergence Tinme, Route Loss of Connectivity Periods, and Loss-
Derived Loss of Connectivity Period. At the sane tine neasure
nunber of |npaired Packets.
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Di scussi on

In this test case there is a possibility of a packet forwarding |oop
that may occur tenporarily between DUT1 and DUT2 during convergence
(mcro-loop, see [Sh10]), which rmay increase the neasured convergence
times and | oss of connectivity periods.

8.1.5. Convergence Due to Parallel Link Interface Failure and Recovery

bj ective
To obtain the I GP convergence neasurenents for local link failure and
recovery events for a menber of a parallel link. The links can be

used for data | oad bal anci ng
Procedure

1. Advertise an | GP topology from Tester to DUT using the test
setup shown in Figure 7.

2. Send Ofered Load from Tester to DUT on ingress interface.

3. Verify traffic is forwarded over the parallel |ink nenber that
will be failed in the next step.

4. Renmove link on one of the parallel link menber interfaces of the
DUT. This is the Convergence Event.

5. Measure First Route Convergence Tine.
6. Measure Full Convergence Tine.

7. Stop O fered Load.

8. Measur e Rout e- Specific Convergence Tines and Loss-Derived
Convergence Tinme. At the sanme time neasure nunmber of |npaired
Packet s.

9. Wait sufficient tinme for queues to drain.

10. Restart O fered Load.
11. Restore link on the Parallel Link nenber interface of the DUT
12. Measure First Route Convergence Tine.

13. Measure Full Convergence Tine.
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14. Stop O fered Load.
15. Measure Route-Specific Convergence Tinmes, Loss-Derived
Convergence Tinme, Route Loss of Connectivity Periods, and Loss-
Derived Loss of Connectivity Period. At the sane tine neasure
nunber of |npaired Packets.
8.2. (Oher Failures and Recoveries
8.2.1. Convergence Due to Layer 2 Session Loss and Recovery
bj ective

To obtain the I GP convergence nmeasurenents for a local |ayer 2 loss
and recovery.

Procedure

1. Advertise an | GP topol ogy from Tester to DUT using the topol ogy
shown in Figure 1.

2. Send Offered Load from Tester to DUT on ingress interface.

3. Verify traffic is routed over Preferred Egress Interface.

4. Renove Layer 2 session fromPreferred Egress Interface of the
DUT. This is the Convergence Event.

5. Measure First Route Convergence Tine.

6. Measure Full Convergence Tine.

7. Stop O fered Load.

8. Measur e Rout e- Speci fic Convergence Tinmes, Loss-Derived
Convergence Tinme, Route Loss of Connectivity Periods, and Loss-
Derived Loss of Connectivity Period. At the sane tine neasure
nunber of |npaired Packets.

9. Wait sufficient tinme for queues to drain.

10. Restart Ofered Load.

11. Restore Layer 2 session on Preferred Egress Interface of the
DUT.

12. Measure First Route Convergence Tine.
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13. Measure Full Convergence Tine.
14. Stop O fered Load.

15. Measure Route-Specific Convergence Tinmes, Loss-Derived
Convergence Time, Route Loss of Connectivity Periods, and Loss-
Derived Loss of Connectivity Period. At the sane tine neasure
nunber of |npaired Packets.

Di scussi on

When renoving the layer 2 session, the physical |ayer nust stay up
Configure IGP tinmers such that the | GP adjacency does not tinme out
before layer 2 failure is detected.

To neasure convergence tine, traffic SHOULD start dropping on the
Preferred Egress Interface on the instant the layer 2 session is
removed. Alternatively the Tester SHOULD record the tine the instant
| ayer 2 session is renoved and traffic | oss SHOULD only be neasured
on the Next-Best Egress Interface. For |oss-derived benchmarks the
time of the Start Traffic Instant SHOULD be recorded as well. See
Section 4.1.

8.2.2. Convergence Due to Loss and Recovery of | GP Adjacency
bj ecti ve
To obtain the | GP convergence neasurenents for |oss and recovery of
an | GP Adj acency. The I GP adjacency is renoved on the Tester by
di sabling processing of |IGP routing protocol packets on the Tester

Pr ocedur e

1. Advertise an | GP topology from Tester to DUT using the topol ogy
shown in Figure 1.

2. Send Offered Load from Tester to DUT on ingress interface.

3. Verify traffic is routed over Preferred Egress Interface.

4, Renove | GP adj acency fromthe Preferred Egress Interface while
the layer 2 session MJST be maintained. This is the Convergence
Event.

5. Measure First Route Convergence Tine.

6. Measure Full Convergence Ti ne.
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7. Stop O fered Load.

8. Measur e Rout e- Speci fic Convergence Tinmes, Loss-Derived
Convergence Tinme, Route Loss of Connectivity Periods, and Loss-
Derived Loss of Connectivity Period. At the sane tine neasure
nunber of |npaired Packets.

9. Wait sufficient time for queues to drain.

10. Restart Ofered Load.

11. Restore |IGP session on Preferred Egress Interface of the DUT

12. Measure First Route Convergence Tine.

13. Measure Full Convergence Tine.

14. Stop O fered Load.

15. Measure Route-Specific Convergence Tines, Loss-Derived
Convergence Tinme, Route Loss of Connectivity Periods, and Loss-
Derived Loss of Connectivity Period. At the sane tine neasure
nunber of | npaired Packets.

Di scussi on

Configure layer 2 such that |ayer 2 does not time out before |IGP
adj acency failure is detected.

To measure convergence tine, traffic SHOULD start dropping on the
Preferred Egress Interface on the instant the | GP adjacency is
renoved. Alternatively the Tester SHOULD record the time the instant
the 1 GP adjacency is renoved and traffic | oss SHOULD only be measured
on the Next-Best Egress Interface. For |oss-derived benchmarks the
time of the Start Traffic Instant SHOULD be recorded as well. See
Section 4.1.

8.2.3. Convergence Due to Route Wthdrawal and Re-adverti senent
bj ective

To obtain the | GP convergence neasurenents for route withdrawal and
re-adverti senent.

Pr ocedur e
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10.

11.

12.

13.

14.

Advertise an | GP topol ogy from Tester to DUT using the topol ogy
shown in Figure 1. The routes that will be w thdrawn MJST be a
set of leaf routes advertised by at | east two nodes in the

enul at ed topol ogy. The topol ogy SHOULD be such that before the
wi thdrawal the DUT prefers the |l eaf routes advertised by a node
"nodeA" via the Preferred Egress Interface, and after the

wit hdrawal the DUT prefers the leaf routes advertised by a node
"nodeB" via the Next-Best Egress Interface.

Send Offered Load from Tester to DUT on Ingress Interface.
Verify traffic is routed over Preferred Egress Interface.

The Tester withdraws the set of | GP | eaf routes from nodeA.

This is the Convergence Event. The w thdrawal update nmessage
SHOULD be a single unfragnented packet. |If the routes cannot be
wi thdrawn by a single packet, the nessages SHOULD be sent using
the sane pacing characteristics as the DUT. The Tester MAY
record the tinme it sends the wthdrawal nessage(s).

Measure First Route Convergence Tine.

Measure Full Convergence Ti ne.

Stop O fered Load.

Measur e Rout e- Speci fic Convergence Tinmes, Loss-Derived
Convergence Tinme, Route Loss of Connectivity Periods, and Loss-
Derived Loss of Connectivity Period. At the sane tine neasure
nunber of |npaired Packets.

Wait sufficient time for queues to drain.

Restart O fered Load.

Re- advertise the set of withdrawn | GP |l eaf routes from nodeA
enmul ated by the Tester. The update nmessage SHOULD be a single
unfragnment ed packet. |If the routes cannot be advertised by a
singl e packet, the nessages SHOULD be sent using the sanme pacing
characteristics as the DUT. The Tester MAY record the tinme it
sends the update nessage(s).

Measure First Route Convergence Tine.

Measure Full Convergence Ti ne.

Stop O fered Load.
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15. Measure Route-Specific Convergence Tines, Loss-Derived
Convergence Time, Route Loss of Connectivity Periods, and Loss-
Derived Loss of Connectivity Period. At the sane tine neasure
nunber of | npaired Packets.

Di scussi on
To neasure convergence time, traffic SHOULD start dropping on the
Preferred Egress Interface on the instant the routes are w thdrawn by
the Tester. Alternatively the Tester SHOULD record the tine the
instant the routes are withdrawn and traffic | oss SHOULD only be
measured on the Next-Best Egress Interface. For |oss-derived
benchmarks the time of the Start Traffic Instant SHOULD be recorded
as well. See Section 4.1

8.3. Administrative changes

8.3.1. Convergence Due to Local Interface Adminstrative Changes
bj ecti ve

To obtain the I GP convergence neasurenents for admnistratively
di sabling and enabling a Local Interface.

Procedure

1. Advertise an | GP topol ogy from  Tester to DUT using the topol ogy
shown in Figure 1.

2. Send Offered Load from Tester to DUT on ingress interface.
3. Verify traffic is routed over Preferred Egress Interface.
4, Adm nistratively disable the Preferred Egress Interface of the

DUT. This is the Convergence Event.

5. Measure First Route Convergence Tine.

6. Measure Full Convergence Ti ne.

7. Stop O fered Load.

8. Measur e Rout e- Specific Convergence Tines, Loss-Derived
Convergence Time, Route Loss of Connectivity Periods, and Loss-

Derived Loss of Connectivity Period. At the sane tine neasure
nunber of | npaired Packets.
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9. Wait sufficient time for queues to drain.

10. Restart O fered Load.

11. Administratively enable the Preferred Egress Interface of the
DUT. .

12. Measure First Route Convergence Tine.

13. Measure Full Convergence Tine.

14. Stop O fered Load.

15. Measure Route-Specific Convergence Tinmes, Loss-Derived
Convergence Tinme, Route Loss of Connectivity Periods, and Loss-
Derived Loss of Connectivity Period. At the sane tine neasure
nunber of | npaired Packets.

8.3.2. Convergence Due to Cost Change
bj ecti ve

To obtain the | GP convergence neasurenents for route cost change

Procedure

1. Advertise an | GP topol ogy from  Tester to DUT using the topol ogy
shown in Figure 1.

2. Send Offered Load from Tester to DUT on ingress interface.

3. Verify traffic is routed over Preferred Egress Interface.

4, The Tester, enulating the neighbor node, increases the cost for
all 1GP routes at Preferred Egress Interface of the DUT so that
t he Next-Best Egress Interface becomes preferred path. The
updat e nessage advertising the higher cost MJST be a single
unf ragnment ed packet. This is the Convergence Event. The Tester
MAY record the tinme it sends the update message advertising the
hi gher cost on the Preferred Egress Interface.

5. Measure First Route Convergence Tine.

6. Measure Full Convergence Ti ne.

7. Stop O fered Load.
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8. Measur e Rout e- Speci fic Convergence Tines, Loss-Derived
Convergence Time, Route Loss of Connectivity Periods, and Loss-
Derived Loss of Connectivity Period. At the sane tine neasure
nunber of | npaired Packets.

9. Wait sufficient time for queues to drain.
10. Restart O fered Load.

11. The Tester, enul ating the nei ghbor node, decreases the cost for
all 1GP routes at Preferred Egress Interface of the DUT so that
the Preferred Egress Interface beconmes preferred path. The
updat e nessage advertising the | ower cost MJST be a single
unf ragnment ed packet.

12. Measure First Route Convergence Tine.
13. Measure Full Convergence Tine.
14. Stop O fered Load.

15. Measure Route-Specific Convergence Tinmes, Loss-Derived
Convergence Tinme, Route Loss of Connectivity Periods, and Loss-
Derived Loss of Connectivity Period. At the sane tine neasure
nunber of |npaired Packets.

Di scussi on

To neasure convergence tine, traffic SHOULD start dropping on the
Preferred Egress Interface on the instant the cost is changed by the
Tester. Alternatively the Tester SHOULD record the tinme the instant
the cost is changed and traffic | oss SHOULD only be measured on the
Next - Best Egress Interface. For |oss-derived benchmarks the tine of
the Start Traffic Instant SHOULD be recorded as well. See Section
4. 1.

9. Security Considerations

Benchmarking activities as described in this nmeno are linmted to
technol ogy characterization using controlled stinuli in a |aboratory
environnment, w th dedi cated address space and the constraints
specified in the sections above.

The benchmar ki ng network topology will be an independent test setup
and MUST NOT be connected to devices that may forward the test
traffic into a production network, or msroute traffic to the test
managemnment networ K.
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10.

11.

12.

12.

Further, benchmarking is performed on a "bl ack-box" basis, relying
sol ely on measurenents observabl e external to the DUT/ SUT.

Speci al capabilities SHOULD NOT exist in the DUT/SUT specifically for
benchmar ki ng purposes. Any inplications for network security arising

fromthe DUT/ SUT SHOULD be identical in the lab and in production
net wor ks.
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