I nt ernet Engi neering Task Force M Hanilton

I nternet-Draft Br eaki ngPoi nt Syst ens
I ntended status: |nformational S. Banks
Expi res: Septenmber 15, 2011 Ci sco Systens

March 14, 2011

Benchmar ki ng Met hodol ogy for Content-Aware Network Devices
draft - ham | t on- bmwg- ca- bench- net h- 06

Abst r act

The purpose of this docunment is to define a set of test scenarios

whi ch may be used to create a series of statistics that will help to
better understand the perfornmance of network devices that operate at
nework | ayers above IP. Mre specifically, these scenarios are
designed to nost accurately predict performance of these devices when
subjected to nodern traffic patterns. This docunent will operate
within the constraints of the Benchmarki ng Worki ng Group charter,
namel y bl ack box characterization in a | aboratory environment.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on Septenber 15, 2011.
Copyright Notice

Copyright (c) 2011 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Legal
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
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to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1.

I nt roducti on

Cont ent - awar e and deep packet inspection (DPl) device penetration has
grown significantly over the | ast decade. No |onger are devices
simply using Ethernet headers and | P headers to nake forwarding
decisions. Devices that could historically be classified as

"statel ess’ or raw forwardi ng devi ces are now seeing nore DP
functionality. Devices such as core and edge routers are now bei ng
devel oped with DPlI functionality to make nore intelligent routing and
forwardi ng deci si ons.

The Benchmar ki ng Working G oup (BMAG has historically produced
Internet Drafts and Requests for Comrent that are focused
specifically on creating output netrics that are derived froma very
specific and wel |l -defined set of input paraneters that are conpletely
and unequi vocally reproducible fromtestbed to testbed. The end goa
of such nmethodol ogies is to, in the words of the BMAG charter "reduce
specnanshi p" from network equi prent manuf acturers(NEM s). Existing
BMAG work has certainly nmet this stated goal

Today, device sophistication has expanded beyond existing

met hodol ogi es, allow ng vendors to reengage in specmanship. [In order
to achieve the stated BMAG goal s, the nethodol ogi es designed to hold
vendors account abl e nust evolve with the enhanced device
functionality.

The BMAG has historically avoided the use of the term"realistic”
throughout all of its drafts and RFCs. Wile this docunent will not
explicitly use this term the end goal of the terninology and

nmet hodol ogy is to generate performance netrics that will be as close
as possible to equivalent nmetrics in a production environnment. It
shoul d be further noted than any nmetrics acquired froma production
net wor k MJUST be captured according to the policies and procedures of
the 1 PPM or PMOL wor ki ng groups.

An explicit non-goal of this docunent is to replace existing

met hodol ogy/term nol ogy pairs such as RFC 2544 [1]/RFC 1242 [2] or
RFC 3511 [3]/RFC 2647 [4]. The explicit goal of this docunment is to
create a nethodol ogy and term nol ogy pair that is nore suited for
noder n devi ces while conpl ementing the data acquired using existing
BMAG net hodol ogi es. Exi sting BMAG work general ly revol ves around
compl etely repeatabl e i nput stinulus, expecting fully repeatable
output. This docunent departs fromthis mantra due to the nature of
nmodern traffic and is nore focused on output repeatability than on
static input stinmulus.

Sone of the terns used throughout this draft have previously been
defined in "Benchmar ki ng Termi nol ogy for Firewall Performance" RFC
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2647 [4]. This docunment SHOULD be consulted prior to using this
docunent .

1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [5].

2. Scope

Cont ent - awar e devi ces take many forms, shapes and architectures.
These devi ces are advanced network interconnect devices that inspect
deep into the application payl oad of network data packets to do
classification. They nmay be as sinple as a firewall that uses
application data inspection for rule set enforcenent, or they may
have advanced functionality such as perforning protocol decodi ng and
validation, anti-virus, anti-spam and even application exploit
filtering.

It shall be explicitly stated that this nethodol ogy does not inply
the use of traffic captured fromlive networks and repl ayed.

This docunment is strictly focused on examni ni ng performance and
robust ness across a focused set of netrics that may be used to nore
accurately predict device performance when depl oyed i n nodern
networks. These netrics will be inplenentation i ndependent.

It should also be noted that the purpose of this docunment is not to
perform functional testing of the potential features in the Device/
System Under Test (DUT/SUT)[4] nor specify the configurations that
shoul d be tested. Various definitions of proper operation and
configuration may be appropriate within different contexts. Wile
the definition of these paraneters are outside the scope of this
docunent, the specific configuration of both the DUT and tester
SHOULD be published with the test results for repeatability and
conpari son purposes

While a list of devices that fall under this category will quickly
beconme obsolete, an initial list of devices that woul d be well served
by utilizing this type of nmethodol ogy shoul d prove useful. Devices
such as firewalls, intrusion detection and prevention devices,
application delivery controllers, deep packet inspection devices, and
uni fied threat nanagement systens generally fall into the content-
awar e cat egory.
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3. Test Setup

This docunment will be applicable to nost test configurations and will
not be confined to a discussion on specific test configurations.

Si nce each DUT/SUT will have their own unique configuration, users
MUST configure their device with the sane paraneters that woul d be
used in the actual deploynent of the device. The DUT configuration
MUST be published with the final benchmarking results. |f available,
command-line scripts used to configured the DUT SHOULD be published
with the final results.

The |ines between network boundaries are rapidly blurring. No |onger
are there just single and dual -homed devices; this nethodol ogy will
be based on a fully neshed network topol ogy. Organizations deploying
content-aware devices are doing so throughout their network
infrastructure. These devices inspect deep into the application flow
to performquality of service nonitoring, filtering, nmetering, threat
mtigation and nore.

Figure 1 illustrates a network topology that is fully meshed.
+-- -+ +-- -+ +-- -+
| TS | TS | TS
+-- -+ +-- -+ +-- -+

\ [ /
L +/
\ | |/
+--+ DUT/ | +---+
| TS | SUT | | TS
+---+ /] [\ +---+
R +\
/ | \
+-- -+ +-- -+ +-- -+
| TS | TS | TS
+o- -+ +o- -+ +o- -+

Fully Meshed Device
Figure 1: Fully Meshed Device
3.1. Test Considerations
3.2. dients and Servers
Cont ent - awar e devi ce testing SHOULD involve nultiple clients and
multiple servers. As with RFC 3511 [3], this nethodol ogy will use

the terns virtual clients/servers throughout. Sinilarly defined in
RFC 3511 [3], a data source may enulate nultiple clients and/or
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servers within the context of the same test scenario. The test
report MUST indicate the nunber of virtual clients/servers used
during the test. |In Appendix C of RFC 2544 [1], the range of IP
addresses assigned to the BMAG by the 1 ANA are listed. This address
range SHOULD be adhered to in accordance with RFC 2544 [1].
Additionally, section 5.2 of RFC 5180 [6] SHOULD be consulted for the
appropri ate address ranges when testing | Pv6-enabl ed configurations.

3.3. Traffic Generation Requirenents

The explicit purposes of content-aware devices vary w dely, but these
devi ces use informati on deeper inside the application flow to nake
decisions and classify traffic. This nethodology will not utilize
traffic fl ows representing application traffic, but will use the
shel s of these application flows for benchmarki ng purposes. The
term"Application Flow' is defined in RFC 2722 [7]. Using the shel
simply means sending arbitrary payl oad over the established session
rat her than actual application payl oad.

The test tool MJST be able to open TCP connections on multiple
destination ports and MJIST be able to direct UDP traffic to multiple
destination ports. The transport |ayer payload SHOULD be alternating
zeros and ones, but MAY be random

This docunment will illustrate an exanple nmix of what traffic may | ook
Iike on a sanple nodern network, though the authors understand that
no two networks | ook alike. |If a user of this nethodol ogy

understands the traffic patterns in their nodern network, that user
MAY use the framework for traffic specification to evaluate their
DUT.

3.4. Franmework for Traffic Specification
The followi ng tabl e MUST be specified for each application. 1In cases
where there are nultiple destination ports, they should be evenly
di stributed across.
0 Percentage of Total Bandw dth: 25%
0 Cdient Oiginated Fl ow Bandwi dth: 15%
0 Server Oiginated Fl ow Bandwi dt h: 85%
o Transport Protocol: TCP

0o Destination Port: 80
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0 Average Layer 4 Flow Size: 256 kB
3.5. Miltiple dient/Server Testing

In actual network deploynments, connections are being established
between multiple clients and nultiple servers simultaneously. Device
vendors have been known to optimi ze the operation of their devices
for easily defined patterns. The connection sequence ordering
scenarios a device will see on a network will likely be nuch |ess
determnistic. Thus, users SHOULD setup the test equipnent to issue
requests at randomto the virtual servers rather than in a

predi ctabl e round-robin fashion. This nethod will help to
appropriately reflect network depl oynment behavior in the test setup.

3. 6. Net wor k Addr ess Transl ati on

Many content-aware devi ces are capabl e of perform ng Network Address

Translation (NAT)[4]. |If the final deploynent of the DUT will have
this functionality enabled, then the DUT MJST al so have it enabl ed
during the execution of this methodology. It MAY be beneficial to

performthe test series in both nodes in order to determ ne the
performance differential when using NAT. The test report MJST
i ndi cate whet her NAT was enabl ed during the testing process.

3.7. TCP Stack Considerations

As with RFC 3511 [3], TCP options SHOULD remai n constant across all
devices under test in order to ensure truly conparable results. This
docunent does not attenpt to specify which TCP options should be
used, but all devices tested SHOULD be subject to the sane
configuration options.

3.8. Oher Considerations
Various content-aware devices will have wi dely varying feature sets.
In the interest of representative test results, the DUT features that
will likely be enabled in the final deploynent SHOULD be used. This

met hodol ogy is not intended to advise on which features should be
enabl ed, but to suggest using actual deploynent configurations.

4. Benchmar ki ng Tests

4.1. Maxi mum Application Connection Establishment Rate
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4.1.1. bjective

To determ ne the maxi numrate through which a device is able to
establish application-specific sessions as defined by RFC 2647 [4].

4.1.2. Setup Paraneters
The follow ng paranmeters MJST be defined for all tests:
4.1.2.1. Transport-Layer Paraneters

0 Aging Time: The time, expressed in seconds that the DUT will keep
a connection in its state table after receiving a TCP FIN or RST
packet .

0 Maxi num Segnent Size: The size in bytes of the |argest segnent
whi ch nay be sent over a TCP connecti on.

4.1.2.2. Application-Layer Paraneters

For each application protocol in use during the test run, the table
provided in Section 3.4 nust be published.

4.1.3. Procedure

The test SHOULD generate application network traffic that neets the
conditions of Section 3.3. The traffic pattern SHOULD begin with an
application session establishnment rate of 10% of expected maxi num
The test SHOULD be configured to increase the attenpt rate in units
of 10 up through 110% of expected maxi nrum The duration of each

| oadi ng phase SHOULD be at |east 30 seconds. This test MAY be
repeat ed, each subsequent iteration beginning at 5% of expected

maxi mum and i ncreasi ng session establishment rate to 10% nore than

t he maxi num observed fromthe previous test run.

This procedure MAY be repeated any nunber of tines with the results
bei ng averaged toget her.

4.1.4. Measur enent

The following netrics MAY be determined fromthis test, and SHOULD be
observed for each application protocol within the traffic mx:

4.1.4.1. Maxi mum Application Connection Establishnent Rate
The test tool SHOULD report the naxi numrate at which application

connections were established, as defined by RFC 2647 [4], Section
3.7. This rate SHOULD be reported individually for each application
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protocol present within the traffic nix.

4.1.4.2. Application Connection Setup Time
The test tool SHOULD report the minimum nexi num and average
application setup time, as defined by RFC 2647 [4], Section 3.9.
This rate SHOULD be reported individually for each application
protocol present within the traffic nix.

4.1.4.3. Application Connection Response Tine
The test tool SHOULD report the minimum neaxi num and average
application session response tinmes. This netric is defined as the
time between when the first SYN was sent and the arrival of the

correspondi ng SYN-ACK. This netric does not apply for non
connecti on-based protocols.

4.1.4.4. Application Connection Tinme To C ose
The test tool SHOULD report the minimum maxi num and average
application session tine to close, as defined by RFC 2647 [4],
Section 3.13. This rate SHOULD be reported individually for each
application protocol present within the traffic mx.

4.1.4.5. Packet Loss

The test tool SHOULD report the nunber of network packets |ost or
dropped from source to destination

4.1.4.6. Application Latency
The test tool SHOULD report the m nimum maxi num and average anount
of time an application packet takes to traverse the DUT, as defined
by RFC 1242 [2], Section 3.13. This rate SHOULD be reported
individually for each application protocol present within the traffic
n x.

4.2. Application Throughput

4.2.1. Objective

To determ ne the maxi numrate through which a device is able to
forward bits when using stateful applications.

4.2.2. Setup Paraneters

The follow ng paranmeters MJST be defined and reported for all tests:
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4.2.2.1. Par anmet ers

The sane transport and application paraneters as described in
Section 4.1.2 MJST be used.

4.2.3. Procedure

This test will attenpt to send application data through the device at
a session rate of 30% of the maxi num established as observed in
Section 4.1. This procedure MAY be repeated with the results from
each iteration averaged together.

4.2.4. Measur enent

The following netrics MAY be determined fromthis test, and SHOULD be
observed for each application protocol within the traffic mx:

4.2.4.1. Maxi mum Thr oughput

The test tool SHOULD report the minimum maxi num and average
application throughput.

4.2.4.2. Packet Loss

The test tool SHOULD report the number of network packets |ost or
dropped from source to destination

4.2.4.3. Application Connection Setup Tine

The test tool SHOULD report the minimum neaxi num and average
application setup time, as defined by RFC 2647 [4], Section 3.9.
This rate SHOULD be reported individually for each application
protocol present within the traffic m x.

4.2.4.4. Application Connection Response Tine

The test tool SHOULD report the minimum nmaxi num and aver age
application session response times. This netric is defined as the
time between when the first SYN was sent and the arrival of the
correspondi ng SYNNACK. This nmetric does not apply for non-connection
oriented protocols.

4.2.4.5. Application Connection Tinme To C ose
The test tool SHOULD report the m nimum nmaxi num and average
application session tine to close, as defined by RFC 2647 [4],

Section 3.13. This rate SHOULD be reported individually for each
application protocol present within the traffic mx.
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4.2.4.6. Application Latency

The test tool SHOULD report the m nimum maxi num and average anount
of tinme an application packet takes to traverse the DUT, as defined
by RFC 1242 [2], Section 3.13. This rate SHOULD be reported
individually for each application protocol present within the traffic
m X.

4.3. Malicious Traffic Handling
4,.3.1. Objective

To determine the effects on performance that nalicious traffic may
have on the DUT. Wile this test is not designed to characterize
accuracy of detection or classification, it MAY be useful to record
t hese neasurenents as specified bel ow

4.3.2. Setup Paraneters

The sane paraneters nmust be used for Transport-Layer and Application
Layer Paraneters previously specified in Section 4.1.2 and

Section 4.2.2, respectively. Additionally, the follow ng paraneters
MUST be defined and reported for all tests:

0 Attack List: Alisting of the malicious traffic that was generated
by the test.

4.3.3. Procedure

This test will utilize the procedures specified previously in
Section 4.1.3 and Section 4.2.3. \When perforning the procedures
listed previously, during the steady-state tinme, the tester should
generate nmalicious traffic representative of the final network
depl oynent. The mix of attacks MAY include software vulnerability
exploits, network wornms, back-door access attenpts, network probes
and other nmalicious traffic.

If a DUT may be run with and without the attack mitigation, both
procedures SHOULD be run with and w thout the feature enabled on the
DUT to determine the affects of the nmalicious traffic on the baseline
metrics previously derived. |f a DUT does not have active attack
mtigation capabilities, this procedure SHOULD be run regardl ess.
Certain malicious traffic could affect device performance even if the
DUT does not actively inspect packet data for malicious traffic.
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4. 3. 4. Measur enent

The metrics specified by Section 4.1.4 and Section 4.2.4 SHOULD be
deternmined fromthis test.

4.4, Malformed Traffic Handling
4.4.1. bjective

To determine the effects on performance and stability that mal forned
traffic nmay have on the DUT.

4.4.2. Setup Paraneters

The sane paraneters nmust be used for Transport-Layer and Application
Layer Paraneters previously specified in Section 4.1.2 and
Section 4.2.2.

4.4.3. Procedure

This test will utilize the procedures specified previously in
Section 4.1.3 and Section 4.2.3. Wen performng the procedures
listed previously, during the steady-state tinme, the tester should
generate malformed traffic at all protocol layers. This is conmonly
known as fuzzed traffic. Fuzzing techniques generally nodify
portions of packets, including checksumerrors, invalid protoco
options, and inproper protocol conformance. This test SHOULD be run
on a DUT regardl ess of whether it has built-in mtigation
capabilities.

4.4.4. Measurenent
For each protocol present in the traffic mx, the nmetrics specified
by Section 4.1.4 and Section 4.2.4 NMAY be determ ned. This data may
be used to ascertain the effects of fuzzed traffic on the DUT.

5. Appendi x A: Exanpl e Test Case

Thi s appendi x shows an exanple case of a protocol m x that nmay be
used with this nethodol ogy.
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6. | ANA Consi derations
This meno includes no request to | ANA

Al'l drafts are required to have an | ANA consi derations section (see
the update of RFC 2434 [8] for a guide). |If the draft does not
require 1ANA to do anything, the section contains an explicit
statement that this is the case (as above). |If there are no
requirenents for I ANA, the section will be renoved during conversion
into an RFC by the RFC Editor

7. Security Considerations

Benchmarking activities as described in this meno are limted to
technol ogy characterization using controlled stinuli in a |aboratory
environnment, w th dedi cated address space and the other constraints
RFC 2544 [1].

The benchmar ki ng network topology will be an independent test setup
and MUST NOT be connected to devices that may forward the test
traffic into a production network, or msroute traffic to the test
managenent networ k
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