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1.

I nt roducti on

G obal | Pv4 addresses are running out fast. Meanwhile, the demand
for 1P address is still growing and may even burst in potential
circunstances |like "Internet of Things". To satisfy the end users,
operators have to push IPv6 to the front, by building | Pv6é networks
and providing | Pv6 services.

When | Pv6-only networks are w dely depl oyed, users of those networks
will probably still need |IPv4d connectivity. This is because part of
Internet will stay IPv4-only for a long tinme, and network users in

| Pv6-only networks will conmmunicate with network users sited in the
| Pv4-only part of Internet. This demand coul d eventually decrease
with the general 1Pv6 adoption.

Net wor k operators should provide | Pv4 services to I Pv6 users to
satisfy their demand, usually through tunnels. This type of |Pv4
services differ in provisioned |IPv4 addresses. |f the users can't
get public IPv4 addresses (e.g., new network users join an | SP which
don’t have enough unused | Pv4 addresses), they have to use private

| Pv4 addresses on the client side, and | Pv4-private-to-public
translation is required on the carrier side, as is described in Dual -
stack Lite[l-D.ietf-softwire-dual-stack-lite]. Gherwi se the users
can get public |IPv4 addresses, and use themfor |Pv4 comunication
In this case, translation on the carrier side won't be necessary.
The network users and operators can avoid all the issues raised by
transl ati on, such as ALG NAT traversal, state maintenance, etc

Note that this "public IPv4" situation is actually quite comon.
There're approxi matively 2732 network users who are using or can
potentially get public |IPv4 addresses. Mst of themwill switch to
| Pv6 sooner or later, and will require | Pv4 services for a
significant period after the switching. This draft focuses on this
situation, i.e., to provide |IPv4 access for users in |IPv6 networks,
where public I Pv4 addresses are still available for allocation.
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2. Requirenents | anguage
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

Cui, et al. Expi res January 9, 2012 [ Page 4]



Internet-Draft Public 4over6 July 2011

3. Ternmninol ogy

Public 4over6: Public 4over6 is the mechani sm proposed by this draft.
General ly, Public 4over6 supports bidirectional communication between
| Pv4 Internet and | Pv4 hosts or local networks in | Pv6 access
network, by |everaging |Pv4-in-1Pv6 tunnel and public |Pv4 address

al | ocati on.

4over6 initiator: in Public 4over6 nmechanism 4over6 initiator is the
IPv4-in-1Pv6 tunnel initiator |ocated on the user side of |Pv6
network. The 4over6 initiator can be either a dual -stack capabl e
host or a dual-stack CPE device. |In the forner case, the host has
both I Pv4 and | Pv6 stack but is provisioned with | Pv6 access only.

In the |latter case, the CPE has both IPv6 interface for access to | SP
network and I Pv4 interface for | ocal network connection; hosts in the
| ocal network can be | Pv4-only.

4over6 concentrator: in Public 4over6 nechanism 4over6 concentrator
is the | Pv4-in-1Pv6 tunnel concentrator |located in |IPv6 | SP network.
It’s a dual -stack router which connects to both the | Pv6 network and
| Pv4 I nternet.
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4.

4.

1.

Depl oynment scenario
Scenari o and requirenents

The general scenario of Public 4over6 is shown in Figure 1. Users in
an | Pv6 network take | Pv6 as their native service. Sone users are
end hosts which face the ISP network directly, while others are loca
net wor ks behi nd CPEs, such as a home LAN, an enterprise network, etc.
The 1 SP network is IPv6-only rather than dual -stack, which nmeans that
ISP can’t provide native |Pv4 access to its users; however, it’'s
acceptabl e that one or nore routers on the carrier side becone dual -
stack and get connected to IPv4 Internet. So if network users want
to connect to I Pv4, these dual-stack routers will be their
"entrances".

oo e e e e eie oo s +
| | Pv6 | SP Net wor k |
R e, + |
| host: | |
[initi-]| [
|ator | R R +
R + | 4over6 | | | Pv4
[ | Pv4-in-1Pv6 | Concen-|---| Internet
e R + |[trator | | |
|l ocal 1Pv4|--|CPE | +o---- - + e +
| network | Jiniti-]| |
SRR + |ator | [
e + |
I I
o m e e e e e oo - +

Figure 1 Public 4over6 scenario

Before getting into any technical details, the comrunication

requi renents should be stated. The first one is that, 4over6 users
require I Pv4-to-1Pv4 communication with the I1Pv4 Internet. An |Pv4
access service is needed rather than an I Pv6-to-I1Pv4 translation
service. (IPv6-to-I1Pv4 communication is out of the scope of this
draft.)

Second, 4over6 users require public | Pv4 addresses rather than
private addresses. Public |IPv4 address neans there’s no | Pv4 CGN
along the path, so the acquired IPv4 service is better. In
particul ar, sonme hosts nmay be application servers, public address
wor ks better for reasons like straightforward access, direct DNS
registration, no stateful mapping nmai ntenance on CGN, etc. For the
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di rect-connected host case, each host should get one public |IPv4
address. For the local |Pv4 network case, the CPE can get a public
| Pv4 address and runs an | Pv4 NAT for the local network. Here a
local NAT is still nuch better than the situation that involves a
CGN, since this NAT is in local network and can be configured and
managed by the users.

Third, translation is not preferred in this scenario. |If this |IPv4-
to-1Pv4 comunication is achieved by I Pv4-1Pv6 translation, it’'ll
need doubl e translation along the path, one fromIPv4 to I Pv6 and the
other fromIPv6 back to IPv4. This would be quite conplicated,
especially in addressing. Contrarily a tunnel can achi eve the |Pv4-
over-1Pv6 traversing easily. That's the reason this draft foll ows
the hub and spoke softwi re nodel

Moreover, the | SP probably would like to keep their IPv4 and | Pv6
addressi ng and routing separated when provisioning | Pv4 over |Pv6.
Then the | SP can nanage the native | Pv6 network nore easily and

i ndependently, and also provision IPv4d in a flexible, on-denmand way.
The cost is that the concentrator needs to mmintain per-user address
mappi ng state, which would be described in detail

4. 2. Use cases

Public 4over6 can be applicable in several practical cases. The
first one is that ISPs which still own enough |Pv4 addresses swtch
to IPv6. The |ISPs can depl oy public 4over6 to preserve |Pv4 service
for the custoners. This case is actually quite conmon. The mgjority
of the wired end users today get Internet access with public |Pv4
address. \When their ISPs switch to | Pv6, these users can still use

t he same anmobunt of | Pv4 addresses for |Pv4 access. Public 4over6 can
| everagi ng these addresses and offer tunneled | Pv4 access.

The second case is | SPs which don't have enough | Pv4 addresses any
nmore switch to I Pv6. For these |ISPs, dual-stack lite is so far the
nmost mature solution to provision | Pv4 over |IPv6. [|n dual-stack
lite, end users use private |Pv4 addresses, experience a 44CGN and
hence some service degradation. As long as the end users use public
| Pv4 addresses, all CGN issues can be avoided and the | Pv4 service
can be full bi-directional. In other words, Public 4over6 can be
depl oyed along with DS-lite, to provide a val ue-added service
Common users adopt DS-lite to conmunicate with | Pv4 whil e high-end
users adopt Public 4over6. The two nechani sns can actually be
coupl ed easily.

There is also a special situation in the second case that the end

users are I Pv4 application servers. |In this situation, public
address brings significant convenience. The DNS registration can be
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di rect using dedi cated address; the access of application clients can
be straightforward with no translation; there’s no need to reserve
and mai ntai n address mappi ng on the CGN, and no well-known port
collision will cone up. So it’s better to have servers adopt Public
4over6 for | Pv4 access when they're located in | Pv6 network.

Foll owi ng the principle of Public 4over6, it's also possible to

achi eve address multipl exi ng and save | Pv4 addresses. There're
already efforts on this subject, see

[1-D. cui-softwire-bd-transl ated-ds-lite] and [I-D.sun-v6ops-I|aft6].
The basic idea is that instead of allocating a full |Pv4 address to
every end user, the |SP can allocate an | Pv4 address with restricted
port range to every end user.

Besides, the draft would like to be explicit about the scope of

di rect-connected host case and CPE case. The host case is clear: the
host is directly connected to | Pv6 network, but the protocol stack on
the host support IPv4 too. As to the CPE case, this draft would like
to only focus on the case that the I ocal network behind the CPE is
private IPv4. |If the users want to run public IPv4 into the |oca
networ k, then they can either run dual-stack in the | ocal network and
turn into host case(likely honme LAN situation), or they can acquire
address blocks fromthe ISP and build configured tunnel or softwire
mesh[ RFC5565] with the | SP network(likely enterprise network
situation). TC can be inplenmented to be conpatible with the latter
case too, though.
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5. Public 4over6 Mechani sm
5.1. Address allocation and mappi ng nmai nt enance

Public 4over6 can be generally considered as | Pv4-over-1Pv6 hub and
spoke tunnel using public | Pv4 address. Each 4over6 initiator will
use public |IPv4 address for |Pv4-over-IPv6 comunication. As is
descri bed above, in the host initiator case, every host will get one
| Pv4 address; in the CPE case, every CPE will get one |Pv4 address,
which will be shared by hosts behind the CPE. The key probl em here
is | Pvd address allocation over |Pv6 network, fromI|SP device(s) to
separated 4over6 initiators.

There’'re two possibilities here. One is DHCPv4 over |Pv6, and the
other is static configuration. DHCPv4 over |IPv6 is achieved by
perform ng DHCPv4 on | Pv4-in-1Pv6 tunnel between |ISP device and
4over6 initiators. There do exist the DHCP encapsul ati on i ssue on
server side, see details and solutions in

[1-D.cui-softw re-dhcp-over-tunnel]. As to static configuration
4over6 users and the | SP operators shoul d negoti ate beforehand to
aut horize the I Pv4 address. Application servers usually falls into
this case. Public 4over6 supports both address allocation manners.
Actually, it is transparent to address allocation nethods.

Along with | Pv4 address allocation, Public 4over6 should nmaintain the
| Pv4-1 Pv6 address nmappings on the concentrator. |In this type of
address mapping, the I Pv4 address is the public I Pv4 address
allocated to a 4over6 initiator, and the | Pv6 addresses is the
initiator’s I Pv6 address. This mapping is used to provide correct
encapsul ati on destination address for the concentrator

The initiator sends "pinhole" packets to the concentrator
periodically, to install and renew the address mapping. A pinhole
packet is an |IPv4-in-1Pv6 packet, which uses the concentrator’s |Pv6
address as destination |IPv6 address, the initiator’s | Pv6 address as
source | Pv6 address, and the initiator’s | Pv4 address as source |Pv4
address. Vhen the concentrator receives such a packet, it'll resolve
the 1Pv4 and | Pv6 address information fromthe packet and trigger the
mappi ng. Since any | Pv4-in-1Pv6 data packet fromthe initiator
contains these exact informations, it can also serve as pinhole
packet. Then dedi cated pinhol e packets are sent out when there's no
data packets. Another possible way to maintain the address mapping
istorun PCP[I-D.ietf-pcp-base] while extending the protocol to
support applying for a full address. The follow ng sections describe
the mechani smw th the pinhol e nethod.

5.2. 4over6 initiator behavior
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4over6 initiator has an I Pv6 interface connected to the | Pv6 | SP
network, and a tunnel interface to support |Pv4-in-IPv6

encapsul ation. In CPE case, it has at |east one |IPv4 interface
connected to | Pv4 | ocal network.

4over6 initiator should | earn the 4over6 concentrator’s |Pv6 address
bef orehand. For exanple, if the initiator gets its |IPv6 address by
DHCPv6, it can get the 4over6 concentrator’s |Pv6 address through a
DHCPv6 option[l-D.ietf-softwire-ds-lite-tunnel-option].

5.2.1. Host initiator

When the initiator is a direct-connected host, it assigns the

al l ocated public IPv4 address to its tunnel interface. The host uses
this address for |1 Pv4 conmmunication. |If this address is allocated

t hrough DHCP, the host should support DHCPv4 over tunnel. After the
al | ocation, the host periodically sends pinhole packet to the
concentrator to install the address mapping and keep it alive.

For 1 Pv4 data traffic, the host perforns the IPv4-in-1Pv6
encapsul ati on and decapsul ati on on the tunnel interface. When
sendi ng out an | Pv4 packet, it perfornms the encapsul ation, using the
| Pv6 address of the 4over6 concentrator as the | Pv6 destination
address, and its own | Pv6 address as the | Pv6 source address. The
encapsul at ed packet will be forwarded to the I Pv6 network. The
decapsul ation on 4over6 initiator is sinple. Wen receiving an |Pv4-
in-1Pv6 packet, the initiator just drops the |IPv6 header, and hands
it to upper |ayer.

5.2.2. CPE initiator

The CPE case is quite sinmlar to the host initiator case. The CPE
assign the allocated | Pv4 address to its tunnel interface. The loca
| Pv4 network won't take part in the public IPv4d allocation; instead,
end hosts will use private | Pv4 addresses, possibly allocated by the
CPE. After the allocation, the CPE periodically sends pinhol e packet
to the concentrator to install the address mapping and keep it alive.

On data plan, the CPE can be viewed as a regular |1Pv4 NAT(using
tunnel interface as the NAT outside interface) cascaded with a tunne
initiator. For |Pv4 data packets received fromthe | ocal network

the CPE transl ates these packets, using the tunnel interface address
as the source address, and then encapsul ates the transl ated packet
into I Pv6, using the concentrator’s |IPv6 address as the destination
address, the CPE s | Pv6 address as source address. For |IPv6 data
packet received fromthe | Pv6 network, the CPE perforns decapsul ation
and | Pv4 public-to-private translation. As to the CPE itself, it
uses the public, tunnel interface address to comrunicate with the
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I Pv4 Internet, and the private, |IPv4 interface address to conmunicate
with the | ocal network.

5.3. 4over6 concentrator behavior

4over 6 concentrator represents the |IPv4-1Pv6 border router working as
the renote tunnel endpoint for 4over6 initiators, with its |IPv6
interface connected to the I Pv6 network, IPv4 interface connected to
the 1Pv4 Internet, and a tunnel interface supporting |IPv4-in-I1Pv6
encapsul ati on and decapsul ation. There’'s no CGN on the 4over6
concentrator, it won't performany translation function; instead,
4over 6 concentrator maintains an | Pv4-1Pv6 address mapping table for

| Pv4 data encapsul ation.

4over 6 concentrator maintains the address nmappi ng according to the
initiators’ demand. Wen receiving a pinhole packet froman
initiator, the concentrator reads the |Pv4 and | Pv6 source addresses
fromthe packet, install the mapping entry into the mapping table or
renew it if it already exists. Wen the lifetime of a mapping entry
expires, the concentrator deletes it fromthe table. So the
initiator should send pinhole packet with an interval shorter than
the lifetime of the mapping entry. The mapping entry is used to
provi de correct encapsul ati on destination address for concentrator
encapsul ation. As long as the entry exists in the table, the
concentrator can encapsul ate inbound | Pv4 packets destined to the
initiator, with the initiator’s | Pv6 address as | Pv6 destination

On the 1 Pv6 side, 4over6 concentrator decapsul ates |Pv4-in-1Pv6
packets coning fromd4over6 initiators. |t renoves the |IPv6 header of
every | Pv4-in-1Pv6 packet and forwards it to the IPv4 Internet. On
the 1 Pv4 side, the concentrator encapsul ates the | Pv4 packets
destined to 4over6 initiators. \Wen perfornmng the |Pv4-in-1Pv6
encapsul ati on, the concentrator uses its own | Pv6 address as the | Pv6
source address, uses the IPv4 destination address in the packet to

| ook up I Pv6 destination address in the address mapping table. After
t he encapsul ati on, the concentrator sends the | Pv6 packet on its |IPv6
interface to reach an initiator

The 4over6 concentrator, or its upstreamrouter should advertise the
| Pv4 prefix which contains the | Pv4 addresses of 4over6 users to the
| Pv4 side, in order to make these initiators reachable on | Pv4

I nternet.

Since the concentrator has to maintain the |Pv4-1Pv6 address napping
table, the concentrator is stateful in IP level. Note that this
table will be nmuch snaller than a CGN table, as there is no port

i nformation invol ved.
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6

Techni cal advant ages

Public 4over6 provides a nmethod for users in IPv6 network to
communicate with 1Pv4. |In nmany scenarios, this can be viewed as an
alternative to I Pv6-1Pv4 transl ati on mechani sms whi ch have wel | - known
limtations described in [ RFC4966]

Since a 4over6 initiator uses a public |IPv4 address, Public 4over6
supports full bidirectional conmunication between |Pv4 |Internet and
hosts/ |1 Pv4 networks in I Pv6 access network. |In particular, it
supports the servers in |Pv6 network to provide | Pv4 application
service transparently.

Public 4over6 provides | Pv4 access over |Pv6 network while keeps

| Pv4-1 Pv6 addressing and routing separated. Therefore the ISP can
manage the native IPv6 network independently w thout the influence of
| Pv4-over-1Pv6 requirenents, and also provision IPv4d in a flexible,
on-demand way.

Public 4over6 supports dynam c reuse of a single |Pv4d address between
mul ti pl e subscribers based on their dynam c requirenent of

communi cating with IPv4 Internet. A subscriber will request a public
| Pv4 address for a period of tine only when it need to conmuni cate
with IPv4 Internet. Besides, in the CPE case, one public |IPv4
address will be shared by the l|ocal network. So Public 4over6 can

i mprove the reuse rate of |Pv4 addresses.

Public 4over6 is suited for network users/1SPs which can still get/
provi de public I Pv4 addresses. Dual-stack lite is suited for network
users/ | SPs whi ch can no | onger get/provide public |IPv4d addresses. By
conbi ni ng Public 4over6 and Dual -stack lite, the |IPv4-over-1Pv6 Hub
and spoke probl em can be well sol ved.
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