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1.

I nt roducti on

G obal | Pv4 addresses are running out fast. Meanwhile, the demand
for 1P address is still growing and may even burst in potential
circunstances |like "Internet of Things". To satisfy the end users,
operators have to push IPv6 to the front, by building | Pv6é networks
and providing | Pv6 services.

When | Pv6-only network are wi dely depl oyed, users of those networks
will probably still need |IPv4d connectivity. This is because part of
Internet will stay IPv4-only for a long tinme, and network users in

| Pv6-only network will conmunicate with network users sited in the

| Pv4-only part of Internet. This need could eventually decrease with
the general |1Pv6 adoption

Net wor k operators should provide | Pv4 services to I Pv6 users to
satisfy their needs, usually through tunnels. This type of |Pv4
services differ in provisioned |IPv4 addresses. |f the users can't
get public IPv4 addresses (e.g., new network users join an | SP which
don’t have enough unused | Pv4 addresses), they have to use private

| Pv4 addresses on the client side, and | Pv4-private-to-public
translation is required on the carrier side, as is described in Dual -
stack Lite[l-D.ietf-softwire-dual-stack-lite]. Gherwi se the users
can get public |IPv4 addresses, and use themfor |Pv4 comunication
In this case, translation on the carrier side won't be necessary.
The network users and operators can avoid all the issues raised by
transl ati on, such as ALG NAT traversal, state maintenance, etc

Note that this "public IPv4" situation is actually quite comon.
There're approxi matively 2732 network users who are using or can
potentially get public |IPv4 addresses. Mst of themwill switch to
| Pv6 sooner or later, and will require | Pv4 services for a
significant period after the switching. This draft focuses on this
situation, i.e., to provide |IPv4 access for users in |IPv6 networks,
where public I Pv4 addresses are still available for allocation.
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2. Requirenents | anguage
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].
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3.

Ter ni nol ogy

Public 4over6: Public 4over6 is the mechani sm proposed by this draft.
General ly, Public 4over6 supports bidirectional communication between
| Pv4 Internet and | Pv4 hosts or local networks in | Pv6 access
network, by |everaging |Pv4-in-1Pv6 tunnel and public |Pv4 address

al | ocati on.

4over6 initiator: in Public 4over6 nmechanism 4over6 initiator is the
IPv4-in-1Pv6 tunnel initiator |ocated on the user side of |Pv6
network. The 4over6 initiator can be either a dual -stack capabl e
host or a dual-stack CPE device. |In the forner case, the host has
both I Pv4 and | Pv6 stack but is provisioned with | Pv6 access only.

In the |latter case, the CPE has both IPv6 interface for access to | SP
network and I Pv4 interface for | ocal network connection; hosts in the
| ocal network can be | Pv4-only.

4over6 concentrator: in Public 4over6 nechanism 4over6 concentrator
is the | Pv4-in-1Pv6 tunnel concentrator |located in |IPv6 | SP network.
It’s a dual -stack router which connects to both the | Pv6 network and
| Pv4 I nternet.
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4. Depl oynent scenario
4.1. Scenario description

The general scenario of Public 4over6 is shown in Figure 1. Users in
an | Pv6 network take | Pv6 as their native service. Sone users are
end hosts which face the ISP network directly, while others are loca
net wor ks behi nd CPEs, such as a home LAN, an enterprise network, etc.
The 1 SP network is IPv6-only rather than dual -stack, which nmeans that
ISP can’t provide native |Pv4 access to its users; however, it’'s
acceptabl e that one or nore routers on the carrier side becone dual -
stack and get connected to IPv4 Internet. So if network users want
to connect to |IPv4, these dual-stack routers will be their

"entrances".
S +
| | Pv6 | SP Net wor k |
R e, + |
| host: | |
[initi-]| [
|ator | R + L +
Fo----- + | 4over6 | | | Pv4
[ | Pv4-in-1Pv6 | Concen-|---| Internet
R I + |[trator | | |
|l ocal 1Pv4|--|CPE | +o---- - + e +
| network | Jiniti-]| |
Fome - + Jator | [
e + |
I I
e +

Figure 1 Public 4over6 scenario
4.2. Conmmuni cation requirenents

Before getting into any technical details, the conmmunication

requi renents should be stated. The first one is that, 4over6 users
require I Pvd-to-1Pv4d communication with the IPv4 Internet. An |Pv4
access service is needed rather than an | Pv6-to-1Pv4 translation
service. (IPv6-to-1Pv4 conmunication is out of the scope of this
draft.)

Second, 4over6 users require public |IPv4 addresses rather than
private addresses. Public |Pv4 address neans there’'s no | Pv4 CGN
along the path, so the acquired |Pv4 service is better. In
particul ar, some hosts nay be application servers, public address
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wor ks better for reasons like straightforward access, direct DNS
registration, no stateful mapping maintenance on CGN, etc. For the
di rect-connected host case, each host should get one public |IPv4
address. For the local IPv4 network case, there're actually two
subcases: one is that every CPE gets one public | Pv4 address while

| ocal networks remains private IPv4, the other is that end hosts in

| ocal networks get public |Pv4 addresses. In the first subcase,
though the CPE has to run an I Pv4 NAT, it’s still nuch better than
the situation that involves a CGN, since this NAT is in |l ocal network
and can be configured and nanaged by the users.

Third, translation is not preferred in this scenario. |If this |Pv4-
to-1Pv4 comunication is achieved by | Pv4-1Pv6 translation, it'll
needs double translation along the path, one fromlIPv4 to | Pv6 and
the other fromIPv6 back to IPv4. 1t’s quite conpli cated.

Contrarily a tunnel can achieve the | Pv4-over-IPv6 traversing easily.
That’'s the reason this draft follows the hub & spoke softw re nodel.

Cui, et al. Expi res Septenber 15, 2011 [ Page 7]



Internet-Draft Publ i c 4over6 March 2011

5. Public 4over6 Mechani sm
5.1. Address allocation

Public 4over6 can be generally considered as |Pv4-over-1Pv6 hub &
spoke tunnel using public | Pv4 address. Each 4over6 initiator will
use public |IPv4 address for |Pv4-over-IPv6 comunication. As is
descri bed above, in the host initiator case, every host will get one
| Pv4 address; in the NATed CPE case, every CPE will get one |Pv4
address, which will be shared by hosts behind the CPE; in the non- NAT
CPE case, every host behind the CPE will get one |Pv4 address.

The key problemhere is | Pv4 address allocation over |Pv6 network,
fromI|SP device(s) to separated 4over6 initiators. Native |Pv4d
address allocation is done either in a dynam c way throug DHCPv4, or
in a static way through nmanual configuration. Public 4over6 should
support both. DHCPv4 over | Pv6 can be achi eved upon | Pv4-in-I|Pv6
tunnel between | SP device and 4over6 initiators. As to manual
configuration, 4over6 users and the | SP operators should negotiate
bef orehand to authorize the I Pv4 address. In addition, in the non-
NAT CPE case, the address allocation should pass through the CPE
initiator and reach IPv4 hosts. This will require a DHCP rel ay
function on the CPE

Along with this address allocation, the concentrator needs to

mai ntai n the address mappi ngs between the allocated | Pv4 address and
| Pv6 address of 4over6 initiators. This is required to provide
correct destination address for encapsulation. There are severa
ways to nmaintain this mapping: DHCPv4-driven updating, traffic
snoopi ng and manual configuration. This draft recommends the first
way since it naturally supports bidirectional communication. The
next two subsection adopts the first method and describes it in
detail. A conparison with traffic snooping is given in section 5. 4.

5.2. 4over6 concentrator behavior

4over 6 concentrator represents the |IPv4-1Pv6 border router working as
the renote tunnel endpoint for 4over6 initiators, with its |IPv6
interface connected to the IPv6 network, IPv4 interface connected to
the IPv4 Internet, and a tunnel interface supporting |IPv4-in-1Pv6
encapsul ati on and decapsul ation. There’'s no CGN on the 4over6
concentrator, it won't performany translation function; instead,
4over 6 concentrator maintains an | Pv4-1Pv6 address mapping table for

| Pv4 data encapsul ati on.

4over6 concentrator is responsible for IPv4 address allocation to

4over6 initiators. For static allocation, the concentrator just
install the I Pv4-1Pv6 address mapping into the mapping table after
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negotiating with a 4over6 user, and del ete the mappi ng when the user
doesn’t need 4over6 anynmore. As to dynamic allocation, the
concentrator should either run a DHCPv4 server on the tunne
interface to dynamically allocate public addresses to 4over6
initiators, or performthe DHCPv4 relay functions and | eave the
actual address allocation job to a dedicated DHCPv4 server located in
IPv4. |In both cases, when allocating an address, the concentrator
should install an entry of the allocated |IPv4 address and the
initiator’s I Pv6 address into the address mapping table. This entry
shoul d be del eted when receiving a DHCP rel ease or reaching a | ease
expiration of that |Pv4 address. All these nmapping updates are
triggered by the DHCP process(see Figure 2). Note that in the DHCP
relay case, the relay should be extended to maintain the lifetinme of
address | eases.

The concentrator sends and recei ves DHCP packets using | Pv4-in-I1Pv6
tunnel. The difficulty here is that before DHCP address all ocation
is done, the initiator nmay not have an | Pv4 address, and the
concentrator doesn't have an | Pv4-1Pv6 mapping for |Pv4-in-1Pv6
encapsul ati on of the DHCP packets. So when the concentrator receives
an encapsul ated DHCP packet froman initiator, it should tenporarily
store the mapping between its | Pv6 source address and the MAC address
in DHCP payl oad. This napping will be used for encapsul ati on of

out goi ng DHCP packets. The concentrator should use the MAC address
in the payl oad of an outing DHCP packet to match the correct |Pv6
encapsul ati on destination address.

DHCP EVENT initi- concen- BEHAVI OR
at or trator
al l ocating a new | ---DHCPDI SCOVER-->| store | Pv6- MAC nappi ng
network address |<----- DHCPOFFER- - - |
| - - - DHCPREQUEST- - - >
| <----- DHCPACK- - - - - | install [Pv4-1Pv6 mappi ng
I : I
address renewal |---DHCPREQUEST--->| store |Pv6-MAC nmappi ng
| <----- DHCPACK- - - - - | wupdate lease lifetine
I : I
address rel ease |---DHCPRELEASE--->| delete |IPv4-1Pv6 napping
I : I
| ease expiration | no nessage | delete | Pv4-1Pv6 mapping

Fi gure 2 4over6 concentrator: DHCP behavi or

On the 1 Pv6 side, 4over6 concentrator decapsul ates |Pv4-in-1Pv6
packets coning fromd4over6 initiators. |t renoves the |IPv6 header of
every | Pv4-in-1Pv6 packet and forwards it to the IPvd Internet. On
the 1 Pv4 side, the concentrator encapsul ates the | Pv4 packets
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destined to 4over6 initiators. Wen perforning the |Pv4-in-1Pv6
encapsul ati on, the concentrator uses its own | Pv6 address as the | Pv6
source address. As to the IPv6 destination address, the concentrator
will look up the IPv4-1Pv6 address nmapping table, use the |Pv4
destination address of the packet to find the correct |Pv6 address.
After the encapsul ation, the concentrator sends the |IPv6 packet on
its IPv6 interface to reach an initiator

The 4over6 concentrator, or its upstreamrouter should advertise the
| Pv4 prefix which contains the | Pv4 addresses of 4over6 users to the
| Pv4 side, in order to make these initiators reachable on | Pv4

I nternet.

Since the concentrator has to maintain the |Pv4-1Pv6 address napping
table, the concentrator is stateful in IP level. Note that this
table will be nmuch snaller than a CGN table, as there is no port

i nformation invol ved.

5.3. 4over6 initiator behavior

4over6 initiator has an I Pv6 interface connected to the IPv6 | SP
network, and a tunnel interface to support |Pv4-in-IPv6
encapsulation. |In CPE case, it has at |least one |IPv4 interface
connected to | Pv4 | ocal network

4over6 initiator should | earn the 4over6 concentrator’s | Pv6 address
bef orehand. For exanple, if the initiator gets its |IPv6 address by
DHCPv6, it can get the 4over6 concentrator’s |Pv6 address through a
DHCPv6 option[l-D.ietf-softwire-ds-lite-tunnel-option].

5.3.1. Host initiator

When the initiator is a direct-connected host, it'll assign the

al | ocated public IPv4 address to its tunnel interface. |If the
address allocation is static, the host should negotiate with the ISP
operat or beforehand. The host should learn the | Pv4 address

provi sioned by the operator, and informthe operator its |Pv6
address, to install the address mapping on the concentrator.

Usual |y, a host gets the public |IPv4 address by DHCPv4 over an |Pv4-
in-1Pv6 tunnel. A standard DHCPv4 client on the host will run on the
tunnel interface to acquire |Pv4 address. Al the DHCPv4 packets
generated by the client will be encapsul ated and forwarded to the
4over 6 concentrator, and all the DHCPv4 replies fromthe concentrator
encapsulating in IPv6 will be decapsul ated by the tunnel interface
and handed to the DHCP client. This way the DHCP client can get a
dynanmic public I Pv4 address fromthe concentrator, and assign it to
the tunnel interface.
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For |1 Pv4 data traffic, the host perforns the IPv4-in-1Pv6
encapsul ati on and decapsul ati on on the tunnel interface, which has
its I Pv4 address al ready assigned. Wen sending out an |Pv4 packet,
it perforns the encapsul ation, using the I Pv6 address of the 4over6
concentrator as the | Pv6 destination address, and its own | Pv6
address as the I Pv6 source address. The encapsul ated packet will be
forwarded to the I Pv6 network. The decapsul ati on on 4over6 initiator
is sinmple. When receiving an | Pv4-in-1Pv6 packet, the initiator just
drops the I Pv6 header, and hands it to upper |ayer

5.3.2. NATed CPE as initiator

The NATed CPE case is quite like the host initiator case. The |Pv4
address all ocati on process between the CPE and the concentrator is

the sane with the corresponding process in host initiator case, and
the allocated I Pv4 address will be assigned to the tunnel interface
of the CPE. The local IPv4 network won't take part in the public

I Pv4 allocation; instead end hosts will use private | Pv4 addresses,
possi bly allocated by the CPE

On data plan, the NATed CPE can be viewed as a regular |Pv4 NAT(using
tunnel interface as the NAT outside interface) cascaded with a tunne
initiator. For |Pv4 data packets received fromthe |ocal network
the CPE transl ates these packets, using the tunnel interface address
as the source address, and then encapsul ates the transl ated packet
into I Pv6, using the 4over6 concentrator |Pv6 address as the
destination address, the CPE' s | Pv6 address as source address. For

| Pv6 data packet received fromthe I Pv6 network, the CPE perforns
decapsul ati on and | Pv4 public-to-private translation. As to the CPE
itself, it can use the public, tunnel interface address to

comrmuni cate with the IPv4 Internet, and the private, IPv4 interface
address to communi cate with the | ocal network.

5.3.3. non-NAT CPE as initiator

When the CPE doesn’t performa NAT function and end hosts in the

| ocal network get public I Pv4 addresses allocated fromthe
concentrator, the situation becones a little conplicated. To support
dynanmi c address allocation in this situation, the CPE should act as
an | Pv4 DHCP rel ay, relaying the DHCP requests and replies between
the host and the concentrator. Here the CPE s tunnel interface acts
as the "upper" interface of the relay, i.e., the CPE uses an | Pv4-in-
I Pv6 tunnel to forward DHCP nessages to and recei ve DHCP nessages
fromthe concentrator. The static allocation nethod is sinilar to
the former two case

The renaining problemis what kind of |Pv4 address does the CPE use.
The address of tunnel interface is only used by the CPE itself, so it
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could be a well-known | Pv4 address, just like B4's configuration in
DS-lite; O the CPE could get a public IPv4 address fromthe
concentrator and assigned it to the tunnel interface, in case that
the CPE has its own | Pv4 comunication denand. As to the |Pv4
interface connected to the local network, its address should be
reachable in the local network, i.e., in the same range of the hosts
addresses. So the CPE should get a public |IPv4 address fromthe
concentrator and assigned it to the IPv4d interface, or the ISP could
claima specific | Pv4 address fromits 4over6 DHCPv4 pool and assign
this unified address to every non-NAT CPE's IPv4 interface. 1In

ei ther case, the CPE should have its tunnel interface address and

I Pv4 interface address separated in different address ranges to avoid
confusion. Here different strategi es achieve different effects and
consume | Pv4 address to varying degrees. The authors would like to
remain this topic as an open issue in this version of draft.

On data plan, for |IPv4d data packets received fromthe | ocal network,
the CPE encapsul ates them and forward themto | Pv6 network. For |Pv6
dat a packet received fromthe | Pv6 network, the CPE perforns

decapsul ation and forward themto | Pv4 | ocal network. No translation
is requires since the end hosts use public addresses.

5.4. | Pv4-1Pv6 mappi ng mai ntai ni ng nmet hods
section 5.3 describes the address nmapping nmai ntaining wi th DHCP-

driven updating, in which DHCP process on the concentrator triggers
installation and deletion of |Pv4-1Pv6 address mappi ngs. Anot her way

to maintain the mapping is traffic snooping, i.e., record the address
mappi ng when decapsul ating | Pv4-in-1Pv6 data packets com ng from
4over6 initiators. In this way, the nmappings are installed based on

the actual traffic rather than DHCP. However, the shortage of this
method is that extra procedure is required to support inbound access.
Thi s happens when there’s no mapping exists on the concentrator for
an al l ocated | Pv4 address, either because there’s no outbound traffic
fromthis | P yet or because the earlier-installed napping has
expired, while packets fromthe |IPv4 Internet have already arrived on
the concentrator and tried to reach the corresponding IP. To solve
this problem the 4over6 initiator need to send keepalive "pinhol e"
packets to the concentrator, or uses a protocol simlar to
PCP[I-D.ietf-pcp-base]. This draft recomrends the DHCP-driven
updating nmethod since it’'s nore accurate and controllable, and
requires no extra procedure on the initiator

If an operator chooses the DHCP-driven updating method, the
concentrator need manual mapping configuration as well for static
configured 4over6 initiators. The traffic snooping nethod works for
both static and dynam c 4over6 initiators, though
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6

Techni cal advant ages

Public 4over6 provides a nmethod for users in IPv6 network to
communicate with 1Pv4. |In nmany scenarios, this can be viewed as an
alternative to I Pv6-1Pv4 transl ati on mechani sms whi ch have wel | - known
limtations described in [ RFC4966]

Since a 4over6 initiator uses a public |IPv4 address, Public 4over6
supports full bidirectional conmunication between |Pv4 |Internet and
hosts/ |1 Pv4 networks in I Pv6 access network. |In particular, it
supports the servers in |Pv6 network to provide | Pv4 application
service transparently.

Public 4over6 supports dynam c reuse of a single |Pv4d address between
mul ti pl e subscribers based on their dynam c requirenent of

communi cating with IPv4 Internet. A subscriber will request a public
| Pv4 address for a period of tine only when it need to conmunicate
with I Pv4 Internet. Besides, in the NATed CPE case, one public |Pv4d
address will be shared by the |ocal network. So Public 4over6 can

i mprove the reuse rate of |Pv4 addresses.

Public 4over6 is suited for network users/1SPs which can still get/
provi de public I Pv4 addresses. Dual-stack lite is suited for network
users/ | SPs whi ch can no | onger get/provide public |IPv4d addresses. By
comnbi ni ng Public 4over6 and Dual -stack lite, the |IPv4-over-1Pv6 Hub &
spoke probl em can be well sol ved.
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