I nternet Engi neering Task Force R Despres, Ed.
Internet-Draft RD- | Pt ech
I ntended status: Standards Track S. Mat sushi ma
Expi res: Septenmber 15, 2011 Sof t Bank
T. Mur akam

I P I nfusion

O Troan

Ci sco

March 14, 2011

| Pv4 Residual Depl oynment across |Pv6-Service networks (4rd)
| SP-NAT' s nade optiona
draft-despres-intarea-4rd-01

Abstract

This docunent specifies an automatic tunneling nechanism for
providing | Pv4 connectivity service to end users over a service
provider’s | Pv6 network. During the long transition period froml|Pv4
to I Pv6-only, a service provider’s network will have to support |Pv6,
but will also have to maintain sone |Pv4 connectivity for a nunber of
custoners, for both outgoing and i ncom ng connections, and for both
excl usive and shared | Pv4 addresses. The 4rd solution (IPv4 Residua
Depl oynment) is designed as a |ightweight solution for this.

In some scenarios, 4rd can dispense | SPs from supporting any NAT in
their networks. In some others it can be used in parallel wth NAT-
based sol utions such as DS-lite and/or NAT64/ DNS4.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Septenber 15, 2011
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1.

I nt roducti on

During the transition period fromIPv4d to | Pv6 Internet Service
Providers (1SP's), will deploy networks that are IPv6 only. Sone of
themwill do so while they still have to offer |Pv4 connectivity.
The |1 Pv4 service can be one or multiple |IPv4d addresses per end-user
or it can be an | Pv4 address shared anong multipl e end-users.

In this docunent, Internet Service Provider is used as a generic
term It includes DSL or Broadband service providers, nobile
operators, and private operators of networks of any sizes.

4rd (I Pv4 Residual Deploynment) is a generic |ightweight solution for
providing | Pv4 connectivity across an IPv6 only infrastructure. As
such, it is the reverse of 6rd (IPv6 Rapid Depl oynent) whose purpose
is torapidly introduce native |IPv6 connectivity across an | Pv4
network. It applies the same principles of automatic tunneling, an
stat el ess address mappi ngs between | Pv4 and | Pv6.

On the tradeoff scal e between efficiency of address sharing ratios
and sinplicity, 4rd is on the side of design and operationa

simplicity.

The 4rd mechani smtunnels |1 Pv4 over |Pv6 using an al gorithnic mapping
fromI|Pv4 addresses or | Pv4 addresses and ports to the | Pv6 addresses
used as tunnel endpoints. Depending on |SP constraints and poli cies,
4rd can be used either standal one, with NAT44’s in CE' s but no NAT in
| SP networks, or can co-exist with other mechanisnms in the network on
NAT's like DS-lite [I-D.ietf-softwi re-dual-stack-lite] or NAT64/ DNS64
[I-D.ietf-behave-v6v4-xlate-stateful] [I-D.ietf-behave-dns64].

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

Despres, et al. Expi res Septenber 15, 2011 [ Page 3]



Internet-Draft | Pv4 Resi dual Depl oynent (4rd) March 2011

3. Ternmninol ogy

4rd domai n ( Domai n):

4rd Border Relay (BR):

an | Pv6 routing network operated by an ISP and
conprising one or several 4rd BR s having the
same set of paraneters. It offers to its 4rd-
capabl e CE s global |1Pv4 connectivity, both
out goi ng and inconing, and with exclusive or
shared | Pv4 addresses.

A 4rd-capabl e router managed by the service
provider at the edge of a 4rd donmain. A BR has
an | Pv6-enabl ed interface connected to the ISP
network, and an IPv4 virtual interface acting
as an endpoint for the automatic 4rd tunnel
This tunnel (IPv4 in IPv6) is between the BR
and all CE s of the Donain.

4rd Custoner Edge (CE): A node at the border between a custoner

CE | Pv6 prefix:

CE | Pv6 address:

CE 4rd prefix:

Port-set |D:

network and the 4rd domain. This node has an

I Pv6 interface connected to the | SP network,
and a virtual IPv4 interface acting as the end-
poi nt of the automatic 4rd tunnel. This tunne
(IPv4 in IPv6) is between the CE and all other
CE's and all BR s of the Domain. It nmay be a
host, a router, or both.

The 1 Pv6 prefix assigned to a CE by ot her neans
than 4rd itself, and used by 4rd to derive a CE
4rd prefix.

In the context of 4rd, the I Pv6 address used to
reach a CE fromother CEEs and fromBR s. A CE
typically has another |Pv6 address, assigned to
it at its IPv6 interface without relationship
with 6rd.

The 4rd prefix of the CE. It is derived from
the CE | Pv6 prefix by a mapping rule according
to Section 4.3. Depending on its length, it is
an | Pv4 prefix, an |IPv4 address, or a shared

| Pv4 address followed by a Port-set ID
(Section 4.3.2).

In a CE 4rd prefix longer than 32 bits, bits
that followthe first 32. It algorithmcally
identifies a set of ports exclusively assigned
to the CE. As specified in Section 4.3.3, the
set can conprise up to 4 disjoint port ranges.
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Dormai n | Pv6 prefix: An | Pv6 prefix assigned by an ISP to a 4rd

domai n.

Domai n 4rd prefix: A 4rd prefix assigned by an ISP to the 4rd
domain. In typical operator applications, it
is an |Pv4 prefix. In aresidential site in

whi ch an al ready shared | Pv4 address has to be
shared even nore anong several hosts, it may
have nore than 32 bits.

CE i ndex: For a CE, the field that is comon to its CE
| Pv6 prefix and its CE 4rd prefix. In the
former, it follows the Domain IPv6 prefix. In

the latter, it follows the Domain 4rd prefix.

4. Protocol Specification
4.1. General Principles

The principle of the 4rd protocol is that |IPv4 packets, or in case of
shared | Pv4 addresses | Pv4 datagrans, traverse a 4rd domai n by neans
of automatic IPv4 in IPv6 tunnels. |Pv6 addresses of destination
tunnel endpoints are statelessly derived from | Pv4 destinations,
based on sonme mapping rule paraneters, in such a way that tunnels
between CE's follow direct I Pv6 paths (i.e. without having to go via
BR s). 1Pv4 destinations used for these mappings are either |Pv4d
addresses al one or | Pv4 addresses + ports dependi ng on whet her gl oba
addresses assigned to CE' s are exclusive or shared.

BR s and CE's MAY have the detail ed behaviors specified in the

followi ng sections. Different behaviors are however pernitted, but

they MJUST be equi val ent as far as exchanged packets are concer ned.
4.2. Mapping-Rul e Paraneters

Both CE's and BR s have to know the BR | Pv6 address of their domain
as well as, for each mapping rule, the foll ow ng paraneters:

o Donain | Pv6 prefix
o Domain 4rd prefix
0 |IPve-prefix length

0 Donmain IPv6 suffix (optional - default ::/0)
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4.3. Mapping Rul es
4.3.1. Froma CE IPv6 Prefix to a CE 4rd Prefix

A 4rd mapping rul e establishes a 1:1 napping between CE | Pv6 prefixes
and CE 4rd prefixes.

S LR CE I Pv6 prefix (max 64) -------------- >
Fom e e e e e e e e e m oo oo o e e e e e e e o oo +
| Domain | Pv6 prefix | CE i ndex

oo e e e e e e eeee oo - o e e e e e oo - +

<-- Domain IPv6 Prefix length -><--- CE index length --->:

N
\/

<--- CE index length --->:
T T +
| Dormain 4rd prefix | CE i ndex
B e e e e e e e e oo +
S CE 4rd prefix (max 47) -------- >

Figure 1: Froma CE IPv6 Prefix to a CE 4rd Prefix

A CE derives its CE 4rd prefix fromthe I1Pv6 prefix it has been

del egated on the |1 Pv6 network, using for this paraneters of the
applicable mapping rule. |f the domain has several mapping rules,
that which applies is that whose Donmain | Pv6 prefix is at the

begi nning of the CE IPv6 prefix. As shown in Figure 1, the CE 4rd
prefix is nmade of the Domain 4rd prefix followed by the CE index,
where the CE index is the remainder of the CE | Pv6 prefix after the
Domain | Pv6 prefix (the Iength of the Domain IPv6 prefix is defined
by the mapping rule).
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4. 3. 2. Froma CE 4rd Prefix to a Port-set |ID

Depending on its length, a CE 4rd prefix is either an IPv4 prefix, a
full IPv4 address, or a shared |Pv4 address followed by a Port-set ID
(Figure 2). If it includes a port set ID, this ID specifies which
ports are assigned to the the CE for its exclusive use

(Section 4.3.3).

<-- CE 4rd prefix length -->

- +- - -+
Shorter than 32 bits | | Pv4 prefix |
T +- - -+
Commmmmeeaao- Kl J >
<----- CE 4rd prefix length ----- >
S +
32 bits | Pv4 address
Fom e m e e e e e e e e e e e e am o +
Commmmmme oo 32 oo >
R CE 4rd prefix length ---------- >
T T Fommemeeeas +
33 to 47 bits | Pv4 shared address | Port-set |ID
Fom e e e e e e e e e e ee oo Fom e e e e - - +
S LR 32 - ><- max 15 -->

Figure 2: Variants of CE 4rd prefixes
4.3.3. Froma Port-Set IDto a Port Set

Each val ue of a Port-set |ID specifies which ports can be used by any
prot ocol whose header format starts with source and destination ports
(UDP, TCP, SCTP, etc.). Design constraint of the algorithmare the
fol | owi ng:

"Fairness with respect to special-val ue ports”
No port-set nmust contain any port fromO to 4095. (These ports,
whi ch have nore value than others in CSs, are nornally not used
in dynam c port assignnents to applications).

"Fairness with respect to the nunber of ports”

For a Port-set-1D s having the sanme length, all sets must have
the sane nunber of ports.
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"Exhaust i veness"
For a any Port-set-1D length, the aggregate of port sets
assigned for all values nust include all ordinary-value ports
(from4,096 to 16, 384).

If the Port-set IDhas 1 to 12 bits, the set conprises 4 port ranges.
As shown in Figure 3, each port range is defined by its port prefix,
made of a range-specific "head" followed by the Port-set ID. Head
values are in binary 1, 01, 001, and 0001. They are chosen to

excl ude ports 0-4095 and only them

<------- Port (16 bits) -------- >

B Tl T sl i S S S S S
Port-range a [ 1] x x x X X X X X| | OxF780 - OxF7FF
(head = 1) B S Tl i S S S S S

\ \

T S S i SN SN S
Port-range b |0 1] x x X X X X X X| | Ox7BCO0 - Ox7BFF
(head = 01) B S R i s S SR S S

\ \

B ol o s ks st S S S S S R S e
Port-range c [0 0 1]x x X X X X X X| | Ox3DEO - Ox3DFF
(head = 001) i R R R e Rt N s

\ \

B Tl T sl i S S S S S
Port-range d [0 00 1x x X X X X X X| | Ox1EFO - Ox1EFF
(head = 0001)  +-+-+-+-+-+=+=+-+- 4= +-+-+- +- +- +- +

<- head-><--Port-set |ID> I\

<-- Port-range prefix --><-tail-> [

Exanpl e of Port-ranges
if the Port-set IDis OxEF

Figure 3: From Port-set IDto Port ranges

In the Port-set ID has 13 bits, only the 3 port ranges are assigned,
havi ng heads 1, 01, and 001. |If it has 14 bits, only the 2 port
ranges having heads 1 and 01 are assigned. If it has 15 bits, only
the port range having head 1 is assigned. (In these three cases, the
smal | est port range has only one el enent).

NOTE: The port set assigned to a CE may be further subdivided by the
CE anong several functions such as the following: (1) an |IPv4d NAPT
(possibly configurable to do port forwarding, and possibly doing
dynanmi c port assignnents to hosts with UPnP and/ or NAT-PMP); (2) an
APl for applications in the CE that need dynam c port assignnents;
(3) a new 4rd BR which assigns to its CE s subsets of its own port
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set. How to chose anpbng these functions and/or conmbine themis
beyond the scope of this specification. Readers are referred to
docunents dealing with operational applicability in diverse
environnments, e.g. [draft-sun-intarea-4rd-applicability] prepared in
paral l el of this one.

4.3.4. Froman |Pv4 Address or | Pv4 address + Port to a CE | Pv6 address

Port-set ID
I

<--- CE 4rd prefix ---|->
B T T pe e, e
| I Pv4 shared address| ' |
e e e o B

<-mmmm - - >

e I +--{-+ ---------------------------------- +
| Domai n | Pv6 prefix| CE index| ' | 0
T oo - e +
S mex 64 ------------ >

S R T CE | Pv6 address (128) --------------------- >

Figure 4: Fromd4rd Prefix to I Pv6 address (shared | Pv4 address case)

In order to find whether a CE | Pv6 address can be derived from an
| Pv4 address, or an |Pv6 address + a port, a mapping rule has to be
found that natches the | Pv4 infornation

o |If a mapping rule has a length L of CE | Pv4 prefixes which does
not exceed 32 bits, there is a match if the | Pv4 address starts
with the Domain 4rd prefix. The CE 4rd prefix is then the first L
bits of the | Pv4 address.

o If a mapping rule has a length L of CE | Pv4 prefixes which exceeds
32 bits, the match can only be found with the | Pv4 address and the
port. For this, the port is exanmined to determ ne which port-
range head it starts with: 1, 01,001, or 0001. The N bits that
follow this head are taken as Port-set ID, where Nis the length
of Port set ID of the mapping rule. The CE 4rd prefix is then
made of the | Pv4 address followed by the Port-set |D.

If a match has been found, the CE I Pv6 prefix is then nade of the
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Domain | Pv6 prefix followed by bits of the CE 4rd prefix that
follow the Domain 4rd prefix, followed by the Domain | Pv6 prefix
of the mapping rule if there is one, and followed by 0's up to 128
bits to make a conplete | Pv6 address [RFC4291]. Figure 4
illustrates this process in the case of a shared |IPv4 address.

Encapsul ati on and Fragnent ati on Consi derations

For 4rd domain traversal, |Pv4 packets are encapsulated in | Pv6
packets whose Next header is set to 4 (i.e. [1Pvd4). |If fragnentation
of I Pv6 packets is needed, it is perforned according to [ RFC2460],
and as illustrated in Figure 5. Absent nore specific information,
the path MIU of a 4rd Domain has to be set to 1280 [ RFC2460].

e e +
| Pv4 packet
e N +
+o--- - []----tea- - [t -4+
| frag 1 | frag 2 | | frag n|
| Pv6 +o---- I Y I e +
fragmentati on extension : : : : :
\
|0 \| 48
Fom e o - +4--- - - []----+
| | Pv6 | frag 1 |
Fomm e - - - - - []----+
<---- I Pv6 path MIU --->:
S +4+- - - - - []----+
[ | Pv6 | frag 1 |
Fomm e - - - - - []----+
<---- |IPv6 path MIU --->
S ++--//--+
[ | Pv6 || frag n|
(R S e +

Figure 5: Fragmentation of |ong | Pv4d packets for Domain Traversa
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In domai ns where | Pv4 addresses are not shared, |Pv6 destinations are
derived from | Pv4 addresses al one. Thus, each |Pv4 packet can be
encapsul at ed and decapsul ated i ndependently of each other. 4rd
processing is conpletely stateless.

On the other hand, in domains where | Pv4 addresses are shared, BR s
and CE's can have to encapsul ate | Pv4 packets whose | Pv6 destinations
depend on destination ports. Precautions are needed, due to the fact
that the destination port of a fragnented datagramis avail able only
inits first fragnent. A sufficient precaution consists in
reassenbl i ng each datagramreceived in nultiple packets, and to treat
it as though it would have been received in single packet. This
function is such that 4rd is in this case stateful at the IP |ayer
(This is cormon with DS-1ite and NAT64/ DNS64 which, in addition, are
stateful at the transport layer.) At Domain entrance, this ensures
that all pieces of all received |IPv4 datagrans go to the right |Pv6
desti nati ons.

Anot her peculiarity of shared |IPv4 addresses is that, w thout
precaution, a destination could simnultaneously receive fromdifferent
sources fragnented datagrans that have the sane Datagram I D (the
Identification field of [RFCO791]). This would disturb the
reassenbly process. To elimnate this risk, BR s and CEE's SHOULD, in
dat agrans they receive from shared-I|Pv4-address CE' s, repl ace
received Datagram I D s by new ones. New val ues SHOULD be generat ed
as though these datagranms woul d have been created locally (and with
due respect of [RFCO791]). Note that replacing a DatagramID in an

| Pv4 header inplies an update of its Header-checksumfield, by adding
toit the one’s conplenent difference between the old and the new

val ues.

4.5. BR and CE behaviors
4.5.1. Domai ns having only One Mapping rule
(a) BR reception of an |IPv4 packet
Step 1 If the Iength of CE 4rd prefixes does not exceed 32 bits,
the BR proceeds to step 2. Oherw se, and unless the
packet contains a conplete | Pv4 datagram | Pv4 datagram
reassenbly is perforned. |If a conplete datagramis

avai l abl e, the BR proceeds to step 2 as though the
dat agram had been received in a single packet.
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Step 2

The BR checks that the | Pv4 source doesn’t start with the
Domain 4rd prefix, and that a CE | Pv6 address is
successfully derived fromthe | Pv4 destination. |In case
of success, the packet is encapsul ated and forwarded to
this CE | Pv6 address via the I Pv6 interface.

(b) BR reception of an |IPv6 packet

The BR checks that a CE | Pv6 address is successfully
derived fromthe source of the | Pv4d encapsul at ed packet,
and that the source address of the encapsul ating packet is
equal to it. In case of success: (1) if the length of CE
4rd prefixes exceeds 32 bits, the Datagram | D of the
packet is replaced by a locally generated one; (2) the

| Pv4 packet is forwarded via the IPv4 interface.

(c) CE reception of an |IPv4 packet

Step 1

Step 2

If the CE 4rd prefix of the CE does not exceed 32 bits and
the 1 Pv4 destination address starts with the Domain 4rd
prefix, the CE proceeds to step 2. Qherw se, and unless
the packet contains a conplete |Pv4 datagram | Pv4
datagramreassenbly is performed. |If a conplete datagram
is available, the BR proceeds to step 2 as though the

dat agram had been received in a single packet.

The CE tries tries to derive a CE | Pv6 address fromthe
| Pv4 destination. It then encapsul ates the | Pv4 packet
into an | Pv6 packet whose destination is this CE | Pv6
address, if one is obtained, or the BR | Pv6 address

ot herwi se.

(d) CE reception of an |1Pv6 packet (reassenbled if applicable)

The CE checks that a CE | Pv6 address is successfully
derived fromthe source of the | Pv4d encapsul ated packet,
AND that it is equal to the source address of the
encapsul ati ng packet. In case of success: (1) if the

I ength of CE 4rd prefixes exceeds 32 bits, the DatagramID
of the packet is replaced by a locally generated one; (2)
the 1 Pv4 packet is forwarded via the IPv4 interface.

4.5.2. Domains having Miultiple Mapping Rul es

Sone ISP will want to use 4rd in networks having several Donmain 4rd

prefi xes,

an/or several Domain | Pv6 prefixes, and/or assigning CE 4rd

prefixes of different lengths. For this several nmapping rules are

needed.
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A first possibility consists in establishing several 4rd domai ns,
each on having a single mapping rule. 1In this case, paths between
CE' s belonging to different 4rd domains go fromone domain to the
other in |IPv4, and cross two BR s.

A second possibility pernits direct |Pv6 paths between CE s by
supporting several mapping rules in a single domain, as described in
this section. At time of witing, whether this will be in the 4rd
specification a MAY, a SHOULD, or a MJST, remmins an open question

(a) BR reception of an |IPv4 packet

Step 1 If a mapping rule whose length of CE 4rd prefixes does not
exceed 32 bits applies to the | Pv4 destination, the BR
proceeds to step 2. Oherw se, and unl ess the packet
contains a conplete |IPv4 datagram |Pv4 datagram
reassenbly is perforned. |If a conplete datagramis
avai l abl e, the BR then proceeds to step 2 as though the
dat agram had been received in a single packet.

Step 2 The BR checks that the I Pv4 source doesn’'t start with the
Domain 4rd prefix of any rule. 1In case of success, the
packet is encapsulated and forwarded to this CE | Pv6
address via the | Pv6 interface.

(b) BR reception of an |1 Pv6 packet (reassenbled if applicable)
The BR checks that a CE | Pv6 address is successfully

derived fromthe source of the | Pv4d encapsul at ed packet,
and that the source address of the encapsul ating packet is

equal to it. In case of success, the BRtries to derive a
CE | Pv6 address fromthe destination of the encapsul ated
packet. In case of success: (1) if the source CE 4rd

prefix exceeds 32 bits, the Datagram I D of the packet is
replaced by a locally generated one; (2) the encapsul ating
packet is retransmtted via the IPv6 interface with this
CE | Pv6 address as destination (and the BR | Pv6 address as
source address); in case of failure, the |IPv4 packet is
decapsul ated and forwarded via the I Pv4 interface.

(c) CE reception of an |IPv4 packet

Step 1 If the CE 4rd prefix of the CE does not exceed 32 bits,
and a mapping rul e whose length of CE 4rd prefixes does
not exceed 32 bits applies to the I Pv4 destination, the CE
proceeds to step 2. Oherw se, and unl ess the packet
contains a conplete | Pv4d datagram |Pv4 datagram
reassenbly is performed. |f a conplete datagramis
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avai l abl e, the BR then proceeds to step 2 as though the
dat agram had been received in a single packet.

Step 2 The CE tries to derive a CE | Pv6 address fromthe | Pv4
destination. It then encapsulates the | Pv4 packet into an
| Pv6 packet whose destination is this CE | Pv6 address, if
one is obtained, or the BR | Pv6 address ot herwi se.

(d) CE reception of an |IPv6 packet (reassenbled if applicable)

The CE checks that a CE | Pv6 address is successfully
derived fromthe source of the | Pv4d encapsul ated packet,
and that it is equal to the source address of the
encapsul ati ng packet. In case of success: (1) if the
source CE 4rd prefix exceeds 32 bits, the Datagram | D of
the packet is replaced by a locally generated one; (2) the
| Pv4 packet is decapsulated and forwarded via the | Pv4

i nterface.

NOTE: Wth consistency check nmade between encapsul ated and

encapsul ating sources in BR s and CE' s when they received tunnel ed
packets, no CE can forward an invalid | Pv4 source address, or address
plus port, and have it forwarded at by the egress BRor CE  Yet, if
before tunneling a packet, a CE makes an additional check that the

| Pv4 source is consistent with the CE | Pv6 address, it can discard
invalid packets earlier than by leaving it to the egress BR or CE

At time of witing, whether this test can remain a MAY, or m ght
require a SHOULD or a MJUST renmmi ns an open question

5. 4rd Configuration

A CE can acquire 4rd parameters of its 4rd domain in various ways
manual configuration by an adm nistrator, software downl oad by the

| SP, a new DHCPv6 option, etc. This docunent describes howto
configure the necessary paraneters via a single DHCPv6 option. A CE
that allows | Pv6 configuration by DHCPv6 SHOULD i npl enent this
option. Qher configuration and managenent met hods, MAY use the
format described by this option for consistency and conveni ence of

i npl ementation on CEs that support nultiple configuration nethods.

The format of Figure 6 is proposed for the DCHPv6 option. It is
chosen to permit multiple mapping rules:
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<-2-><-2-><-- o m - n octets ----------------- >
R R cmmmm R cmmmm L
| . | n| parameter 1 | | Parameter j | |
R I R cmmmm R cmmmm +- L -+
rfr / |
option code / \
(TBD) B T e S
| . | k | parameter val ue
R R TR SR S
paraneter code <--- k octets -->

PARAMETER- CODES (i n Hexadeci mal )
0x10 : BR I Pv6 address
0x11 : Length of CE-1Pv6-prefixes
0x2m: Domain IPv6 prefix, with museful bits in |ast octet
Ox3m: Domain 4rd prefix, with museful bits in |ast octet
Ox4m: Domain IPv6 suffix, with museful bits in |ast octet

Figure 6: 4rd DHCPv6 option

In the paranmeter list the BR I1Pv6 address is first, followed by
paraneters of each rule. For each rule, the order is <Donain |Pv6
prefix, Domain |Pv4 prefix, Length of CE | Pv6 prefixes, Domain |Pv6
suffix (optional)>.

6. Security considerations
Spoofi ng attacks

Wth consistency checks between | Pv4 and | Pv6 sources that are
performed on |1 Pv4/1Pv6 packets received by BR s and CE s

(Section 4.5), 4rd does not introduce any opportunity for spoofing
attack that woul d not pre-exist in |Pv6.

Deni al - of -servi ce attacks

In 4rd domai ns where | Pv4 addresses are shared, the fact that |Pv4
dat agram reassenbly may be necessary introduces an opportunity for
DCS attacks (Section 4.4). This is inherent to address shari ng,
and is conmmon with other address sharing approaches such as DS-
lite and NAT64/ DNS64.

The best protection against such attacks is to accelerate |Pv6

enabl enent in both clients and servers so that, where 4rd is
supported, it is less and | ess used.
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9.

9.

Routi ng-1 oop attacks

Routi ng-1 oop attacks that may exist in some automatic-tunneling
scenarios are docunented in [I-D.ietf-v6ops-tunnel -loops]. They
cannot exist with 4rd because each BRs checks that the | Pv6 source
address of a received | Pv6 packet is a CE address (Section 4.5.1
(b) and Section 4.5.2 (b) />).

Attacks facilitated by restricted port sets

From hosts that are not subject to ingress filtering of [RFC2827],
sone attacks are possible by intervening with faked packets during
ongoi ng transport connections ([RFC4953], [RFC5961], [ RFC6056].
These attacks, that have mitigations of their own are easier wth
hosts that only use restricted port sets (they depend on guessing
which ports are currently used by target hosts). To avoid using
restricted port sets, the easiest approach consists in increasing
the proportion of connections that are |Pv6, i.e. using
unrestricted port sets.

| ANA Consi der ati ons

| ANA is requested to assign a DHCPv6 option nunber for 4rd
(Section 5).
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