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1. Introduction

The Host ldentity Protocol (HIP) is a |ID Locator separating
technology for Internet Protocol (IP) networks. It introduces a new
host identifier layer in the mddle of the network |ayer and the
transport layer so as to conprehensively address the issues of
mobility, multi- homing. Conpared with other |D/ Locator separating
technologies, H P is security integrited. The Host Identities (Hs)
of H P enable hosts are verifiable by using cryptographic

met hodol ogy. Particularly, H P provides a handshaki ng process for
H P hosts to authenticate each other and distribute symetric keys
for securing subsequent communi cation. Therefore, a H P host cannot
directly comruni cate with a | egacy host.

As core conponents of H P extensional solutions, H P proxies have
attracted increasing attention fromboth the industry and the
academia. A H P proxy is a mddl ebox | ocated between a | egacy host
and a H P enabl ed host for protocol transition. Under the assistance
of a H P proxy, a |legacy host can communicate with its desired H P
host wi thout updating its protocol stack

Currently, multiple research work is engaged in both design and
performance assessnent of HI P proxies. |In this docunent, we attenpt
to investigate several inportant designing solutions and conpare
their effectiveness in different scenarios. Actually, there has been
a detailed discussion of HP proxies in [ SALO5]. This docunment can
be regarded as a conpl enent of that paper. Sone new topics (e.qg.
the asymmetric path issues occurred in the | oad-bal anci ng nechani sns
for H P proxies and the necessity of extending the HP RR for H P
proxi es) are discussed in the draft. Theoretically, LHs and the HP
hosts which the LHs intend to comunicate with can be | ocated
anywhere in the network. However, in this document, w thout
mentioning otherwise, it is assunmed that | egacy hosts are | ocated
within a private network and H P hosts are located in the public
network, since this is the nost inportant scenario that H P proxies
are expected to support [SALO5].

The remai nder of this docunent is organized as follows. Section 2
lists the key term nol ogies used in this docunent. 1In section 3, the
essential functions of H P proxies are indicated, and a
classification of H P proxies is proposed to benefit subsequent
analysis. |In section 4, we analyze the issues that H P proxi es have
to face in constructing a Load Bal anci ng Mechani sm (LBM whi ch
facilitates communication initiated by LHs. Section 5 analyzes the

i ssues that HI P proxies in a LBM have to face if they also need to
support conmmunication initiated by HP hosts. |In section 6, we
investigate the issues that H P proxies have to deal with in
supporting dynam c | oad bal anci ng and redundancy. Section 7 provides
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a brief discussion about the influence brought by DNSSEC [ RFC4305] to
the depl oynment of HI P proxies. Section 8 is the conclusion of the
entire docunent. Section 9 is the security consideration

2. Term nol ogy
BEX: HI P Base Exchange
DI Proxy: DNS Inspecting Proxy
HA: HI P associ ation
LBM Load Bal anci ng Mechani sm
N-DI proxy: Non-DNS | nspecting Proxy

LHs: Legacy Hosts which are nmade up as H P hosts by H P proxies.

3. H P Proxies
3.1. Essential Functionality of H P Proxies

A primary function of H P proxies is to facilitate the conmunication
bet ween | egacy (or Non-H P) hosts and H P hosts while not nodifying
the host protocol stacks. 1In order to achieve this, a H P proxy
needs to intercept the packets transported between LHs and HI P hosts
before they arrive at their destinations. Upon capturing such a
packet, a HI P proxy needs to transfer it into the format which can be
recogni zed by the host which the packet aines to.

Assume a proxy captures a packet sent out by a LH If the packet is
destined to a HI P host, the proxy first tries to find out whether
there is an appropriate H P association (HA) in its |local database to
process the packet. |f the HA exists, the proxy then uses the key
mai ntained in the HA to encrypt the payload in the packet, transfer
the packet into the H P conpatible fromat, and forwardes it to the

H P host. However, if there is not a proper HA, the proxy needs to
use the H and HI' T assigned to the LHto carry out a H P Base
Exchange (BEX) and generate a new HA with the H P host. The newy
generated HA is then maintained in the | ocal database.

Simlarly, when processing a packet froma H P host, the proxy needs
to find a proper HA and use the keying material in the HA to decrypt
the packet, and thus the packet is transferred into an ordinary IP
packet and forwarded to the | egacy host.
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3.2. A Taxonony of H P Proxies

In practice, there are various design alternatives for H P proxies.
To benefit the analysis, in this docunent HI P proxies are classified
into DNS | ookups Intercepting Proxies (DI proxies) and Non- DNS

| ookups Intercepting Proxies (N-DI proxies). As indicated by the
nane, a DI proxy needs to intercept DNS | ookups in order to correctly
process the foll owup comunication between LHs and H P hosts, while
N- DI proxies do not have to.

Note that a DI proxy inplenentation may al so be able to intercept the
| ookup between a LH and a resolution server other than DNS. However
currently DNS is the only resolution nechani smdetail ed anal yzed and
extended to support H P comunication. Hence, DNS is only resol ution
mechani sm consi dered in this docunent.

To avoi d confusion, in the remai nder of this docunent, the terns

"l ookup" and "answer"are used in specific ways. A |ookup refers to
the entire process of translating a domain nane for a | egacy host.
The answer of a |ookup is the response froma resolution server which
term nates the | ookup

3.3. DI Proxies

Usual |y, before a | egacy host communicates with a renote host, the
| egacy host needs to consult a DNS server for the I P address of its
destination. On this prenmise, a DI proxy can effectively identify
the H P hosts which | egacy hosts nmay contact in near future by

i ntercepting DNS | ookups.

In practice, it is conmon to deploy one or multiple DNS resolvers for
a private network. A host in the private network can thus send its
queries to a resolver instead of conmunicating with authoritative DNS
servers directly. |If the resolver does not cache the inquired RRs,

it will try to collect themfromauthoritative DNS servers. |In a

| ookup process, a resolver may have to contact nmultiple authoritative
DNS servers before it eventually gets the desired DNS RRs.

On the occassions where a resolver is located out of a private
network, a HI P proxy |ocated at the border of the network can
intercept the DNS queries from LHs and then use the FQDNs obt ai ned
fromthe queries to initiate a new DNS | ookup to the resolver to

i nquire about the desired information (AAAA RRs, H P RRs, and etc.).
If the host that the | egacy host intends to comunicate with is H P
enabl ed, the DNS resolver will hand out a HP RR associated with an
AAAA RR to the proxy. After nmaintaining the needed information
(e.g., HITs, H's, and I Ps addresses of the H P hosts) in the |oca
dat abase for future usage, the proxy returns an answer with an AAAA
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RR to the | egacy host.

When the resolver is located inside the private network, conditions
are a little nore conplex. |If a proxy is deployed on the path
between LHs and the resolver, it can operate as sanme as what is
illustrated in the above paragraph. The proxi es which can be
deployed in this way are introduced in the remainder of this sub-
section. However, if a proxy is located at the border of the network
(i.e., inthe mddle of the resolvre and authoritative DNS servers),
the proxy has to intercept the DNS | ookups between the resol ver and
authoritative DNS servers. Because the resolver nmay have to contact
multiple authoritative DNS servers to get a desired answer, for
efficiency, the proxy can only inspect the responses from DNS
services and find out DNS answers. Because the answer of a DNS

| ookup does not contain any NS RR, it can be easily distinguished
fromthe internmedi ate responses. After identifying a DNS answer, a
DI proxy can |ocate the DNS server nmintaining the desired RRs from

t he packet header and identify the FQDN of the inquired host fromthe
packet payload. Then, the proxy initiates an independent |ookup to
the DNS server to check whether the host is H P enabled. |If it is,
the proxy maintains the information of the host for future usage and
returns an answer with an AAAA RR to the resol ver.

Besi des intercepting DNS | ookups, sone kinds of DI proxies al so
nodi fy the contents of the AAAA RRs in DNS answers to ehance the
efficiency or deploying flexibility. For instance, [RFC5338]
indicates that a H P proxy can returns H Ts rather than | P addresses
in DNS answers to LHs. Consequently, the data packets fromLHs to
H P hosts will use the H Ts of the H P hosts as destination
addresses. The H P proxy can then advertise a route of the HT
prefix to attract the packet for H P hosts. [PAT07] al so proposes a
proxy solution which requires a H P proxy to nmaintain an | P address
pool. VWhen sending a DNS answer to a LH, the proxy select an IP
address fromits pool and inserts it in the answer. The |egacy host
will regard this I P address as the I P address of the peer it intends
to comuni cate with. In the subsequent conmunication, when the host
sends a packet for the renote H P host, it will use the |P address
assigned by the proxy as the destination address. Therefore, the HP
proxy can intercept the packets for the H P hosts by advertising the
routes of the IP addresses in its pool. In the renainder of this
docunent, these two types of proxies are referred to as DI-H T
proxi es and Dl - NAT proxies respectively, and the DI proxies which do
not nodify the contents of DNS answers (i.e., return the |P addresses
of HIP hosts in answers) are referred to as DI-transparent proxies.

Conpared with DI-H T and DI - NAT proxies, Dl -transparent proxies show

their Iimtations in nultiple aspects. For instance, it is a
practical solution for a LH to publish the IP address of its proxy in
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its DNS AAAA RR so that the packets for the host will be directly
forwarded to the proxy. Therefore, when a LH served by a Dl -
transparent proxy attenpts to conmmunicate with two renote LHs served
by a sane HIP proxy, it is difficult for the host to distinguish one
renote host fromthe other as they both use the sane |P address. In
addition, DI-transparent proxies cannot work properly in the
circunstance where H P hosts renunber their |P addresses during the
communi cati on due to, e.g., mobility or re-homing. For DI-H T or DI-
NAT proxies, these issues can be largely mtigated as the IP
addresses of H P hosts will never be used by DI -H T or DI-NAT proxies
to identity hosts.

Moreover, it is difficult for DI-transparent proxies to advertise
routing information to attract the packets transported between LHs
and renote H P hosts. Consequently, they can be only deployed at the
borders of private networks. DI-H T (or D -NAT) proxies, however,
can easily attract the packets for H P hosts to thensel ves because

t he packets destined to HI P hosts use H Ts (or the |IP addresses

sel ected frompools) as their destination addresses. Hence, they can
| ocate inside the networks. Therefore, in private networks which
resolvers are located inside, DI-H T or DI -NAT proxies can be

depl oyed on the path between the resolvers and LHs and reduce the
overhead on the proxies inposed by intercepting DNS | ookups.

It is recomrended to use DNSSEC [ RFC4305] to prevent attackers from
tanpering or forging DNS | ookups between resol vers and DNS server.
This solution may affect the deploynment of H P proxies. For
instance, DI-H T and DI - NAT proxies need to nodify the contents of
DNS answers, and thus they should be only depl oyed on the path

bet ween | egacy hosts and their resolvers if DNSSEC i s depl oyed.
Therefore, a DI-H T proxy (or a DI -NAT proxy) cannot not be depl oyed
in the m ddl e of DNSSEC-enabl ed resolvers and authoritative DNS
servers.

3.4. N D Proxies

Unli ke DI proxies, an N-DI proxy does not try to intercept DNS
| ookups transported between LHs (or resolvers) and DNS servers.

In the circunstances where the H P hosts that LHs intend to contact
are predicable, an NNDI proxy can nmaintain a list of the information
of the H P hosts [SALO5]. After intercepting a packet froma LH, the
proxy can ensure the packet is for a H P host if the destination
address of the packet is maintained in the |ist.

In the circunstances where it is difficult to predicate the H P hosts

that LHs intend to contact in advance, an N-DI proxy needs to contact
DNS servers to find out whether the destination | P address of a
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packet belongs to a H P host or a |l egacy host. The information
obtained fromthe DNS servers can be nmaintained within two |ists.

One list is for the information of H P hosts; the other is for the

i nformati on of |egacy hosts. \When intercepting a packet, the N DI
first conpares the destination address of the packet against the
addresses in the lists to find out whether the destination of the
packet is H P enabled. |If the address is not naintained in the
lists, the proxy then has to consult resolution systens and maintains
the informati on of the host which the packet is ained for in the
correspondent |ist, according the answers fromresol ution systens.

3.5. Distributed Inplenmentation of DI Proxies

As di scussed above, DI proxies have to intercept the DNS | ookup
packets between | egacy hosts and DNS servers in order to facilitate
the conmuni cati on between LHs and H P hosts. This requires a DI
proxy be depl oyed on the boundary of the private network or on the
path where LHs and the DNS resolver tranport their |ookup packets.
In the circunstance where DNSSEC i s depl oyed, a DI proxy cannot even
be depl oyed on the boundary of the private network either, if the
proxy needs to nodify DNS | ookup packets. Such inflexibility may be
undesired under certain circunstances.

In this section, we analyze a design option of DI proxies which

i nproves the deploynent flexibility of D proxies and avoids the

i ssue brought by DNSSEC by separating the DNS related functionality (
i.e., intercepting and nodifying the DNS comruni cation) from DI

proxi es. The conponent performng the DNS | ookup interception is
referred to as the DNS | ookup inspector while the conponent
perform ng the protocol transfermation is referred to as the proxy
component. A DNS | ookup inspector is located in a place where it can
intercept and nodify DNS | ookups. In practice, a DNS resol ver can

al so be extended to act as an inspector.

3.5.1. Distributed DI-H T Proxies

The DNS | ookup inspector of a distributed DI-H T proxy returns H Ts
in DNS answers to LHs. Therefore, the associated DI-H T proxy can
advertise routing information inside the private network to attract
the packets using H Ts as destination addresses. Additionally, the

i nspector needs to transfer other information (e.g, |P addresses of
the H P hosts and RVSes) of the HI P hosts contained in DNS RRs to the
DI -H T proxy conmponent so that the proxy can perform BEXes with the
H P hosts on behavi or of LHs.

A DI-H T proxy conponent can be associated with nultiple DNS | ookup

i nspectors. It is possible for a DI-H T proxy conponent to be
depl oyed in public networks to support nultiple private networks.
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This property is useful when Internet services providers (ISPs)
intend to facilitate the | egacy hosts in the private networks w thout
H P proxies to comunicate with H P hosts.

3.5.2. Distributed DI -NAT Proxies

A DNS | ookup inspector of a distributed DI-NAT proxy needs to not
only return the I P addresses in the address pool of the D -NAT proxy
component but al so transfer the mapping information of the IP
addresses and the correspondent HI P hosts to the DI-NAT proxy
conmponent. Moreover, the resolver needs to nmaintain the mapping
information so as to assign an | P address for nultiple H P hosts
concurrently.

Similar with Distributed DI-H T Proxies, a DI -NAT proxy conmponent can
al so be deployed in a public network. In this case, the addresses in
the address pool nust be routable in the public network.

3.5.3. Distributed Dl -transparent Proxies

A DNS | ookup inspector of a distributed D -transparent proxy needs
not to nodify DNS answers, but it needs to transport the | P addresses
and H's of queried H P hosts to the DI -NAT proxy conponent. In this
case, a DI -transparent proxy conponent nust be depl oyed on the
boundary of the private network in order to guarantee that it can

i ntercept packets.

4. lssues with LBMs in Supporting LHs to Initiate Conmunication

If there is only a single H P proxy deployed for a private network,
the proxy may beconme the cause of a single-point-of-failure. In

addi tion, when the nunber of the users increases, the overhead

i nposed on the proxy nmay overwhelmits capability, which nakes it the
bottl eneck of the whole nechanism A typical solution to nitigate
this issue is to organize nmultiple proxies to construct a LBM By
sharing overhead of processing packets anongst rultiple H P proxies,
a LBM can be nore scalable and failure tol erant.

4.1. LBMs adopting Load Bal ancers

Load bal ancers have been widely utilized in the design of LBMs. Wen
adopted in a H P proxy LBM a |oad bal ancer needs to pool all proxy
resources and be located in a position where it can intercept DNS

| ookups or nodify DNS | ookups if necessary. Also, the |oad bal ancer
needs to distribute the information it | earned fromthe DNS | ookups
to the appropriate proxies it manages. Therefore, a |oad bal ancer
can be regarded as a DNS | ookup inspector which distributes overheads
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to different DI proxy conponents according to certain policies. The
policies adopted by a | oad bal ancer can be various. For instance, a
| oad bal ancer may require all the packets froma LH be processed by a
same HI P proxy while other bal ancers expect all the packets for a HP
host to be processed by a sane HI P proxy.

4.1.1. Load Bal ancer Supporting DI Proxy Conponents

In a LBMwhere a | oad bal ancer nanages nultiple DI-H T proxy
conmponents, the |oad bal ancer nust be able to intercept, and forward
the informati on about the H P hosts being queried to the appropriate
proxy conponents. Additionally, the |oad bal ancer needs to nodify
DNS | ookup packets and returns HI Ts in DNS answers to LHs (or
resolvers). In order to intercept the packets sent fromLHs to H P
hosts, the | oad bal ancer may need to advertise a route of HITs.

In a LBM where a | oad bal ancer nanages nultipl e DI-NAT proxy
conponents, the |oad bal ancer nust be able to intercept, and forward
the informati on about the H P hosts being queried to the appropriate
proxy components. Additionally, the |oad bal ancer needs to nodify
DNS answers and returns | P addresses in the address pools of the
assigned DI -NAT proxies in DNS answers to LHs (or resolvers). DI-NAT
proxi es can advertise the routes of the |P addresses in the pools so
that the | oad bal ancer does not have to intercept the packets between
LHs and HI P hosts.

In a LBM where a | oad bal ancer nmanages nultiple DI-transparent proxy
conmponents, the |oad bal ancer nust be able to intercept, and forward
the informati on about the H P hosts being queried to the appropriate
proxy conponents. The |oad bal ancer does not nodify DNS answers, but
it needs to be located in a place( e.g., the egress of the private
network) where it is able to intercept the packets sent to H P hosts
and forward themto the assigned proxies.

4.1.2. Load Bal ancer Supporting N-DI Proxies

When the H P proxies that a | oad bal ancer nmanages are N DI proxies,
the | oad bal ancer nmust be able to intercept and nodi fy DNS | ookups
packets. Additionally, the |oad bal ancer nust be |located in a pl ace
( e.g., the egress of the private network) where it is able to

i ntercept the packets sent to H P hosts and forward themto the
appropriate proxies. In this solution, the | oad bal ancer does not
forward the information about the H P hosts being queried to the
appropriate proxies. The N-DI proxies need to consult resolution
systens thensel ves.
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4.2. LBMs without Load Bal ancers

Generally, in a LBMw thout a | oad bal ancer, there are two nethods to
di stribute communication between LHs and H P hosts anong different

H P proxies. The first solutionis to divide the LHs in the private
network into different groups (e.g., according to their IP
addresses), and the LHs in different sections are taken in charge of
by different H P proxies. The second solution is to divide the HP
hosts in the Internet into nmultiple groups (e.g., according to their
H Ts or | P addresses), every H P proxy serves all the LHs in the
private network but only take in charge of the packets to and from
the HP hosts in a group. Abstractly, the two solutions are
identical. However, the first solution requires a private network to
be divided into multiple sub-networks, and each of themis served by
a HP proxy. This may introduce additional nodification to the

topol ogy of the private network, which is not desired in nmany cases.
Therefore, in the design of existing LBMsolutions, the second type
of solution can be nore preferred. |In the remainder of this
docunent, we mnainly consider the second one.

4.2.1. Issues Caused by Intercepting DNS Lookups

o e e e eeeo oo + om e e e oo meao oo +
I I I I
| R S —— + | |
| +----------- + |HP proxy 1+---+ Fo-m e - - + |
| | Legacy Host| +---+------- + | | HP Host |

| +---------- + I : I | (HHL) | |
| | . | oo + |
| SR EEETEE + |
| | HHP proxy n +--+ |
| Private Network +---+-------- + | Public Network |
| | |

Figure 1: An exanple of LBM

Figure 1 illustrates a sinple LBM In this nechanism n proxies are
depl oyed at the border of a private network. |If such proxies are Dl -
H T proxies, in order to share the overheads in processing data
packets, each proxy needs to advertise a route of the HI T section it
takes in charge of. In addition, each proxy also needs to advise a
route of a section of |P addresses (or a default route for the entire
| P address nanespace) inside the private network to intercept DNS

| ookups. A problem occurs when the DNS | ookups and the data packets

sent by a legacy host are intercepted by different proxies. In such
a case, the proxy intercepting a data packet will |ack essential
know edge to correctly process it. |If the proxies adopted in Figure

1 are DI-transparent proxies, then each proxy only needs to advertise
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a route of a section of IP addresses which is adopted to intercept
bot h DNS | ookups and data packets. On this occasion, if a H P host
and the DNS server maintaining its RRfall into two different IP
sections, the DI-transparent proxy intercepting the | ookups for the
H P host will not be the one intercepting subsequent data packets.

A candi date solution to the problemthat DI-H T-proxy-based LBMs and
Dl -t ransparent - proxy-based LBMs face is to propagate the napping

i nformati on obtai ned from DNS | ookups anongst HI P proxi es.

Therefore, after intercepting a DNS conversation, a proxy can forward
the gained information to the proxy expected to process the subseq
uent data packets. Alternatively, a proxy can attenpt to collect
required information fromresolution systens after intercepting a
data packet. This approach, however, inmposes addition overheads to
Dl -proxies in comunicating with resol ution servers.

If the proxies in Figure 1 are DI -NAT proxies, the problemcan be
elinmnated. In a Dl -NAT-proxy-based LBM each D - NAT proxy needs to
advertise two routes, one of the |IP addresses in the pool and one of
a section of | P addresses for intercepting DNS | ookups. After
intercepting a DNS | ookup, a DI-NAT proxy will return an |IP address
within the pool in the answer to the requester (a LH or a resolver),
whi ch can ensure the subsequent data packets will be transported to
t he same proxy.

If a DNS resol ver supporting D proxies can forward the mappi ng

i nformati on obtained from DNS | ookups to appropriate H P proxies, the
i ssue can be easily addressed. |In this case, the DNS resol ver
actually acts as a | oad bal ancer.

4.2.2. Issues with LBMs in Capturing and Processing Replies fromH P
host s

Theoretically, when representing a LH to communicate with a H P host
in the public network, a H P proxy can use either an | P address it
possesses or the | P address of the LH as the source address of the
packets forwarded to the H P host. However, in practice, the later
option may cause an asymretric traffic issue in the | oad bal ancing
scenarios where multiple H P proxies provide services for a same
group of LHs. Assune there are two HI P proxies |located at the border
of a private network. |f the proxies adopt the |ater solution, they
need to advertise the routes of the LHs in the public network
respectively. As aresult, it is difficult to guarantee the packets
transported between a | egacy host and a H P host are stuck to a sane
H P proxy, and thus after a proxy intercepts a packet it may |ack the
proper HI P association to process it.

A possible solution to address this problemis to share H P state
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information (e.g., H P associations, sequence number of |Psec
packets) anongst the related H P proxies in a real-time fashion
However, during conmunication, some context information such as the
sequence nunbers of |Psec packets can change very fast. It is

i nfeasi ble to synchroni ze the | Psec nessage counters for every
transmtted or received | Psec packet, since such operations will
occupy |l arge anobunts of bandwi dth and seriously affect the
performances of H P proxies. [Nr 2009] indicates that this issue
can be partially nmitigated by synchroni zing | Psec nessage counters
only at regular intervals, for instance, every 10,000 packets.

An issue sinmilar with the one nentioned above is discussed in

[ TSCO5], and an extended HI P base exchange is proposed. But the
proposed solution only tries to help H P-aware mi ddl e boxes obtain
the SPIs used in a H P base exchange and cannot be directly used to
address the issue nentioned above.

When adopting the preceding option, proxies need to advertise the
routes to their addresses in the public network respectively, and so
the packets transported between a LH and a H P host are intercepted
by the same proxy. The issue discussed above can thus be addressed.
In the follow ng discussions, wthout nentioning otherw se we assune
that a H P proxy uses one of its |IP addresses as the source |IP
address of a packet which it sends to a H P host.

5. Issues with LBMs which al so Support HI P Hosts to Initiate
Conmuni cati on

Apart fromthe basic functions (i.e., supporting LHs to conmunicate
with H P hosts), in many typical scenarios, H P proxies may al so need
to facilitate the comunication initiated by H P hosts. In this
section, we attenpt to analyze the issues that a H P proxy has to
face in the conditions where H P hosts proactively initiate

communi cation with | egacy hosts.

In order to support the conmmunication initiated by H P hosts, the HP
proxies of a private network should have the know edge essential to
represent the LHs to perform H P BEXs. Such know edge consi sts of
the I P addresses of the | egacy hosts, their pre-assigned H Ts, the
corresponding H key pairs, and any other necessary information. In
addi tion, such information of the LHs should be advertised in

resol ution systens (e.g., DNS and DHT) as HI P hosts. Qherw se, a

H P host has to obtain the HT of the LH in the opportunistic node
whi ch, however, should only be adopted in secure environments.
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5.1. DNS Resource Records for M. Hosts

In practice, the AAAA RR of a LH can consist of either the I P address
of the LH or the address of its H P proxy. 1In the preceding
approach, the routing infrastructure will try to forward the packets
for the LHto the host directly. Therefore, in this case, HP
proxi es must be | ocated on the path of such packets to intercept

them |In the later approach, the packets for a | egacy host are
firstly forwarded to the associated H P proxy. Conpared with the
preceedi ng approach, the | ater case enable a proxy then to be

depl oyed nore flexibly and to be nore efficient in private networks
where | egacy hosts and H P hosts are deployed in an internixed way,
since the HIP proxy will not have to intercept the packets
transported between H P hosts. However, the | ater approach may cause
probl enrs when processi ng packets sent by |egacy hosts in the public
network. Normally, a H P proxy needs to serve a nunber of LHs. When
using the later approach, the packets destined to these LHs will have
a same destination address (i.e., the I P address of the proxy).

Theref ore, when receiving a packet froma | egacy host located in the
public network, the proxy may find it difficult to identify the LH
whi ch the packet should be forwarded to.

A sinpl e approach whi ch conbi nes the advantages of the above two
solutions but avoids their disadvantages is to extend the RDATA field
in HP RRs [ RFC5205] with a new proxy field, which contains the IP
address of a H P proxy. In the extended HP RR of a LH, the proxy
field consists of the IP address of its H P proxy, while the proxy
field in the RR of an ordinary H P host is left enpty. Therefore, a
H P host intending to conmunicate with the LH can obtain the IP
address of the proxy fromDNS servers and set it as the destination
address of the packets. The packets are then routed to the proxy.
When a non-H P host intends to communicate with the | egacy host, it
can obtain the I P address of the | egacy host fromthe AAAA RR as
usual and set it as the destination address of the packets; the
packets are then transported to | egacy host directly.

It is also possible to use the RVS field in a HP RRto transport the
informati on of a H P proxy. However, in certain scenarios, a special
proxy field can bring additional benefit in security. For instance,
it is normally assuned that the BEX protocol is able to establish a
security channel for the hosts on the both sides of conmunication to
securel y exchange nessages. However, this presunption may be no
longer valid in the presence of H P proxies, as the messages between
| egacy hosts and proxies can be transported in plain text. Wth the
Proxy field, it is easy to distinguish the |egacy hosts nmade up by

H P proxies fromthe ordinary H P hosts. Therefore, a H P host can
assess the risks of exchanging sensitive information with its

conmuni cating peers in a nore precise way.
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5.2. An Asymmetric Path |ssue

In a | oad bal anci ng scenario where nmultiple H P proxies are depl oyed
at the border of a private network, the packets transported between a
| egacy host and a HI P host may be routed via different H P proxies.
Therefore, when a packet is intercepted by a H P proxy, the proxy may
find that it lacks essential know edge to appropriately process the
packet. Hence, an asymetric path issue occurs.

In order to explain the asymmetric path issue in nore detail, let us
revisit the LBMillustrated in Figure 1. |In addition, assune that
the H P proxies are DI-H T proxies and their | P addresses are

mai ntai ned in the DNS RRs of the LHs. Wen a H P host (e.g., HH1)

| ooks up a | egacy host at a DNS server, the DNS server returns the IP
addresses of all the H P proxies in an answer (see Figure 2). Upon
receiving the answer, HHl needs to select an | P address and sends an
|1 packet to the associated H P proxy. Assune the H P proxy 1 is
selected. Then after a base exchange, H P proxyl and HHl establish a
H P association respectively. Upon receiving the first data packet
fromHHL, the HI P proxy uses the H P association to de-capsul ate the
packet and forwards it to the |legacy host. 1In the forwarded packets,
the HT of HHL is adopted as the source |IP address, and thus the HT
of HH is adopted as the destination address in the reply packets
sent by the legacy host. Assune that the H'T of HHL is within the
section managed by H P proxy n. According the routes advertised by
the proxy n, the packet is forwarded to the H P proxy n which
however, does not have the corresponding H P association to deal wth
the packet. Simlarly with DI-H T proxies, DI-transparent proxies
and N-DI proxies also suffer fromthe asymetric path issue in the

| oad bal anci ng scenari os, since they cannot guarantee the data
packets which are transported between a | egacy host and a H P host
stick to a single HP proxy too.

o e e e e e e e oo oo + o +
I I I I
| oo +1(3) |
| (4) -|HP proxy 1+-+<- |
| [ S R —— + | \ H-------- + (1) +------ +|
| +----------- +< - | . | -|H P Host|-->] DNS |

| | Legacy Host| - | . | | (HHL) |<-- | Server]|

[ +----------- + \ R + | Hom e e oo - +(2) +------ +
| (5) - >|HP proxy n++ |
| Private Network 4---+------- + | Publ i ¢ Net wor k [
AR \ AR \

Figure 2. An exanple of the asymretric path issue

As we nentioned in section 3.3.1, the approach of synchronizing HP
associ ations and | Psec associ ati ons anongst H P proxi es can be used
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to address this issue. However, this issue will introduce additiona
communi cati on overhead on H P proxies. Here, we discuss severa
other alternative sol utions.

The sinplest solution is to allowa H P proxy to discard the I1
packets it receives if they are not original fromH P hosts which the
proxy takes in charge of. |In addition, the proxy can informthe
senders of the incidents using | CWP packets. Therefore, after
waiting for a certain period or upon receiving a | CM packet, a HP
host will try to select another HI P proxy fromthe list in the DNS
answer and send an |1 packet it. |In the worst case, this process
needs to be recursive until all the H P proxies in the Iist have been
contacted. Because a H P host may have to send the nmultiple I1
packets in order to comunicate with a LH, this solution may yield a
Il ong delay. Note that in sone DNS based | oad bal anci ng approaches, a
DNS server only returns one H P proxy in an answer. On such
occasions, H P hosts have to communicate with DNS servers repeatedly,
and the negative influence caused by the communication delay can be
even exacer bat ed.

A solution which is able to avoid the delay issue is to endow DNS
servers with the capability of returning the I P address of an
appropriate H P proxy in an answer according to the HT (if the proxy
is aD-HTproxy or a NDI proxy) or the IP address (if the proxy is
a Dl -transparent proxy) of a requester. That is, the H P proxy
described in a DNS answer should take in charge of the namespace
section which the requester belongs to. 1In order to achieve this,
DNS servers need to 1) maintain the informati on about the sections of
t he nanespaces that HI P proxies take in charge of, 2) locate the
appropriate H P proxy according to the HT or the IP address of a HP
requester. These requirenments result in nodifications to current DNS
servers in the inplenentation of the DNS server applications and the
conversation protocols between requesters and DNS servers. For
instance, a HI P host may need to transport its H T in DNS requests in
order to help DNS servers |ocate an appropriate H P proxy. An
negative inpact of this solution is to introduce additiona

compl exity and overhead to DNS servers

Anot her solution is to extend RVS servers as |oad bal ancers. After
receiving an |11 packet froma H P host, the |oad bal ancer then sel ect
an proper H P proxy and forward the packet to it. Using this
solution, a DNS server only needs to reply a record on receiving a
query froma H P host, which reduce the traffic transported between
DNS servers and HI P hosts.

The asymmetric path issue can be elimnated when DI - NAT proxies are

adopted. A DI-NAT proxy |located at the border of a private network
mai ntai ns a pool of |P addresses which are routable in the private
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network. After receiving a packet froma H P host, the Dl -NAT proxy
processes the packet and forwards it to the destination | egacy host.
In addition, an I P address selected fromthe pool is adopted as the
source address of the packet. Therefore, when the | egacy host sends
respondi ng packets to the H P host, the packets will be transported
to the same HI P proxy. The asymetric path issue is thus elim nated.

6. Issues with LBMs in Supporting Dynanmic Load Bal ance and Redundancy

In practice, there are requirenents for LBVMs to support dynam c | oad
bal ance and redundancy. That is, when a proxy in a LBMis not able
to work properly or the overheads inposed on it surpass a threshold,
the proxy can del egate all of (or a part of) its job to other

proxies. A proxy provide backup sevice is called a backup proxy, and
the proxy served by a backup proxy is called a primary proxy. Note
that two proxies can be backup proxies for each other on different
jobs. In this section, we analyze the performance of different types
of HI P proxies in supporting dynamic | oad bal ance and redundancy.

If there is a | oad balancer intercepting and distributing traffic
anong different proxies, the balancer can flexibly forward traffic to
ot her proxies when a proxy cannot work properly. However, if there
is no |load bal ancer deployed, in order to provide backup services, a
backup proxy has to advertise the sane routes as those advertised by
the primary proxy in both the private and the public networks. To
avoid affecting the normal operations of the primary proxy, the
routes advertised by the backup proxy have a much hi gher cost than
that of the routes advertised by the prinary proxy. Wen the
abnormal conditions mentioned above occurs, the primary proxy can
withdraw the routes it previously advertised so that the packets
supposed to be processed by the primary proxy will be forwarded to
the backup proxy. W refer to the routes advertised by a proxy for
backup purposes as the backup routes of the proxy. 1In contrast, we
refer to the routes advertised by a proxy to achieve its primary job
as the primary routes of the proxy. |In practice, the proxies in a
LBM can provi de backup services for one another. Therefore, a proxy
in such a LBM may needs to advertise both primary and backup routes.

The synchroni zation of state information between primary and backup
proxies is also very inportant. Wthout proper H P associations, a
backup proxy cannot correctly take place of the primary proxy to
process the packets. The state synchronization problem has been

di scussed above. |If there is no state synchronization, a backup
proxy may select to send signaling packets to H P hosts to initiate
new H P BEXs.

In the renmai nder of this section, we discuss the operations of
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different types of H P proxies in achieving dynanic |oad bal ance and
redundancy w t hout the assistance of | oad bal ancer.

6.1. Application of DI-H T proxies in supporting dynam c | oad bal ance
and redundancy

As nentioned in section 3.1, a DI-H T proxy needs to at | east
advertise two primary routes in the private network, a route of a
section of H Ts for intercepting data packets, and a route of a
section of | P addresses for intercepting DNS | ookups. Wen the proxy
cannot work properly, it can withdraw both routes to enabl e a backup
proxy to take over its job.

In sone cases, a DI-H T proxy may only want to del egate a part of its
job to others so as to reduce the overloads it undertakes. To
achieve this objective, the proxy can divide its routes into nultipe
nore detailed routes. Wen the overload on the proxy is high, it can
only withdraw a subset of the routes. For instance, a DI-H T proxy
can selectively only delegate a part of the responsibility in
processi ng DNS | ookups to a backup proxy by wi thdrawi ng one of its

| ookup intercepting routes.

6.2. Application of DI-NAT proxies in supporting dynam c | oad bal ance
and redundancy

A DI - NAT proxy needs to at |east advertise two primary routes in the
private network, a route for its |IP address pool, used to intercept
data packets, and a route for an |IP address section used to intercept
DNS | ookups. Wen the proxy cannot work properly, it can w thdraw
both routes to enable a backup proxy to take over its job. 1In this
case, the del egated backup proxy needs to nmaintain an | P address poo
identical to the one maintained by the primary proxy. Moreover,
apart from synchronizing H P associ ations, the synchronization of
mappi ngs from | P addresses to HITs is also required. Oherw se, the
backup proxy cannot translate the received packet correctly.

If a DI -NAT proxy only intends to maintain existing conmunication
between LHs and HI P hosts while not facilitating any nore, it can

wi thdraw t he | ookup intercepting route. As nentioned previously, D -
NAT proxies have the capability to stick the DNS | ookups and the
subsequent data packets to the same proxy. Therefore, the backup
proxy can intercept DNS | ookups as well as process the subsequent
conmuni cati on.

6.3. Application of Di-transparent proxies in supporting dynam c | oad
bal ance and redundancy

Unlike DI -H T and DI - NAT proxies, the routes advertised by a DI-
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transparent proxy are used for intercepting both DNS | ookups and data
packets. Therefore, before a DI -transparent proxy w thdraws a route,
it needs to synchronize the states of the on-going comunication
affected by the routing adjustnent to its backup proxies.

7. Concl usi ons

Thi s docunent mainly anal yzes and conpares the perfornmance of
different kinds of H P proxies in LBMs. Anongst the H P proxies

di scussed in the docunent, DI-NAT proxies show its advantages in
mul ti ple scenarios. |In addition, we argue that the state
synchroni zati on anong H P proxies is very inmportant to achieve | oad
bal anci ng and redundancy. There is a topic which is inportant but
not covered in this docunent is the conpatibility anong different H P
proxies. The different types of H P proxies are designed based on
different presunptions. The presunptions of different type of H P
proxi es maybe conflict with each other. Then how to nake a trade-off
and enable different types of proxies work cooperatively is an

i mportant issue that the designers of H P extensible solutions have
to consider.

8. | ANA Consi derati ons

Thi s docunent nmakes no request of | ANA

9. Security Considerations

One design objective of HHP is to provide peer-to-peer security

bet ween conmuni cati ng hosts. However, when a H P host conmuni cates
with a LH under the assistance of a H P proxy, the security of the
conmmuni cati on between the H P proxy and the LH may not be protected.
If the HHP proxy is transparent to the H P host, the host wll
believe that it is communicating with a ordinary H P host and will
not realize that the peer-to-peer security between it and the LHis
not guaranteed. This may cause potential security risks, especially
when the HI P proxy is located in the public network. Therefore, some
sol utions should be provided for a H P hosts to detect whether they
are actually communicating with H P proxies

When sharing H P state information amongst H P proxies, the integrity
and confidentiality of the state information should be protected.

The di scussion about the sinmilar issues can be found in [Nir 2009]
and [ Narayanan 07].

If a HHP proxy is deployed at the border of a private network or
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10.

11.

11.

11.

within the boundary of a private nework, the security issues with the
communcati on between the proxy and LHs are not serious. However, if
a proxy is deployed in the public network, both the conmunication

bet ween LHs and the proxy and the conmuni cation between the proxy and
DNS servers shoul d be secured.
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