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Abst ract

[ RFC4A456] asserts that, because the Interior Gateway Protocol (1GP)
cost to a given point in the network will vary across routers, "the
route reflection approach may not yield the sane route selection
result as that of the full |BGP mesh approach.” One practica
implication of this assertion is that the deploynent of route
reflection may thwart the ability to achieve hot potato routing. Hot
potato routing attenpts to direct traffic to the closest AS egress
poi nt in cases where no higher priority policy dictates otherwi se.
As a consequence of the route reflection nethod, the choice of exit
point for a route reflector and its clients will be the egress point
closest to the route reflector - and not necessarily closest to the
RR clients.

Section 11 of [RFC4456] describes a depl oynent approach and a set of
constraints which, if satsified, would result in the depl oynent of
route reflection yielding the sanme results as the i BG full nesh
approach. Such a depl oynment approach woul d make route reflection
compatible with the application of hot potato routing policy.

As networks evolved to accommopdate architectural requirenments of new
services, tunneled (LSP/IP tunneling) networks with centralized route
refl ectors becane commonpl ace. This is one type of comon depl oynent
where it would be inpractical to satisfy the constraints described in
Section 11 of [RFC4456]. Yet, in such an environment, hot potato
routing policy remains desirable.

Thi s docunent proposes two new sol utions which can be depl oyed to
facilitate the application of closest exit point policy centralized
route reflection depl oynents.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
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provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on Septenber 12, 2011
Copyright Notice

Copyright (c) 2011 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD Li cense.
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1. Introduction

There are three types of BGP depl oynents w thin Autononmous Systens
today: full nesh, confederations and route reflection

BGP route reflection is the nost popular way to distribute BGP routes
bet ween BGP speakers belonging to the sanme administrative donain.
Traditionally route reflectors have been deployed in the forwarding
path and carefully placed on the POP to core boundaries. That node
of BGP route reflector placenent has started to evolve. The

pl acenent of route reflectors outside the forwarding path was
triggered by applications which required traffic to be tunneled from
AS ingress PE to egress PE for exanple L3VPN.

Thi s evol ving nodel of intra-domain network design has enabl ed
depl oynents of centralized route reflectors. Initially this node
was only enpl oyed for new address families e.g. L3VPNs, L2VPNs etc

Wth edge to edge MPLS or | P encapsul ation also being used to carry
internet traffic, this nodel has been gradually extended to other BGP
address famlies including IPv4 and I Pv6 Internet routing. This is
al so applicable to new services achieved with BGP as control plane
for exanpl e 6PE.

Such centralized route reflectors can be placed on the POP to core
boundari es, but they are often placed in arbitrary locations in the
core of |arge networks

Such depl oynents suffer froma critical drawback in the context of
best path selection. A route reflector with know edge of multiple
paths for a given prefix will pick the best path and only advertise
that best path to the the route reflector clients. |If the best path
for a prefix is selected on the basis of an IGP tie break, the best
path advertised fromthe route reflector to its clients will be the
exit point closest to the route reflector. But route reflector
clients will be in a place in the network toplogy which is different
fromthe route reflector. |In networks with centralized route
reflectors, this difference will be even nore acute. It follows that
the best path chosen by the route reflector is not necessarily the
same as the path which woul d have been chosen by the client if the
client considered the sane set of candidate paths as the route
reflector. Furthernore, the path chosen by the client mght have
been a better path fromthat chosen by the route reflector for
traffic entering the network at the client. The path chosen by the
client would have guaranteed the | owest cost and delay trajectory

t hrough t he network.

Route reflector clients switch packets using routing information
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learnt fromroute reflectors which are not on the forwarding path of
t he packet through the network even in the absence of end-to-end
encapsul ation. In those cases the path chosen as best and propagated
to the clients will often not be the optinmal path chosen by the
client given all avail abl e paths.

Elimnating the I GP distance to the BGP nexthop as a tie breaker on
centralized route reflectors does not address the issue. lgnoring

| GP distance to the BGP next hop results in the tie breaking
procedure contributing the best path by differentiating between paths
using attributes otherw se considered |ess inportant than | GP cost to
t he BGP next hop.

One possible valid solution or workaround to this problemrequires
sending all domain external paths fromthe RRto all its clients.
Thi s approach suffers the significant drawback of pushing a | arge
anount of BGP state to all the edge routers. |In many networks, the
number of EBGP peers over which full Internet routing information is
received woul d correlate directly to the nunber of paths present in
each ASBR. This could easily result in tens of paths for each
prefi x.

Not wi t hst andi ng t hi s drawback, there are a nunber of reasons for
sendi ng nore than just the single best path to the clients. |Inproved
path diversity at the edge is a requirenent for fast connectivity
restoration, and a requirement for effective BGP | evel |oad

bal anci ng. Protocol extensions |ike add-paths
[I-D.ietf-idr-add-paths] or diverse-path
[I-D.ietf-growdiverse-bgp-path-dist] allow for such inproved path
diversity and can be used to address the sane probl ens addressed by

t he mechani sms proposed in this draft. In practical terns, add/

di verse path depl oynents are expected to result in the distribution
of 2, 3 or n (where nis a small nunber) ’'good paths rather than al
domai n external paths. VWhile the route reflector chooses one set of
n paths and distributes those sane n paths to all its route reflector
clients, those n paths may not be the right n paths for all clients.
In the context of the problem described above, those n paths will not
necessarily include the closest egress point out of the network for
each route reflector client. The mechani snms proposed in this
docunent are likely to be conplenentary to nechani sns ai ned at

i mproving path diversity.

2. Proposed sol utions
Thi s docunent proposes two sinple solutions to the problem described

above. Both of these solutions make it possible for route reflector
clients to direct traffic to their closest exit point in hot potato
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routing deployments, w thout requiring further state to be pushed out
to the edge. These solutions are prinmarily applicable in deployments
using centralized route reflectors, which are typically inplenented
in devices without a capabl e forwarding pl ane.

The two alternatives are:

"Best path selection for BGP hot potato routing fromclient’'s |IGP
net wor k position”

"Angul ar di stance approxi nati on for BGP warm potato routing"

Both solutions rely upon all route reflectors learning all paths
which are eligible for consideration for hot potato routing. In
order to satisfy this requirenent, path diversity enhancing
mechani snms such as add paths/di verse paths may need to be depl oyed
between route reflectors.

In both of these solutions the route reflector selects and
distributes a route to each client based on what woul d be opti nal
fromthe client’s perspective. In the respective solutions the
choice is nmade either factoring in IGP costs or the configured
angul ar distance to the next hop. The route reflector makes
different decisions for different clients only in the case where the
tie breaker for path selection would have been the | GP distance to
the BGP nexthop (as in hot potato routing).

A signficant advantage of this approach is that the RR clients do not
need to run new software or hardware.

3. Best path selection for BGP hot potato routing from custom zed | GP
net wor k position

This section describes a nmethod for calculating the order of
preference of BGP paths fromthe point of view of each separate route
reflector client. Mre specifically, the route relflector wll
compute the 1GP nmetric to the BGP nexthop fromthe position of the
client to which the resulting path will be distributed, if the IGP
metric is the tie breaker applied to a set of possible paths. |In the
subsequent nodel authors will propose virtual reflector placenent at
operator’s selected I GP | ocation

In the case of a hierarchical |GP deploynment where the client is in a
different level in the hierarchy to the route reflector, the route
reflector will conpute |IGP distance to the BGP nexthop fromthe Area
Border Routers (ABR) leading to the client in lieu of the route
reflector client itself, and use the shortest distance fromthese
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3.

3.

1.

1.

ABRs to the nexthop. This provides an approximtion to the desired
functionality. Rather than a client picking the closest path, the
client would be picking the exit point closest to the client region
as defined by area or level. 1In cases where one or nore nexthops are
in the sane region as the client, one of those nexthops would be
preferred, with tie breaking within those nexthops performed fromthe
route reflector’s position in the network.

It is assuned that reachability through a set of ABRs is al ways
advertised through identical prefixes fromthose ABRs. If a nexthop
is reachable through multiple ABRs but the ABRs advertise
reachability through prefixes of different length, then only the ABR
advertising the longest prefix will be considered as a viable path to
t he next hop.

BGP best path selection and its distribution has a natura

consequence of liniting the amount of state in the network. That is
not in itself a drawback. BGP speakers will rarely need to receive
all available BGP paths. |In network deploynents with nmultiple
upstream peerings or with very dense peering schenes, the nunber of
avai l abl e BGP paths for a given BGP prefix can be high. Real network
depl oynents with the nunber of paths for a prefix ranging from10s to
100s have been observed. It would be wasteful to propagate all of
those paths to all clients, such that each client can sel ect paths
according to the position of the nexthop relative to the client.

Whenever a BGP route reflector would need to decide what path or
pat hs need to be selected for advertisenment to one of its clients,
the route reflector would need to virtually position itself inits
client 1GP network location in order to choose the right set of paths
based on the I1GP netric to the next hops fromthe client’s

per specti ve.

This technique applies in deploynents with or w thout diverse paths
or the various path selection nodes contenplated i n add- paths.

Client’s perspective best path selection al gorithm

For each centralized route reflector the proposal assunes that the
route reflector participates in a conmon IGP with its clients. There
are two scenarios to consider - flat versus hierarchical |GP network

1. Flat I GP network

Reflectors run SPF fromthe client 1 GP node point of view such
that the cost of BGP nexthops fromthe client can be determned if
necessary. For the purpose of BGP path selection the interesting
product of this calculation is the ability to determne the IGP
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3.

1.

2

distance froma client to a BGP next hop. This distance to a

next hop woul d be interesting in cases where that next hop is for a
path which is contending with otherw se equally preferred paths
Thi s approach works in tunneled as well as conventional hop-by-hop
| P forwarding cores.

When the path selection tie breaker for a prefix is the IGP nmetric
to the BGP next hops of the contending paths, then the route
reflector will determ ne the order of preference of the contending
pat hs by considering the distance fromthe client to the path

next hops in order to decide what path/s to advertise to a client
(or group of clients where feasible). 1t should be noted that an
operator may w sh to provide a di stance tol erance val ue, such that
beyond a certain granularity, differences between IGP netric are
invisible to the path selection algorithm This will allow a
route reflector sone | eeway in sel ecting between paths such that
rat her than pick one path over another on the basis of a
difference in distance which is operationally irrelevant, the
route reflector can choose to optimise for update generation

grouping. Furthernore, this tolerance will reduce the likelihood
of generation of BGP updates when the | GP topol ogy changes in a
way which is not operationally relevant. In the case that a path

is selected froma set for a given prefix while ignoring
differences in distance within the tolerance figure, then that
same path nmust always be preferred for all clients where the paths
are within the tol erance figure

H erarchi cal | GP network

Hi erarchy introduces two chall enges

The first challenge is that the RRI1GP view may differ froma
client 1GP view by virtue of one or the other having a summari sed
view versus the other. Summarisation, by its nature, |oses

i nformati on. Consider the exanple where a client within a PoP
sees two prefixes with two nmetrics for two egress points within
the PoP, but where the RR only sees a single sunmmary covering
reachability to both nexthops as injected by the ABR  However it
needs to be observed that inter area networks running LDP are
required to disable summari zation of all FEC advertised in LDP
(typically all |oopbacks) unless [ RFC5283] is deployed. Such
depl oynents are not likely to suffer summarisation difficulties.

The second challenge is that in cases where the client is in a
different | evel of hierarchy fromthe RR, the RR can not build a
Shortest Path First (SPF) tree with the client node as root,
simply because the toplogy derived by the IGP will not include the
client node. It will instead only include reachability to the
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2

client fromone or nore ABRs. | n order to overcome this problem
the RR could conpute an SPF tree fromthe ABRs in the area. The
RR woul d then determ ne the shortest distance froma client which
lives behind the ABRs, to a nexthop, by adding the advertised

di stances froman ABR to the client and the distance fromfromthe
ABR to a nexthop, for each ABR, and picking the mininum This
assunmes that IGP nmetrics on links are symmetric; i.e. that the

di stance fromthe ABRto the client or nexthop is equal to the

di stance fromthe client or nexthop to the ABR

There are cases where the above approach does not help. If RRis
trying to arbitrate anongst a set of paths for a client which is

in the same hierarchy as sone of those paths, and in a different

hierarchy to the RR the opaqueness of the region containing the

client at the RR defeats the selection process. It is inpossible
to determine the relative position of the RR client and the paths
within the client region.

The solution for hierarchical |1GP networks al so assunes that if
RRs are present and are responsible for calculation of BGP best
path to clients they are either placed in each |ocal area
coinciding with area containing clients or they are placed in the
core (area O/level 2) of the network

Asi de: Configuration-based flexible route reflector placenent

The ability to exploit topology information available in the IGP in
ways descri bed above can al so be used to virtually place the RR at

different points in the network for purposes other than hot potato

routing.

A route reflector can be globally configured to "pretend” its |ogica
|l ocation is one of any of the other nodes within a given |IGP area/
| evel flooding scope regardl ess of its physical connectivity.

Such flexibility provides a useful tool for reflector virtualization,
and supports nmoving or replacing physical route reflectors w thout
any effect on routing. Such a change can be pernmanent or it could be
performed during network mai ntenance in order to m nimnmze network

i mpact.

A possible variation would allow the virtual placement of RRto be
effected on a per-AF or AF plus update/peer group granularity. It
shoul d be noted that this approach provides for splitting one
centralized route reflector such that it is virtually positioned at
various network |ocations, with the network |ocation dependi ng upon
of address fanily or address fanmily plus update/peer group
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Virtual slicing of a centralized route reflector relaxes the need to
propagate all BGP paths between RRs in a alternative conventiona

distributed RR deploynent. It is expected that such RRs would be
depl oyed in redundant sets, and that those RRs would not need to be
physically col ocated, while still benefiting fromthe possibility of

being logically colocated, and therefore not conpronising any of the
best path selection symetry.

3.3. Route reflector client grouping

It may be appropriate to allow the operator, or the route reflector
itself, to group clients together using |IGP distance between clients
to determne grouping. All the operation discussed above which
relied upong conputing best path for each client, and neasuring

di stances fromeach client to different nexthops, would instead be
perfornmed for each group of clients. A configurable thresholds can
be used to deternmine which | GP netric changes should be visible to
BGP, and trigger best paths reconputation. The latter would be
beneficial in existng BGP RR code too.

Alternatively route reflector client grouping could be acconplished
statically by the operator by coloring clients belonging to a conmon
group (for exanple being part of the sane POP). 1In order to
acconplish such marking it is proposed that BGP OPEN nessage be
augnented with an optional paramater indicating the Goup ID given
peer bel ongs to.

3.3.1. Route Reflector Cdient Goup ID

This is an Optional Paraneter in BGP OPEN nessage that is used by a
BGP speaker to convey to its route reflectors the Goup I D val ue.
Such value will allow automatic and predictabl e peer grouping on the
route reflectors as deened necessary from operator’s network
architecture.

The parameter contains precisely one set of [Goup_ID Code, Goup_ID
Length, G oup_I D Val ue] encoded as shown bel ow
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e oo +
| Goup ID Code (1 octet) |
o e e e e e e e e e e m o +
| Group ID Length (1 octet) |
o e oo +
| Goup ID Value (4 octets) |
oo +

The use and meaning of these fields are as foll ows:

G oup | D Code:

Goup ID Code is a one octet field that identifies Goup ID
optional paraneter of BGP OPEN message. Value TBD by | ANA
Recomended val ue: 3.

G oup | D Length:

Goup ID Length is a one octet field that contains the |length
of the Goup ID Value field in octets. It is fixed and equal s
to 4.

G oup | D Val ue:

Goup ID Value is a fixed length field of size equal to
four octets that contains the nunerical value of group given
BGP speaker should be part of on the route reflector.

Two special values are reserved:

0x00000000 - No groupi ng preference
OXFFFFFFFF - Do not group this BGP speaker

An inplenentation may all ow aut omati c popul ati on of
GROUP_I D value using I1GP area identifier.

Route reflectors or EBGP speakers receiving such Goup IDs fromtheir
respective BGP peers as part of the BGP OPEN procedure MAY use them
when constructing update or peer groups in addition to any of the

exi sting groupi ng mechani sm al ready avail able. An inpl enentati on may
al | ow operator to explicitly allow or disallow honoring such grouping
or provide neans for nmanual overwite via explicit configuration.

Raszuk, et al. Expi res Septenber 12, 2011 [ Page 11]



Internet-Draft bgp-opti mal -route-refl ection March 2011

3.4. Discussion

This is not the first instance where a router participating in an |IGP
is required to build the SPF tree using a root other than itself.
Determ nation of loop free alternate paths as described in [ RFC5714]

i s one such exanpl e.

Determ ni ng the shortest path and associ ated cost between any two
arbitrary points in a network based on the I GP topology | earned by a
router is expected to add sone extra cost in ternms of CPU resource.
However SPF tree generation code is now inplenented efficiently in a
number of inplenentations, and therefor this is not expected to be a
maj or drawback. The nunber of SPTs conputed in the general non-

hi erarchi cal case is expected to be of the order of the nunber of
clients of an RR whenever a topol ogy change is detected. Advanced
optinmsations like partial and increnmental SPF nay al so be expl oited.
By the nature of route reflection, the nunber of clients can be split
arbitrarily by the deployment of nore route reflectors for a given
number of clients. Wile this is not expected to be necessary in

exi sting networks with best in class route reflectors avail abl e
today, this avenue to scaling up the route reflection infrastructure
woul d be available. |If we consider the overall network w de cost/
benefit factor, the only alternative to achieve the sane | evel of
optinmality would require significanly increasing state on the edges
of the network, which, in turn, will consume CPU and nenory resources
on all BGP speakers in the network. Building this client perspective
into the route reflectors seens appropriate.

3.5. Advant ages

The sol ution described provides a nodel for integrating the client
perspective into the best path conputation for RRs. NMore
specifically, the choice or BGP path factors in the I1GP netric
between the client and the nexthop, rather than the distance fromthe
RR to the nexthop. The docunented nethod does not require any BGP or
| GP protocol changes as required changes are contained within the RR
i mpl enent ati on.

This solution can be deployed in traditional hop-by-hop forwarding
networks as well as in end-to-end tunneled environnents. In the

net wor ks where there are nultiple route reflectors and unencapsul at ed
hop- by- hop forwardi ng, such optim sations should be enabled on all
route reflectors. Oherwise clients nmay receive an inconsistent view
of the network and in turn lead to intra-donmain forwarding | oops.

Wth this approach, an | SP can effect a hot potato routing policy

even if route reflection has been noved fromthe forwarding plane to
the core and hop-by-hop sw tching has been replaced by end to end
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MPLS or | P encapsul ation

As per above, the approach reduces the anpbunt of state which needs to
be pushed to the edge in order to performhot potato routing. The
menory and CPU resource required at the edge to provide hot potato
routing using this approach is |ower than what would be required in
order to achieve the same level of optimality by pushing and
retaining all available paths (potentially 10s) per each prefix at

t he edge.

The proposal allows for a fast and safe transition to BGP contro

pl ane route reflection w thout conpronising an operator’s cl osest
exit operational principle. Hot potato routing is inportant to nost
ISPs. The inability to performhot potato routing effectively stops
mgrations to centralized route reflection and edge-to-edge LSP/IP
encapsul ation for traffic to I Pv4 and | Pv6 prefixes.

4. Angul ar di stance approximation for BGP warm potato routing

This section describes an alternative solution to the use of IGP
topol ogy information to virtually position the RR at the client

| ocation in the network. This solution involves nodelling the
networ k topol ogy as a set of elenents (regions, PoPs or routers)
arranged in a circle. Route reflector clients and inter-domain exit
poi nts would then be statically assigned to those el enments such that
one can compute the angul ar di stance between route-reflector clients
and the various exit points in order to infer the distance between
any two elenents. This neasure of distance can be used as an
effective alternative to the IGP distance as a tie breaker in the
path selection algorithmif necessary.

4. 1. Pr obl em st at enent

This solution addresses the problemdescribed in earlier sections,
while attenpting to minimse conputational overhead. The aimof the
proposed solution is to enable a route reflector to provide a route
reflector client with an exit point for a prefix which is ’'closest’
to the client rather than the route-reflector, w thout having to
distribute all paths to that client, or having to derive each
client’s view of the network topology. The neasure of closest is
based on a sinplistic description of network topol ogy provided by the
operat or.

Consi der the foll owi ng exanple of an | SP network topol ogy drawn to
reflect the location of the nodes and POPs:
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N4 POP4
CLI ENT B
POP4 POP1 N1
CORE
RR(s) POP2 N2
N5 POP3 POP2 N3
CLI ENT A
POP3

N - represents the different exit points for a given prefix. POP2 is
a geographically large PoP with two paths; N2 and N3.

In a deploynment where the centralized RRs tie break on the basis of
their | GP-based view of the network, Nl above would be advertised to
all clients on the basis that it is closest to the RR  Path N4 would
be a nore appropriate choice for client B. Sinmilarly, N5 would be
nmore appropriate for client A since path N5 is closer to client A
then path NI1.

4.2. Proposed solution

The proposed sol ution revol ves around the operator establishing the
angul ar position of the route-reflector clients and inter-domain exit
points in the network. The route reflector then picks the path to
advertise to a client based on the client’s angul ar position versus
the angul ar position of the inter-donain exit points originating the
pat hs. The operator can choose the granularity of angular position
appropriate to the desired goals. On one hand, the coarseness of the
angul ar position will effect the operator overhead; versus the
optimality of routing on the other. The finest granularity possible
will be the relative position of originating clients.

Note that this solution has nothing to do with actual IGP Iink
metrics and resulting topology in the network

It can be shown that for each network topol ogy, elenments such as AS
exit points can be mapped on to a circle. By putting POPs, Regions
or individual clients onto the hypothetical circle we can identify an
angul ar location for each elenent relative to sone fixed direction
for exanple defining the angular north of the circle at 0 degress.
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The angul ar position of elenents in the network can be conveyed to a
route reflector in a nunber of ways:

Assi gnnent of angul ar position of each RR client through
configuration on the route reflector itself; per client

configuration on RR

Assi gnnent of angul ar position of an RR client at each client,
then propagating it to RRs.

The proposed angul ar di stance approximation is conpatible with both
flat and hierarchical |1GP depl oynents.

In the exanple illustrated above the route reflector might |earn or
be configured with the follow ng set of paths and correspondi ng
angul ar positions:

Prefix XY N1 N2 N3 N4 N5

Locati on
i n degrees 60 85 120 290 260

If the absolute angular position of clients A and B were as foll ows:
Client A: 260 degrees
Client B: 290 degrees
Then the correspondi ng angul ar di stances for those clients versus the
exit points can be calculated as foll ows:
Prefix XY N1 N2 N3 N4 N5
Cient A 200 175 140 30 O
Client B 230 205 170 0 30
Wth an RR running the BGP best path algorithmnodified to use the
angul ar distance fromthe client to the nexthops, rather than its IGP
di stance to the nexthops as tie breaker, each client is provided with
its closest path with the measure of closeness reflecting the angul ar
position as configured by the operator.
The nodel used by the operator in order to deternine the angul ar

position of a client or exit point, night involve grouping el enents
toget her by region or PoP, or night involve no grouping at all
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| mpl enent ati ons should allow the operator to pick the appropriate
granul arity.

4.3. Centralized vs distributed route reflectors

In an environnent where the RR clusters are distributed (yet
centralized enough to nake hot potato routing hard), and each RR
cluster serves a subset of clients, it becones necessary to propagate
the angul ar position of the clients between route reflectors. This
can be achieved as foll ows:

Depl oy add- pat hs between route reflectors in order to maxim se
path diversity within the cluster

A non AS transitive BGP comunity of type (TBA by I ANA) can be
used to encode and propagate angul ar position between 0 and 359 of
a client. This community is only relevant to the route reflectors
of a given BGP donain and should be stripped either at the ASBR
boundary or when propagati ng updates to BGP peers which are not
route refl ectors.

The angul ar position marking could al so be added by clients and
advertised to the route reflector. This would require sone
configuration effort.

5. Depl oyment consi derations

The solutions are primarily intended for end-to-end tunnel ed
environnents, i.e. where traffic is |label switched or IP tunneled
across the core. |f unencapsul ated hop-by-hop forwarding is used,

ei ther msconfigurations or conflicts between these optinizations and
cl assical BGP path selection rules could lead to intra-domain
forwardi ng | oops. Under certain circunstances the solutions can al so
be depl oyabl e without end-to-end tunneling. |In particular the best
path sel ection based on the client’s | GP best-path selection is
guaranteed not to cause any forwarding | oops (other than micro | oops
associ ated with reconvergence) when deployed in a flat |1GP area

provi ded that no distance tol erance value is used so that the path
choice is truly made on a per-client basis.

It should be self evident that this solution does not interfere with
policies enforced above IGP tie breaking in the BGP best path
al gorithm

The solution applies to NLRIs of all address families which can be

route reflected and which can be tie broken by I GP distance to the
next hop.
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It should be noted that custonized per-client or group of clients
best path selection is already in use today in the context of

I nternet Exchange Point (IXP) route servers. 1In an |IXP route server
the client best path is selected as a result of different policies
rather than IGP netric distance to BGP next hop.

A possible scalability inpact of optimsing path selection to take
account of the RRclient position is that different RR clients
receive different paths, and therefore update/peer group efficiency
dim nishes. This cost is inposed by the requirenent given the
requirenent is to optimse the egress path fromthe client’s

perspective. It is also not unlikely that groups of clients will end
up receiving the sane best path/s, in which case, inefficiency of
update generation will be mnimsed. It should be noted that in the

cases described under flexible router placenent where placenment is
determ ned on a per update/peer group basis or per route reflector
the scal e benefits of peer groupings are retained.

6. Security considerations
No new security issues are introduced to the BGP protocol by this
speci fication.

7. | ANA Consi derations
I ANA is requested to allocate a type code for the Standard BGP
Conmunity to be used for inter cluster propagation of angul ar
position of the clients.
I ANA is requested to allocate a new type code from BGP OPEN Opti onal
Par ameter Types registry to be used for G oup_|I D propagati on
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