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Abst ract

Today the Dual - Stack approach is the nost straightforward and the
nmost conmmon way for introducing | Pv6 into existing systems and
networ ks. However a typical drawback of inplenenting Dual-Stack is
that each node will still require at |east one |Pv4 address. Hence,
sol el y depl oyi ng Dual - Stack does not provide a sufficient solution to
the |1 Pv4 address exhaustion problem Assum ng a situation where nost
of the I P communication (e.g. always-on, VolP etc.) can be provided
via | Pv6, the usage of public |IPv4 addresses can significantly be
reduced and the unused public | Pv4 addresses can under certain
circunstances be returned to the public I Pv4 address pool of the
service provider. New Dual -Stack enabl ed services can be introduced
wi t hout increasing the public |IPv4 address denand, whereas |Pv6 will
be the preferred network | ayer protocol. This docunent describes
such a solution in a Dual - Stack PPP session network scenario and

expl ains the protocol nechani sns which are used.
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1. Abstract

The Dual - St ack approach as defined in [ RFC4213] provides the nost
straightforward and nost common way for introducing | Pv6 [ RFC2460]
into existing systens and networks. However, an inherent drawback of
usual Dual - Stack depl oynent scenari os according to [ RFC4213] section
2 is that network nodes will still require at |east one | Pv4

[ RFC0791] address. A primary concern for nost operators whose | Pv6
depl oynent strategy relies upon the depl oynent of Dual - Stack
architectures is hence focused on the ability to rationalize the
usage of its global |Pv4 address bl ocks while encouraging the use of
| Pv6.

Assuming now a situation where nost of the | P comunication (e.g.

al ways-on, Vol P, etc.) can be provided via | Pv6, the usage of public
| Pv4 addresses can be reduced significantly and the operators need
mechani sms and solutions in order to rel ease unused | Pv4 address
resources of Dual -Stack nodes and reallocate themlater on, on
demand. This docunent describes how such a solution can be depl oyed
in a Dual -Stack PPP session scenario and details the protoco
mechani sms of the solution which are al so thought as contribution to
[ BBF-TR-242]. Furthernmore it should be nmentioned at this point that
t he sketched sol ution approach can al so serve as general |Pv4 sun
setting approach for Dual - Stack PPP sessions, since it provides the
possibility to return unused | Pv4 addresses of Dual - Stack PPP
sessions and transforming theminto pure single stack | Pv6 PPP

sessi ons.

1.1. Requirenents Language
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119]

2. Problem Statenent and Purpose of |Pv4 address efficiency

The Broadband Forum describes in [BBF-TR-187] a target |Pv4/I|Pv6
Dual - Stack Architecture. TR-187 builds on the capabilities of
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exi sting protocols such as Point-to-Point Protocol (PPP) [RFC1661]
and Layer 2 Tunnelling Protocol (L2TP) [RFC2661] to provide |Pv6
service in addition to today’s | Pv4 service. These protocols allow
the parallel usage of IPv4 and IPv6 within a single PPP respectively
L2TP session. Usually in such a scenario the service provider
assigns both, a global |IPv4 address and al so | Pv6 address/prefix
paraneter, to the CPE deployed in the customer’s prenises for the
whol e duration of the PPP session. Because of the potential parallel
usage of IPv4 and IPv6 within such a Dual -Stack PPP scenario a public
| Pv4 address is always provisioned, also in the (future) case where
it is assuned that nost (or even all) of the communication is running
on top of IPv6. This docunent extends the sketched Dual - St ack

depl oynent scenario for PPP and L2TPv2 with a nechanismthat allows a
tenporary assignnent and a rel ease of an unused |Pv4 address. This
approach covers also situations where the | Pv4 address may only be
provi ded on-dermand |l ater on, after initiating the Dual -Stack PPP
session with an | Pv6 context only. For a service provider using this
mechanismit is assunmed that a val uable increase of |Pv4 address
efficiency due to a tine based sharing of conplete |IPv4 addresses can
be achi eved.

Basically, the nechanismis also applicable to cable and nobile
networks. The correspondi ng DOCSI S and 3GPP standards nmay be adapted
as a followon work to this draft later on.

2.1. Illustrative service provider use case

In order to illustrate the applicability and useful ness of the
proposed "On denand | Pv4 address provisioning" nmechani sm an
illustrative network operator use case is provided in this section
Let’s assume a network access and service provider which is offering
Dual - St ack services via a single PPP connection to its custoners,
hence assunming a PPP encapsul ati on schenme. |ndependently of the
nature and the nunber of services subscribed by the custoner,
(Single, Play, Double Play etc.), all custoners should be produced
and provisioned in the sane way in order to keep the network
operation costs and the network conplexity as | ow as possible. Let's
assune furthernore that the above nentioned network access and
service provider has already mgrated its VolP service to | Pv6, so
that all Single play Vol P custoners only need | Pv6 connectivity and
have no need for an |IPv4 context within their Dual -Stack PPP session
However, the standard Dual - Stack PPP connection set-up today assunes
the triggering of the I PCP negotiation phase, as well as an | Pv6CP
negoti ati on i ndependently of the real need for |1Pv4 and/or |Pv6
connectivity, so that after a successful Dual -Stack PPP connection
establishnent the PPP client site is provisioned with a conplete set
of IPv6 and | Pv4 connection paraneters. As a consequence in our
exanpl e, the whole Single Play Vol P custonmer base of the network
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access and service provider has al so been provisioned with public

| Pv4 addresses, although these custoners will never need | Pv4
Internet connectivity during the whole lifetime of their PPP session
Hence a huge anount of not required and therefore unused | Pv4
addresses has been wasted, that should be better kept in the provider
address pools and del egated to other custoners that really need | Pv4
connectivity. In order to allow a nore dynan ¢ and on-demrand

provi sioning of | Pv4 paraneters wthin Dual -Stack PPP sessions, a new
mechani smis needed, that requests and al so rel eases | Pv4 addresses
on-denmand when they are really needed during the PPP session
lifetime. Such a mechanismis proposed and described within this
docunent .

(An additional advantage of such an on-denand | Pv4 address rel easing
and provisioning nechanismconsists in the fact that a straight-
forward to operate and dynanic change in the custoner profiles (e.g.
upgrade of Single Play custoners to Double Play services and vice
versa) becomes possible with only ninor changes to the customner
service profile in the AAA platformof the service provider - no
changes in the CPE or BRAS/ NAS port configuration are needed.
Besides that, this dynam c on-demand | Pv4 address provisioning and
rel easing approach allows it to share one public IPv4 address in a
tinmely sequential fashion between a bunch of custoners.)

The followi ng sections describe the basic network architecture and
the "On demand | Pv4 address provisioning" nechanisns in nore details.

2.2. Architecture and Communi cation in a PPP Dual - Stack environnent

Assum ng a Dual - Stack network access via PPP, terminal devices can
conmuni cate via | Pv4 and/or | Pv6 transport, depending on their own
and their I P comrunication partner capabilities. The actual usage of
I Pv4 or 1 Pv6 or both protocols depends on the capabilities of

o the I P conmunication endpoints (e.g. protocol stack, applications,
configuration of the preferences etc.),

o the network deploynment itself (e.g. access network based on PPP,
backbone network, Internet) and also on

0 the used communication services (like e.g. Vol P over |Pv6).

The last two points are mainly left to the responsibility of the
networ k and service providers. The approach, sketched in this
docunent, is based on the operational scenario that the custoner
starts a Dual -Stack PPP session in "IPv6-only" node first and "adds"
IPv4 |ater on only in the case that applications or services
explicitly require I Pv4 connectivity. Wen |Pv4 connectivity is not
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needed during the whole duration of PPP network connectivity then a
conti nuous provisioning of a global |1Pv4 address to the custoner
device (e.g. end system CPE etc.) is not necessary. Therefore
mechani sns are needed to provision and rel ease public | Pv4 addresses
for Dual - Stack PPP sessions dynam cally and on-denand.

The goal of the solution sketched in this docunment, is to limt and
decrease the public I Pv4 address pool size of the PPP network access
provi der and hence to better rationalize the usage of the remaining
| Pv4 address bl ocks. Assum ng that always-on services are reachabl e
via | Pv6, a Dual - St ack-capabl e PPP connected custoner side device
shoul d in any case request |Pv4 address parameters only on denmand,
when the need for establishing | Pv4 connectivity has been detected
and there is a need to forward I Pv4 traffic towards the PPP WAN
interface (e.g. of a CPE). Followi ng this above sketched network
scenario it is sufficient, when initially only |IPv6 address
paraneters are provisioned to the PPP custoner endpoint (e.g., end
systens, CPE)

This means as a consequence that a custoner device does not initially
start a conplete Dual -Stack PPP session but an | Pv6-only PPP session
The 1 Pv4 part of the conplete Dual-Stack is initiated later on only
in the case that I Pv4 connectivity is explicitly requested.

Figure 1 below illustrates the network architecture of a PPP Dual -
Stack environnment for providing Internet access to residentia
cust oners.
S +
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Figure 1: PPP Dual -Stack architecture
Thi s abstract network topol ogy consists of 3 najor conponents:
1. Private Internet (aka. Customer LAN)
2. Public Internet (including access and service provider network)
3. Service Provider AAA area

The focus of this draft is mainly directed to the access network of
the service provider as part of the Public Internet, where in our
scenario PPP is used between the CPE and the provider Network Access
Server (BRAS, NAS) in order to provide public Internet access to the
cust oner.

The Service Provider’s AAA area is a network which consists of

several systens that interact with the Network Access Servers and
provide AAA functionalities. Such Service Provider AAA
functionalities also include nanagenent of the public | Pv4 and public
| Pv6 address and prefix pools inside the BRAS/ NAS and can al so be
integrated directly into the BRAS/ NAS

2.3. The advantage of the dynanmic |Pv4 address assigning feature

The dynam ¢ | Pv4 address assigni ng approach, sketched in this
docunent, is based on the operational approach that the custoner CPE
initiates a PPP session based on | Pv6 and adds I Pv4 later on only if
certain | Pv4 applications or services explicitly require |IPv4d
connectivity. A particular public IPv4 address can therefore be
assi gned consecutively to different custonmers for the lifetine of
their 1Pv4 PPP connection and has not to be bound to a single
customer for the whole lifetime of the Dual -Stack PPP session. This
consecutive assignment of public |IPv4 addresses allows froma

provi der perspective a |l ess conplex IPv4-to-1Pv6 nigration in
comparison to other IPv4-to-1Pv6 mgration approaches that are based
on Carrier Grade NATs in service provider network (like e.g. Dual -
Stack lite (like e.g. Dual-Stack lite [ RFC6333]) or shared | Pv4
addresses, since no additional network devices have to be depl oyed
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and operated and the conplete solution is based on sinple extensions
to already existing infrastructure conponents and processes. The
customer will be provisioned with a public IPv4 address only in the
case when global |Pv4 connectivity is really needed and will not be
provisioned with an | Pv4 address by default when the Dual - Stack PPP
session is initiated. Furthernore, a provisioned | Pv4 address can be
rel eased (e.g., after a certain tinme interval) in case the CPE
detects that there is no need any nore for global |Pv4 connectivity.
In other words, when global [Pv4 connectivity is not needed during
the lifetime of the Dual -Stack PPP session then a (continuous)
provisioning of a public IPv4 address to the CPE is not necessary and
the provisioning of a public | Pv4 address can be done on-dermand and
dynani cal | y.

Hence, one of the main achievenents of this nechanismis to limt and
decrease the pool size for public |Pv4 addresses at the service
provi der site.

A simlar effect in linmting and decreasing the |IPv4 address demand
can al so be reached by using separate PPP sessions for |Pv4 and | Pv6.
But in that case the follow ng probl ens occur

0 For each additional PPP session additional AAA paraneters have to
be created and handl ed which | eads to an extensi on of AAA domai ns
and nore conpl ex processes.

0 Each additional PPP session will require additional resources on
the PPP endpoints (e.g. for handling additional custoner
credentials) also in devices that act as PPP internedi ate agents.

0 Accounting and controlling of traffic classes on an access |line or
customer base will be inpeded or at |east conplicated.

Because of these reasons the introduction of an additional PPP
session for IPv6 as additional network |ayer protocol on an access
line with an additional PPP session is not recomended.

From a strategi c perspective the dynanic | Pv4 address assigning
approach conpl ements a Dual - Stack based | Pv6 migration strategy for
service provider access networks which nmay consist the foll ow ng

st ages:

1. Inplenmentation of IPv6 in the access network based on the Dual -
St ack approach.

2. Conpleting the IPv6 introduction for all services which are under
the control of the service provider
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3. Inplenmentation of the dynam c | Pv4 address assigni ng mechani sm

4. Monitoring the | Pv4 usage and anal yzi ng opportunities for stage
5.

5. Inplenentation of |IPv6-only access products.

It is possible to realize stage 2 also at an earlier or later point
intime. To reach a maxi num effectiveness regarding | Pv4 address
efficiency it is recormended to keep this sequence.

3. Specification

As defined in RFC 2661 [ RFC2661] PPP and L2TP provi de the follow ng
mai n functionalities:

1. A nmethod for encapsul ati ng datagrans over serial |inks.

2. A Link Control Protocol (LCP) for establishing, configuring, and
testing the data-link connection

3. (Optional) Authentication Protocol for one or both peers.

4, A famly of Network Control Protocols (NCPs) for establishing and
configuring different network-|ayer protocols.

For provisioning of IPv4 or IPv6 communicati on paraneters (e.g.
addresses, DNS resol ver) as network-layer protocols only the NCPs
Internet Protocol (Version 4) Control Protocol (I1PCP) RFC 1661

[ RFC1661] and Internet Protocol (Version 6) Control Protocol (IPv6CP)
RFC 2472 [ RFC2472] are used. Whereas |IPCP is responsible for
configuring, enabling, and disabling the IPv4 protocol nodul es on
both ends of the point-to-point link, IPv6CP is responsible for
configuring, enabling, and disabling the IPv6 protocol nodul es on
both ends of the point-to-point link. Once one of the two network-
| ayer protocols has been configured, datagrans belonging to this
net wor k-1 ayer protocol can be sent over the PPP link. Both NCP
prot ocol mechani sns act independently of each other (see also

requi renment WLL-3 in [RFC6204]) and can be used to establish and
pul | -down I Pv4 and | Pv6 connection contexts within a Dual -Stack PPP
sessi on i ndependent|y.
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As an exanple, an inplenmentation that wishes to close a dedi cated NCP
connection (e.g., IPCP or |IPv6CP) SHOULD transnit a Term nat e- Request
to the peer. Upon reception of a Term nate-Request, a Term nate-Ack
MUST be transnmitted to the sender of the Term nate-Request. The PPP
session itself and the other NCP connection inside the PPP session
will remain existent. Only in the case that both NCP connections are
cl osed, the Dual -Stack PPP session will be termni nated.

3.1. Definition of the participating elenments and their functionalities

This chapter identifies the network elenents that are involved in the
nmessage flows to enable the on-demand | Pv4 address provisioning
functionality and describes their functionalities related to this
mechani sm

0 Custoner Edge Router (CER a.k.a. CPE) / End System

Wthin the context of this docunment the CPE/End Systemis any device
i mpl ementing a Dual -Stack PPP stack and acting as a PPP client with
respect to the PPP server (e.g. BRAS/NAS) in the service provider
network in order to achieve connectivity to the service provider
network. In the case of a Custoner Edge Router (CPE) this is a node
(e.g. intended for home or snall office usage) which forwards | Pv4
and | Pv6 packets that are not explicitly addressed to itself between
the Local Area Network and WAN interface. The CPE itself can be
abstracted into three functional blocks, one that carries the PPP
session (e.g. a standal one DSL noden), one that is operating sinply
as a local router which includes the NAPT44 function and any | PV6 PD
ND, DHCPv6 and DHCP for both stacks and one which includes the |oca
CPE functionalities (e.g., DNS forwarder/cache, VolP SIP agent). The
PPP interface of this device is also called WAN (Wde Area NetworKk)
interface [ RFC6204]. |In the case of |IPv4 an additional Network
Address Transl ation (NAT) functionality is inplenmented on the router
part. So within the Local Area Network private |Pv4 addresses can be
used as defined in [RFC1918]. Therefore the denmand for gl obal |Pv4
connectivity of such a Customer Edge Router will be triggered either
by local applications on the CPE or by receiving | Pv4 packets on its
customer network facing interfaces that are addressed to the public

I nternet.

In the case of an end system this is a node that intends to

communi cate with other nodes by sending | Pv4 and/or | Pv6 packets. On
an end system the | Pv4 connectivity demand can only be triggered by
| ocal protocols and own applications. However, in both cases (CPE or
end systen) an IPv4_idle tiner is inplenmented on the upstream (WAN)
interface in order to detect |Pv4 packets passing the WAN interface
(incom ng/ outgoing) and to neasure the related IPv4 idle tinme when
no | Pv4 packet has been sent or received.
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0 Network Access Server (NAS a.k.a. BRAS)/Layer 2 Network Server
(LNS)

The Network Access Server (NAS) (a.k.a. Broadband Renpte Access
Server BRAS) is a device providing |local Dual- Stack PPP connectivity
to the Service Provider access network and acting as a PPP server to
the PPP client on the Custoner Edge Router or customer end system
Wthin a RFC 2661 architecture the PPP server within the service
provi der network is the L2TP Network Server (LNS). The |IPv4 address
pool managenent can be provided locally on the BRAS/ NAS/ LNS or
renotely. |In the case of a |ocal address pool nanagenent no

addi tional information exchange to an external address pool
managenment systemis needed in order to assign or release | Pv4
addresses. In the case of an external address pool managenment an

i nformati on exchange between the BRAS/ NAS/LNS and the address poo
managenent systemis required.

0o External Address Pool Managenent

Ext ernal Address Pool Managenent is used in the case when no |oca
Addr ess Pool Managenent systemis inplenented in the BRAS/ NAS/ LNS

In this case it is necessary that the BRAS/ NAS/ LNS communi cates with
an External Address Pool Managenent System for signaling assignnent
or release of |Pv4 addresses. RADIUS as specified in [ RFC2865] or

DI AMETER as specified in [ RFC3588] can be used as protocol between
BRAS/ NAS/ LNS and the External Address Pool Managenent System

3.2. Assigning | Pv4 address paraneter on-denmand after establishing PPP
session with | Pv6 connectivity

A PPP client inplenmentation wishing to establish a PPP connection
MUST transmit a NCP Configure-Request to the PPP server. |If every
Configuration Option received in a NCP Configure-Request is

recogni zabl e and all values are acceptable, then the PPP server

i mpl ementation MUST transmit a NCP Configure-Ack to the initiator of
the NCP Confi gur e- Request.

Applied to the above sketched Dual - Stack PPP session use case the
configuration and enabling of the IPv6 protocol nodule will be done

i Mmedi ately after a successful LCP data link configuration (and maybe
successful authentication phase) of the PPP session. Assum ng that
this | Pv6CP configurati on exchange has been successfully conpl et ed,
the PPP session is now established and operational containing an

| Pv6-only network | ayer connection

Separately fromthat, the I Pv4 protocol nodule can (later on and

dynani cal | y on-denand) be configured and enabl ed using | PCP. However
this SHALL only be done in the case that an | Pv4 connectivity demand
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has been detected on the PPP customer end systemor CPE (PPP client).
Theref ore the BRAS/ NAS MUST not initiate the negotiation of |PCP.

The following diagramillustrates the corresponding | PCP (and
accounting) nessage exchange that is needed to configure the | Pv4
protocol nodul es of an existing (Dual -Stack) PPP session on-denand.

CPE/ End System BRAS/ NAS ext. Address
(PPP Peer) (PPP Peer) Pool managenent
(i f necessary)
I I

I

->| I I
| - I PCP- Confi gur e- Request - >| |
| | ----Access- Request - - - >|
| | <---Access-Accept----- |
| <- I PCP- Confi gur e- Request - | [
| ---1PCP-Configure-Ack--->| |
| <- -1 PCP- Confi gure- Nack- - - | [
| - I PCP- Confi gur e- Request - >| |
. | <---1PCP- Configure-Ack---| |
0. | | - - Accounti ng- Request - >|
1. | | <---Accounting- Resp. --|

RRooNoUhWNE

Figure 2: Message flow for assigning | Pv4d address paraneter

In the above diagram the CPE/End Systemis triggered (1) to set up

I Pv4 connectivity via an already existing PPP session. The CPE/ End
System detects that there is no context (incl. a public |IPv4 address)
for its WAN interface available and starts the negotiation of the
required | Pv4 address and protocol paraneters by sending an | PCP
Configure-Request to the BRAS/NAS (2). The BRAS/NAS will request the
correspondi ng | Pv4 connectivity parameters (e.g. |Pv4 address, DNS
resol ver address) froma local (e.g. within the BRAS/NAS) or renote
dat abase representing the Address Pool Managenent Systen{e.g. via
RADI US/ DI AMETER) (3, 4). After this the PPP peers use the standard

| PCP procedures to finalize the | Pv4 address parameter negotiation
(5, 6, 7, 8, 9). After a successful provisioning of the | Pv4 address
paraneter the CPE/ End system has full gl obal |Pv4 connectivity and
can proceed with the I Pv4 communication (in parallel to IPv6). In
case of an external Address Pool Managenent, the BRAS/ NAS will send
an Accounti ng- Request nessage (10) to the external Address Pool
Managenment Systemin order to signal the successful negotiation of
the | Pv4 address paraneter. The external Address Pool Managenent
Systemwi || answer with an Accounting- Response (11) nessage.

3.3. Releasing unused | Pv4 address paraneters
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A PPP client inplementation according to this draft wi shing to cl ose
a dedi cated NCP connection (e.g., |IPCP or IPv6CP) SHOULD transmt a
Ter m nat e- Request to the peer. Upon reception of a NCP Term nate-
Request, a Term nate-Ack MJST be transnitted to the sender of the
Ter m nat e- Request .

In the PPP Dual - Stack session scenario discussed here, the generation
of the Term nate- Request nessage for the I PCP part of the PPP Dual -
Stack session MJIST be triggered by an IPv4 traffic idle timer within
the PPP client when no I Pv4 traffic has been detected on the upstream
interface for a tinme interval longer than Initial IPv4d Idle Tine. As
long as there is still an ongoing |IPv6 connection within the PPP
session, the PPP session MJST be kept open. Equivalently, when no

| Pv6 connectivity is detected the | Pv6CP session can be term nated
again by sending an | Pv6CP Term nat e- Request and accepting this by a
Term nate-Ack. Afterwards the Iink |ayer connectivity and hence the
whol e PPP connecti on can be term nated by exchanging the LCP

Ter m nat e- Request and Terni nat e- Ack nessages

CPE/ End System BRAS/ NAS ext. Address
(PPP Peer) (PPP Peer) Pool Managenent
I I I
1. ->| | |
2. | - -1 PCP-Term n. - Request - - >| |
3. | <----1PCP-Termn. - Ack. ---| |
4, | | -InterimAcc. -Requ. -->
5. | | <---Accounting-Resp. --|

Figure 3: Message flow for releasing | Pv4d address paraneter

The term nation of an | PCP connection within a Dual -Stack PPP session
is illustrated in figure 3 above.

For this sanple nmessage flow it is assuned that there is still an

| Pv6CP connection active inside the Dual -Stack PPP session. After
the expiration of the IPv4 traffic idle tiner (1) the CPE/ End system
sends an | PCP terninate request to the peer (2). The request will be
answered with an Terni nate- Ack message (3). The |IPv4 address can be
returned to the |l ocal address pool (e.g. within the BRAS/ NAS) or to
the renote | Pv4 address pool by sending InterimAccounting nessages
(4, 5) (e.g. via RAD US/ DI AVETER).

3.4. Tinmer Considerations
| Pv4_Idl e Tinmer

The IPv4_ldle Tiner on the upstreaminterface of the PPP client has
to be started i Mmediately after a successful establishnment of the
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| PCP session within the PPP connection and MJST count down starting
fromthe Initial _IPv4d_Idle Tine value to 0. Wen the upstream
interface of the PPP client discovers incomng / outgoing |IPv4
traffic then the IPv4_lIdle Tine MIST be reset to the
Initial _IPv4 _Idle Tinmer value. Wen the IPv4_Idle Tinmer reaches the
val ue 0 sending a Term nat e- Request nessage MJST be triggered by a
the PPP client (e.g., end system CPE). The Initial_IPv4_ldle_Tine
val ue MUST be configurable to adopt the mechani smdue to the needs of
the applications which are using IPv4 and with respect to an
optimzation of the |IPv4 address saving potenti al

Potential for optinization

The efficiency of the "On demand | Pv4 address provisioni ng" mechani sm
can be nmeasured in the ratio of |PCP/ RADI US/ DI AMETER si gnal ling
traffic to the anpbunt of the saved gl obal |Pv4 addresses. Hence
different options to optinize the efficiency of the proposed sol ution
are possi bl e, by suppressing unnecessary signalling |oad and bl ocki ng
forbi dden | Pv4 connectivity requests.

Avoi di ng unnecessary | oad on BRAS/ NAS and AAA

Unnecessary signaling | oad between PPP peers as well as between BRAS/
NAS and external Address Pool Managenent can for instance occur when
a | Pv6-only custoner requests | Pv4 address paraneters. This can be
prevented by restricting the usage of a Dual -Stack CPE for |Pv6-only
customers to I Pv6 only and/or by adm nistratively refusing the | PCP
configure requests of such an I Pv6-only custoner inside the BRAS/ NAS

The former case is nore or |ess a business and customer rel ationship
rel ated i ssue which needs no engi neering concepts.

This case can be solved by answering an | PCP Configure Request
message froma | Pv6-only custoner with a LCP reject nessage as
described in chapter 5.7 of [RFC1661]. The field Rejected-Protoco
of the LCP reject nmessage contains the value 0x8021 for | PCP and the
Rej ected-Information field contains a copy of the | PCP packet which
is being rejected. Due to [RFCL1661] upon reception of a Protocol -
Rej ect, the inplenentation of the | Pv4d capable CPE of the IPv6-only
custoner MUST i mmedi ately stop sending packets of the indicated
protocol at the earliest opportunity. So the transm ssion of
unnecessary | PCP and RADI US nessages during the running PPP session
can be prevent ed.

Anot her opportunity to reduce I PCP signaling |oad and the
correspondi ng signalling overhead between BRAS/ NAS and externa
Addr ess Pool Managenent is the definition of default IPv4 traffic
idle tiner values for always-on applications that are sending
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peri odi c messages (see chapter 3.3). The value of this IPv4 traffic
idle tinmer should be chosen a few seconds |larger than the interva

bet ween periodi c nessages of al ways-on applications. Such an
approach avoids problens for these applications when IPv4 is used and
optinizes | Pvd address rel ease and address assi gn nessage exchange.
Very short and periodic |Pv4d address renewal cycles can be avoi ded by
such an approach.

2. Reducing IPv4 traffic on external interfaces

The easiest way to reduce |Pv4 traffic demand (and hence the need for
public I Pv4 addresses) is to shift applications fromusage of IPv4 to
I Pv6. |In using the Dual - Stack approach which is a prerequisite of
the mechani sm described in this draft, no differences regarding the
service level of both protocols are expected. Each service can be
provided with the sanme quality | evel independently of the chosen
version of the Internet Protocol

But regarding applications on end systenms the Internet access
provider has only very limted influence. However for applications
and services running on the CPE itself (e.g. Vol P User Agent) the

i nternet access provider should be able to define and require their
| Pv6 readiness.

An additional point is the preferred usage of 1Pv6 on all externa
(WAN) interfaces in the case when the CPE acts as a relay and caches
on behalf of certain protocols (e.g. DNS). Wen on a LANinterface a
request message for such a protocol is received via IPv4 and a
relaying to the external WAN interface is needed |IPv6 should be the
preferred network protocol. Such a requirenent has already been
defined for relaying/caching devices in [BBF-TR-124-i2] (section

LAN. DNSv6, item 6)

| npacts on user experience and operation
1. Inpacts on user experience and Happy Eyebal | s inpl enentations

In order to mitigate delays in end-to-end establishment in unstable
Dual - St ack environnents | [ RFC6555] describes a mechanismto optim ze
the conmuni cation establishnent for connection-oriented transports
(e.g., TCP, SCTP). The IPv6 connectivity can be inpaired for

i nstance due connection failure to the I1Pv6 Internet, broken 6to4 or
Teredo tunnels, or broken |IPv6 peering. After nmaking a connection
attenpt on the preferred address famly (e.g. I1Pv6) and failing to
establish a connection within a certain tinme period, a "Happy
Eyebal | s" inplenentation will decide to initiate a second connection
attenpt in parallel using the sane or the other address famly. It

i s reconmmended that the non-w nning connecti ons be abandoned, even
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though they could -- in sonme cases -- be put to reasonable use. In
the case of I Pv6 connectivity problens a Dual -Stack host will hence
use I Pv4; in the case of IPv4 connectivity problens a Dual - Stack host
will use IPv6 for reaching a certain destination

In a Dual -Stack environnent according to this docunent it is assuned
that the I Pv6 connectivity (at least in the access network) is not
impaired. Nevertheless it is possible that the network path between
access area and | Pv6 destination is broken. 1In this case a fast
fall-back to I Pv4 is needed. |In a Dual-Stack environnent are,
according to this draft, in general 3 states regarding |IPv4 and | Pv6
connectivity of interest:

1. Neither IPv4 nor I1Pv6 connectivity is given (PPP link is dead),
2. Only IPv6 connectivity is established and

3. I1Pv4 and | Pv6 connectivity is established.

In the first case the "Happy Eyeball" scenario is not rel evant.

In the second case a fast IPv4 fall-back has to be realized by
triggering and using the nmechani sm described in chapter 3.2.
Dependi ng on the architecture scenario (IP address pool managenent

i nside or outside the BRAS/NAS) and the CPE and BRAS/ NAS perf ormance
capabilities a delay of about hundred nilliseconds for establishing
the 1 PCP session has to be considered. 1In the case that nmeanwhile

t he communi cation is not established via IPv6 this will be done via
IPv4. |If the "Happy Eyeball" al gorithm caches connection
establ i shment successes/failures, this additional |PCP establishnment
delay could lead to wong assunptions regarding the quality of the

I Pv6 and | Pv4 connectivity. However, in follow ng connection
attenpts using "Happy Eyeball" this can be corrected, because |IPv4
connectivity is already established and no additional delay will be
added.

The third case corresponds to a native Dual - Stack architecture, so no
addi ti onal considerations are needed.

5.2. Operational inpacts

As descri bed above the used mechani sms for dynanically assigning /
rel easing | Pv4 addresses do not need new PPP, |PCP, |Pv6CP or RADI US
protocol elenents. Therefore it can be assuned that an

i mpl ement ati on of the proposed nechani sns on the distinct network

el ements can be realized easily. Neverthel ess depending on the
service provider IPv6 mgration strategy and schedule it is possible
that this mechanismis not everywhere in a PPP service provider
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depl oynent active or passive supported. Wen a service provider
all ows the customer the usage of CPEs of their own choice it is
possi ble that an I Pv4 address releasing CPE will be connected to a

non conpatible BRAS/NAS in the service provider network. In this
case the nessage flowinitiated fromthe CPE could lead to | Pv4d
connectivity problens. |In order to avoiding this, a CPE

i mpl erent ation according to this draft MAY provide capabilities to
switch on/off the above described functionality in order to fall back
to a support of an IPv6-only or a "standard" Dual - Stack service.
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