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Abstract

The ability of OSPF to transport non-routing information to be used
by other applications was defined by the Opaque LSA Option. |n order
to not inpact the convergence of routing information, this docunent
describes a sinple process to increnentally synchronize the routing
and non-routing information residing in an OSPF |ink-state database.

Status of this Meno

This Internet-Draft is submitted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on June 3, 2011
Copyright Notice

Copyright (c) 2010 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
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1.

I nt roducti on

Opaque LSAs [ RFC5250] provide the ability for OSPFv2 [ RFC2328] to
transport non-routing information to be used by other applications.
A simlar capability exists in OSPFv3 [ RFC5340] through the use of
the U-bit and an appropriate LSA Function Code. Throughout this
docunent COpaque LSAs and ones with unrecognized |link-state types wll
be referred to sinply as "opaque".

The presence of opaque information in the OSPF Link-State Database
(LSDB) nmay result in | onger database exchange tines, especially in
cases where the amount of data is significantly larger than the
routing-specific information. |In order to not inpact the convergence
of routing information, this docunent describes a sinple process to
incremental ly synchronize the information residing in an OSPF LSDB
The process uses existing nechanisns.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

I ncrenental LSDB Synchronization Process

The Increnental LSBD Synchronization (ILS) process consists of the
fol |l owi ng steps:

LSA Prioritization
The contents of the |local LSDB are classified to determn ne
whi ch LSAs require prioritized synchronization

In general, LSAs containing routing-specific infornmation
SHOULD be classified as requiring prioritized
synchroni zati on, while other LSAs MAY be cl assified as not
requiring it.

Prioritized LSDB Synchronization
This step corresponds to the adjacency establishnent process
as described in RFC 2328 [ RFC2328].

LSAs classified as not requiring prioritized synchronization
MUST NOT be included in Database Description (DBD) Packets
during the Database Exchange Process. The OSPF routing table
structure SHOULD be cal cul ated before noving on to the next
st ep.
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3.

1.

Fi nal LSDB Synchroni zation
In this step, any remaining LSAs in the LSDB SHOULD be
synchroni zed. The routers MJST use the CQut-of-Band LSDB
Resynchroni zati on [ RFC4811] (OOB Resync) nechani sm which
provides a way to resynchronize the LSDB wi thout affecting
the advertised nei ghbor state.

The process is described in ternms of LSAs containing (or not)
routing-specific information, but it may be generalized to include
any other criteria considered significant in the | ocal network and
prot ocol instance.

The last step in the process MAY be used recursively to achi eve an
i ncrenmental LSDB synchronization through different types of data,
making it also applicable to environnents where only non-routing

i nformation exists.

G aceful Restart

The restart of the OSPF software in a router also presents an
opportunity for LSDB synchronization. Because the restarting router
is still inthe forwarding path, it is inportant for the routing
information in the LSDB to be synchronized as fast as possible. ILS
can be used, with mnor nodifications, to reduce the synchronization
time and the probability of network topol ogy changes.

G aceful OSPF Restart
G aceful OSPF Restart for OSPFv2 [ RFC3623] and OSPFv3
[ RFC5187] don't specify any changes to the adjacency
establ i shment process.

I LS can be used by the Hel per Nei ghbor during the G ace
Period; if so, then the Hel per Node MJUST include any G ace-
LSAs in the DBD Packets during the Prioritized LSDB
Synchroni zati on step.

OSPF Restart Signaling
OSPF Restart Signaling [ RFC4812] defines a nechanismto
i nform nei ghbors about a local restart, in which the LSDB
synchroni zation is achi eved using OOB Resync. |n other
words, the Prioritized LSDB Synchronization step woul d use
OB Resync if the non-restarting router uses ILS. No other
changes to the process are needed.
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4.

8.

1.

Backward Conpatibility

The operation of ILS depends on the support of OOB Resync during
synchroni zati on; no backwards conpatibility issues exist there
[RFC4811]. |If OOB Resync is not supported by one of the routers,
then the LSDB synchroni zation would fall back to the adjacency
establ i shment process as described in RFC 2328 [ RFC2328].

If OOB Resync is supported, but ILS has not been inplenmented by al

the routers involved, the operation is still backwards conpati bl e.
Note that the process (Section 3) depends on the database description
by the local router. |In other words, a router nmay decide to not

fully describe the contents of its LSDB to its neighbor during the
adj acency establishnent process, and later use OOB Resync to
incremental ly describe the difference; the receiver doesn’'t need to
be aware of ILS. The benefits of ILS may only be partially realized
if not supported by all the routers involved in synchronization

| ANA Consi derations

This meno includes no request to | ANA

Security Considerations
The process described in this docunent does not introduce any new
security issues into the OSPF protocol
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