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Abstract

This docunent introduces a practical work for Peer-to-Peer (P2P) SIP
system based on Distributed Service Network (DSN), which was proposed
by China Mbile in ITUT. In this document, it introduces sone key
probl ems of carrier grade P2PSIP Vol P system Then it gives a brief

i ntroduction on DSN Vol P system and especi ally di scusses sone key
technol ogi es ai nmed at those mentioned problens. At |ast, we present
some neasurenent works for validating DSN Vol P system cal

transaction performance, reliability and high Availability. These
measur enents include the nmeasurement in |lab environnent and in rea

i nternet.
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I nt roducti on

DSN [1],the abbreviation of Distributed Services Network, is a new
question being standardi zed in | TU- T proposed by China Mbile. [3]
outlines the DSN Architecture. As described in [3], DSN can support
many applications, such as Miultinmedi a tel ephony services, strean ng
services, content distribution services and so on

DSN Vol P systemis designed based on the theory of DSN and P2PSI P
According to [1], DSN Vol P systemincludes two | ayers over |P network
P2PSI P | ayer and the application layer. The application |ayer uses
SIP protocol for call and P2PSIP | ayer uses RELQAD 4] protocol for
call routing in overlay network.

It al so anal yzes sonme key problens in P2P Vol P system and defines the
corresponding requirements in this docunent. It also includes the
system architecture, components and key technologies. At last it
presents sonme neasurenment work for validating the DSN Vol P system

Requirenments and key problens of carrier-grade P2P Vol P system
1. Requirenents

Peer -t o- Peer (P2P) systens have been wi dely deployed in current
internet, due to its advantages such as high scalability and cost-
ef fecti veness. Many P2P technol ogi es have been to i npl enent the
traditional telecomvoice service (for exanple, I M5 or softswitch)
such as Skype. But it hasn’t been discussed thoroughly that how to
make P2P system neet the telecominfrastructure perfornmance
requirenents, which is usually called as the "Carrier-G ade"

requi renents. According to the current performance of tel ecom voice
service deploynents, the requirenents of the carrier-grade services
can be sunmmarized but not limited to those |isted bel ow

1. Qos guarantee: Current IMS requires that any client-side
operations should be able to get the final responses in 300
m | 1liseconds. Therefore, P2P Vol P system should be able to
guarantee the signaling response tine which is conparable to this
time and the nedia transmission time which is | ess than 400ns.
There are al so sone specifications for voice quality, which is not
mentioned in this docunent.
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Hi gh Availability: The high availability includes network
availability, service availability, and subscriber data
availability and so on. The npbst conmon practice is to use sone
speci al nmechani sms to acquire robustness and availability such as
hot backup redundancy. High availability is a severe challenge for
P2P Vol P systens which intends to achieve the sane | evel of the
tel ecom syst ens.

Scal ability: The P2P Vol P system shoul d be adapted to the
expandi ng of the system scale, such as the increasing of the
number of the clients or core nodes.

Load bal ance: The resource is distributed anong P2P nodes and each
node should be able to collaborate with one another to avoid the
energence of the centralization of resource and traffic.

Cost-effectiveness: It’s the aimthat the P2P Vol P system can
achi eve the sane performance as the tel ecom conmercial system by
fully utilizing only commodity PCs, not using the costly hardware.

Mai ntainability: it’s quite appealing that it needs to do a little
work to configure the nodes and network in order to maintain the
nat ural operation of the P2P Vol P system P2P Vol P system can
realize the self-organization even after any network failure, so
as to reduce the demand for energent response and well experienced
oper at or s.

O hers: TBD.

2.2. Sone Key problens

To

obtain the same perfornmance as the tel ecomsystem there are many

key probl ens needed to be solved. Sone of themare |listed as bel ow

1.

Zhang,

Routing performance: The traditional P2P routing performance is
relative to the network dimensions. The routing performance wl |
be sharply descended as the increase of the network dinensions,
for exanple, the traditional Chord routing performance is Q(l ogN).

Redundant traffic: The P2P network does not match the underlying
network, so the P2P nodes forward the traffic only according to
the logic P2P routing and not to the real optimal |IP [ayer network
routing, and this will cause mass P2P redundant traffic
iteratively across many Automatic Systens(AS).
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3. The reliability and availability of subscriber data: Current P2P
network can’t provide an efficient solution for the reliability
and availability of subscriber data in case of the random joi ning
or exiting of the P2P nodes happened in the network.

4. Duplicate data consistency: There are many replicas for subscriber
data to acquire enough availability. It’s very common that the
subscribers’ data are often nodified, so the systemnust allow for
the updati ng and anmendnment information to be propagated to all
replicas asynchronously.

5. Hot spot: The subscriber data are distributed unevenly in the
network, which will cause that some nodes have nuch nore
subscribers’ data than the others. Therefore, it mght probably
lead to nmore traffic due to those high-loaded nodes which m ght
nmakes these nodes overload and even fault in sone cases.

6. Single node failure: If a node fails, its clients can't use the
servi ces

7. Ohers: TBD.

It discusses sone key technologies in section 3.3 with a viewto
sol ve the above questions.

3. DSN Vol P System Overvi ew
DSN Vol P systemis a Vol P system based on P2P overlay. DSN Vol P
system uses SIP protocol for call transaction and RELOAD for cal
routing.

3.1. System Architecture
According to the architecture of RELOAD, DSN Vol P system has the
simlar architecture and contains sone essential conponents defined

in RELOAD, such as Usage Layer, Routing Layer, Storage and so on. The
architecture of DSN Vol P systemis shown as figure 1.
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Figure 1 The architecture of DSN Vol P system
Based on the RELOAD architecture, DSN Vol P system i npl enents the

necessary functions required by RELOAD and sone additional functions
to nmake the systemnore practicability.
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There are two basic nodules in P2PSIP | ayer: KBR and Data Storage
nmodul e.

The key based routing, KBR, refers to find the best suitable host for
an input key, also includes |ID nmanagenent, DHT routing protocol

t opol ogy mmi ntenance, peers failure detecting and etc. DSN Vol P
system i npl enents a unique KBR routing schene with real -tine response
and a traffic |localization nechanism including a novel |ID assignnment
met hod.

The data storage nodul e takes charge of nmanagenent of subscriber data,
i ncludi ng storage, restoring, consistency verification and etc. Here
DSN Vol P system i npl enents a uni que and practical replica repl acenent
strategy and an effective consistency strategy.

3.2. System I npl enentati on and Conponents

DSN Vol P system incl udes sonme distributed servers and subscri ber

term nals. These servers formthe DSN Vol P network by using P2P
protocol and share | oad for each other. According to the different
functions, the server can be Peer Node(PN), Application Server(AS),
Enrol | ment Server (ES), Edge Agent (EA), Super Peer-Mi ntenance
(SPM, Rel ay Node(RN) and RN Cl uster Server(RCS). According to the
support for P2P protocol, the subscriber term nal can be the
traditional SIP dient(SiC) and Peer dient(PeC). The DSN Vol P system
framework is shown as figure 2
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Figure 2 The framework and conponents of DSN Vol P system

Peer Node(PN): PN is the core node in DSN Vol P network and is

depl oyed by tel ecomoperators. PN is responsible for DHT topol ogy
mai nt enance, overlay routing, storage and access for

subscri ber/service data, subscriber registration and Authentication
Boot Strap, SIP session control and Vol P service.

Application Server(AS): AS can provide other services which can’t be
provi ded by Peer Node(PN)

Enrol | ment Server (ES): ES inplenents BootStrap service when the PeC
or PN joins the DSN Vol P network for the first tinme. Wen new PN
joins, ES is responsible for authentication for the new node. ESis
depl oyed by tel ecom operators and fixed in the network.

Edge Agent (EA): EA provides the relay service for SiC and adapt to all
ki nds of services and connections to PN. EA supports SIP proxy
di scovery for DSN and connection with PN

SPM Super Peer Maintenance): SPMis an adninistrator for one zone.
SPM undertakes the registration of the PN nodes in the sane zone,
assigns the nodes IDs to PN nodes and naintain DHT routing

i nfornation.
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Rel ay Node(RN): RN is responsible for NAT traversal and nedia traffic
forwardi ng. RN can di scover the DSN and connection with PN. RN can be
depl oyed by tel ecom operators or upgraded from PeC

RN Cluster Server(RCS): RCS is responsible for the managenent of RN
nodes according to topology information or RTT(Round-Trip Tinme). RCS
manages one AS and assigns a suitable RN for PeC according to the

i nformati on about PeC s request or location etc.

SIP dient(SiC: SiC support only SIP protocol and can’t discover the
DSN network if it is directly connected to the DSN. It nust connect
directly with Edge Agent (EA).

Peer dient(PeC): PeC support both SIP protocol and P2P protocol. PeC
can be upgraded to be Relay Node (RN) or RN Cluster, but can’'t be
Peer Node(PN)

PN nodes formthe DSN Vol P network and interconnect via P2P protocol
The subscriber terminal can get valid service once it connects to any
PN. If some but not all PN nodes fail or go offline, this will not

af fect the normal operation of DSN network. We can add nore new PN
nodes to augnent the capacity of DSN networKk.

3.3. System Key technol ogi es

In this section, it presents with sone key technol ogies which is
aimng to solve the problemin sec 2.2.

1. SPM assi sted one hop route: DSN Vol P systemis typically
depl oyed as a two-layer DHT, including a global DHT (corresponding
to countryw de) and several regional DHTs (corresponding to
provi nces). For each region, there are several special peers
dedi cated to routing information updating and sone ot her
managenent tasks and these special peers are SPM Miltiple SPMs
can be deployed in a large region. Each one is responsible for a
partition of PN belonging to that region, and these SPMs backup
each other. SPMs fromdifferent regions are full-nmesh connected,
they run a gossip-based protocol to nmaintain a strongly consistent
view of their existence. All PN nodes must register to the |oca
SPM of the same region, when they join the network. During runtine,
once the PN's state change is detected by its neighboring PN, the
nei ghbor will notify the |local SPM and then the SPM wil |
di sseminate the event to other SPMs, finally each SPM wil |
broadcast this notification to all PN nodes under the charge of it.
In this way, each PN can obtain other PNs’ information through SPM
and can maintain routing table for all PNs. So SPM assi sted one
hop route can be inpl ement ed.
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Traffic Localization: Recent studies showed that a | arge vol une
of inter-domain redundant traffic aroused by P2P m smatch probl em
al ready becane a serious problem As nentioned above, each PN node
joins the countryw de gl obal DHT and one regional DHT at the sane
time. We use a novel peer |ID assignnment schene optinized for
gl obal | oad bal anci ng, which can wite the regional information
into peer ID. Wth this unique |ID schenme, the global DHT and
regi onal DHT can be nmi ntai ned by only one KBR (Key Based Routi ng)
incarnation, that’s different with many other | ayered DHT proposed.
Every object will be put in the regional DHT and gl obal DHT for
di saster recovery, according to the nornal DHT semantics
internally.

Replica Placenent strategy: The DSN Vol P system rai ses a uni que
N: B replica placenment which provides an effective way to backup
and recovery subscribers’ data fromlocal and renote region. Under
this solution a parallel recovery factor Nis defined as how nany
candi dat es shoul d be used as the recovery. And B is defined as the
nunber of Backups which nmeans how many duplicated replicas the
overlay hold. Subscriber data in each primary peer node is divided
into SSN'B slices. After that, each B backup peers in a group for
this primary peer will backup the sane slice of subscriber data
One peer node coul d execute data backup procedure to send data to
di fferent backup peers sinultaneously. Conpare to 1:1 backup
mechani sm not only does our N B replica placenent increase the
efficiency of parallel recovery, but also avoids the reservation
of half capacities (CPU cycles, bandwi dth) for potential mgration
of the service backed up

Consi stency Strategy: In order to ensure better data
consi stency, DSN Vol P systemw |l trigger "DataCheck" and
" Dat aGoHone" mechani sns periodically. DSN Vol P system t hr ough
"Dat aCheck" triggers the conparison between the data version
i nformati on of the correspondi ng PN nodes, and updates the
i nconsi stent data to ensure that the eventual consistency of
subscri ber profiles. "DataGoHone" takes charge of identifying
those tenporary irregular data, recalculate their key-value pair
and push themto correct PN nodes. Wth the help of timng service
al ways available in tel ecomoffices, DSN Vol P system uses
timestanp in order to capture causality between different versions
of the same data. One can deternine whether two versions of a data
have a causal ordering by exam ne their tinmestanps.
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5. Strip Segnentation nethod Based | D Assignnment: We use this
met hod to generate the subscriber ID. This nethod can evenly
distribute the subscriber data on each PN node so as to achieve
traffic | oad bal ance and avoid hot spot. The detail ed nethod can
be referred to [5].

6. Singl e node failure handle: If a PN node fails, we design sone
mechani sms to ensure the natural operation of VolP service. For
the session in progress, the session between the caller and the
callee is established, the standby PN checks the prinmary PN in
failure, and the standby PN notifies the associ ated nodes and
switch the session to itself. For the new call originated fromthe
caller, if the standby PN has switch to be the primry PN and
notified the subscribers, the call originated fromthe subscriber
will be routed to the standby PN. For the new call originated from
the callee, if the callee knows the failure in the prinmary PN by
requesting routing or querying routing table, the callee wll
route the query to the standby PN and establishes the session

7. O hers: TBD.
4. Validation of DSN Vol P systemin |ab environnent
4.1. Overview

We did sonme nmeasurenents to validate the DSN Vol P systemand its key
technol ogi es and all these were described in this docunent of version
01 which was submitted in I|ETF 77 neeting. In this docunment, we don’t
repeat the results and conclusions in the first docunent.

Here we do sone nore thorough nmeasurenents to validate the
performance and reliability of DSN Vol P system which are carried out
in a bigger network.

We set up a DSN Vol P denp systemin CMCC | ab. The denp system

i ncludes 58 PN nodes, two SPM and one ES. Al the PN nodes are

depl oyed on VMMre nmachi ne and have the same configuration: two
virtual CPU, 2G virtual nenory, 75G hard di sk space and SUSE Li nux
Enterprise Desktop 10 SP2 (i586). W depl oy the four VM nmachi nes on
one HP DL320 server and we use seventeen HP DL320 servers. All these
HP servers connect through one G sco 7500 | ayer3 switch

Qur enphases are system bul k call perfornmance neasurenent and
reliability neasurenment under churn
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4.2. System bul k call performance neasurenent

For measuring the bul k call performance of the denp system we
configure the followi ng paranmeters

l.call paraneters

each call last tine=3 second

each nmeasurenent last tinme = 15 minutes
2. subscriber data paraneters:

call er subscriber nunber = callee subscriber nunmber = 16000
The format of SIP subscriber terminal IDis |ike 8xXxxxxxx@j.dsn.com
The callers and call ees nust be registered before bul k cal
performance neasurenent. All these registered subscribers and calls
handl ed by each PN are randonmly averagely distributed in system OQur
al gorithm can ensure the approxi mate wel |l -proportioned distribution
for registered subscribers and calls handl ed by each PN
We neasured the bulk call transaction performance when the deno
systemrespectively included 24, 32, 40, 48, 56 PN nodes. W
collected the follow ng paraneters
1. Registration statistics: average register tine

2.Call Establishnment tine: average call setup tine, average call tear
down time, Post dial delay

3.Call finish: call success ratio, call attenpts per second(CAPS)

If the call lose ratio is below 0.5% and don’t persist to increase,
we think the call performance is under the Iimt of the system

We do two neasurements: 1l)there are only callers and callees in the
demp system 2)except the callers and callees, there are sone ot her
users which originate registration for sinulating the transfer from
one place to another and the nunber of these users is one fifth of
the total users

4.2.1. Pure bulk call performance neasurenent results

Note: the maximal call capability of the deno systemincreases al ong
with the nunber of PN nodes and it goes beyond the nmaxi mal capability
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of the test device. So we can get accurate neasurenent results when
the nunber of PN nodes is no nore than 48.

The following are the results of the first neasurenent.

1. average register tinme

Node numnber 24 32 40 48
average register tinme(ns): 21 21 22 22
2. average call setup tinme

Node numnber 24 32 40 48
average setup time(ns): 338 423 311 223
3. average call tear down tine

Node numnber 24 32 40 48
average tear down tinme(ns): 139 152 140 97
4. Post dial delay

Node numnber 24 32 40 48
Post dial delay (ns): 338 423 310 223
5. call success ratio

Node numnber 24 32 40 48
call success ratio(%: 99. 97 99. 95 99. 89 99.91

6. call attenpts per second(CAPS)

Node nunber 24 32 40 48
Syst em CAPS: 1252 1708 2221 2562
PN s average CAPS: 52.2 53.4 55.5 53.4

4.2.2. Mx Bulk call performance nmeasurenent results

The following are the results of the second neasurenent.
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1. average register tinme

Node number 24 32 40 48
average register tine(ns): 21 24 22 21
2. average call setup tinme

Node number 24 32 40 48
average setup time(ns): 346 376 319 244
3. average call tear down tine

Node number 24 32 40 48
average tear down tinme(ns): 138 176 137 115
4. Post dial delay

Node number 24 32 40 48
Post dial delay (ns): 346 439 318 244
5. call success ratio

Node number 24 32 40 48
call success ratio(%: 99. 98 99. 06 99. 96 99. 77

6. call attenpts per second(CAPS)

Node number 24 32 40 48
Syst em CAPS: 1196 1591 1986 2267
PN s average CAPS: 49. 8 49.7 49.7 47. 2

4.2.3. concl usions
Thr ough above neasurenent, the concl usions are:
1. The DSN Vol P system has the capability for call transaction

2. The system capability can approximately linearly increase as the
nunber of PN nodes increase.
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We have neasure the bulk call performance for the denp system
However due to nmeasurement tine limted, these results are just

el ementary and further measurenent will be done for nore | arge scale
net wor K.

4.3. Churn neasurenent
4.3.1. Churn nodel and setting

The P2P overlay will churn when there are sone nodes arriving or
| eaving. Cenerally we can give sone assunption:

1. one node has the the probability p%to arise churn in an hour for
| eaving or poweroff etc and the churning node will equably
distribute in the network.

2. The churn will occur with the periods of Tl mnutes in the P2P
network and p% of all nodes will |eave the P2P overl ay.

3. After T2 minutes, the total |eaving nodes will return the P2P
overlay with the probability q% T2 nmust be |l ess than T1.

Because we use backup nechani sns for user’s information, if one node
| eaves the overlay, its backup nodes will take on the inconing calls.
When the node | eaves the overlay, it will lead to call errors

If one node return the overlay, it will get its previously possessed

i nformati on fromthe backup nodes and this action will lead to
generate new traffic(we call these traffic as recover traffic). These
traffics will influence the network bandwi dth and increase as the

total nunber of the all users.

Based on the above discuss, for sinplifying and accel erating the
measur enents, we set sone suprene values for the neasurenent as
foll ows:

1. p=5 10, 20, q = 80

2. T1 = 10 mnutes, T2 = 4 m nutes

3. Nunber of users = 100 thousands, 300 thousands, 500 thousands,
1000 t housands

We do churn measurenents under different p and nunber of users in the

demp system wi th 58 PN nodes. Because we don't care the bul k cal
performance under churn, we use test device to originate 1800caps
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call in each nmeasurenent and the settings for the calls are the sane
as section 4. 2.
We col lected the foll owi ng paraneters:

1. Call success ratio: call success establishment conpared to al
call.

2. Call error: call fail caused by either caller or callee. we
randomy get the call errors fromtwo arbitrary nodes which | eave and
return the overl ay.

3. sanpled recover traffics: we randomy get the recover traffics
fromtwo arbitrary nodes which | eave and return the overl ay.

4,.3.2. Measurenent results
The following are the results.

1. p = 5% (about 3 nodes involved in churn at the sane tine)

user nunber (thousands): 100 300 500 1000
call success ratio(%: 99.00 99. 31 99. 52 99. 93
call error: 34283 22702 16240 3316
32676 22290 15681 2545
Recover traffic(kbps): 999 490 198 12372
880 117 441 11613

2. p = 10% (about 6 nodes involved in churn at the sane tine)

user nunber (thousands): 100 300 500 1000
call success ratio(%: 99.74 99. 65 99. 67 99.71
call error: 10299 13041 12532 15256
9020 12038 11445 12055

Recover traffic(kbps): 1430 1360 2500 13840
1170 1020 2670 9720
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3. p = 20% (about 12 nodes involved in churn at the sane tine)

user nunber(thousands): 100 300 500 1000
call success ratio(%: 99.11 99. 16 98. 98 98. 93
call error: 28276 26684 32474 51705
28275 26684 32474 42942
Recover traffic(kbps): 250 450 660 5397
220 410 600 10888

4.3.3. concl usions
Thr ough above neasurenent, the concl usions are:
1. The recover traffic will increase as the total users increase.

2. If the churn involves a small quantity of PN nodes, the churn has
little effect to the systemcall transaction performance and al nost
i s i ndependent of the total user’s nunber.

5. Validation of DSN Vol P systemin real environnent
5.1. Overview

We establish a small DSN Vol P denp network over the internet to
validate the DSN Vol P systenis usability in real internet.

The denp network is deployed in three cities: Beijing, Shenzhen and
Wihan. This network includes 7 PN nodes, three in Beijing, two in
Shenzhen and two i n Whan.

These seven PNs have different configuration: the PNs in Wihan use
common PCs, the PNs in Shenzhen use virtual machines in a common PC
and the PNs in Beijing use virtual nachines in two HP DL320 servers.

The | ocal network in each place belongs to different operator network,
the PNs in Whan use CERNET, the PNs in Shenzhen use China Tel econis

I P network and the PNs in Beijing use China Mbile s |IP network. The
access bandwi dth for each point is quite different. The access

bandwi dth for these three locations is shared bandw dth, there are
some other traffics on the same access point, we don’t know how nuch
bandwi dth is used by the other traffic and how the other traffic may
affect the avail able bandwidth for the DSN Vol P traffic.
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(Note: we do many neasurenents for different nunmber of PNs in three
cities and here only choose a typical neasurenment due to linited
space.)

5.2. Single Capabilities neasurenent

For measuring the performance of the DSN Vol P denp network, we
configure the foll owi ng parameters

1. call paraneters
call length =20 second
Total call number = 200, 000
2. subscriber data paraneters:
cal l er nunber = call ee nunber = 100, 000

The callers and call ees nust be registered before neasurenment. Al
these regi stered subscribers and calls handled by each PN are
randomy averagely distributed in system So there are one sixth
calls between Beijing and Beijing, one sixth between Beijing and
Wihan, one six between Beijing and Shenzhen, one sixth between
Shenzhen and Shenzhen, one sixth between Shenzhen and Whhan, one

si xth between Whan and Wihan. W guess that these circs may occur,
nanely the least time for the calls is the calls between Beijing and
Beijing, then the calls between Shenzhen and Shenzhen and the calls
bet ween Wihan and Wihan, the calls between different cities will take
much |l onger time than the two cases.

Since there are no standards for Internet VolP, we don’t know how to
evaluate the results of this nmeasurement. W refer to [2] and [2]
gi ves sone perfornance referenced paraneters for nobile calls.

Every caller will finish two calls during the nmeasurement if no error
happens. W collected the follow ng results:

1. Call Response tinme(nsec)-CR tine
M ni rum 63 Aver age: 195 Maxi mum 6122

Call Response tinme is the tine when the first 100 tryi ng nessage
is received after Invite is sent.

In Sec 3.2.3.1 of [2], the nmean value for CRtine is required to
be |l ess than 800ns and it doesn’'t exceed 1000ns with 0.95 probability.
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In our test about 85% CR tines in successful calls doesn't exceed
1000ms.

2. Call setup(nsec)-CS tine
M ni mum 73 Aver age: 1548 Maxi mum 24525

In Sec 3.2.3.8 of [2], the mean value for CStine is required to
be |l ess than 2200ns and it doesn’'t exceed 2400ns with 0.95
probability. In our test, about 76% CS tines in successful calls
doesn’t exceed 2400ns.

3. Tear Down(nsec)-TD tine
M ni mrum 17 Aver age: 919 Maxi mum 19735

In Sec 3.2.3.5 of [2], the nmean value for TDtine is required to
be less than 400nms and it doesn’'t exceed 700ms with 0.95 probability.
In our test, about 82% TD tinmes in successful calls doesn’t exceed
700ns.

4. Post Dial delay(nsec)-PD tine
M ni num 73 Aver age: 1544 Maxi mum 24528

In Sec 3.2.3.7 of [2], the mean value for PDtine is required to
be less than 175ms and it doesn’'t exceed 350ns with 0.95 probability.
In this neasurenment, |ess than 45% PD tines in successful calls
doesn’t exceed 350ns.

From the above results, we can see these results show nuch difference
with the results in |lab environment, for exanple, the average cal
setup tinme is nuch higher in real network. W give a brief analysis
as follow ng:

1. The measurenment spans three operator’s network so that the traffic
go cross too many different network and it can lead to | ong
transm ssion delay. If the long transm ssion del ay exceeds the
threshold of sonme tinmers, it will lead the call fail. For exanple
we do traceroute from Shenzhen to Beijing and find there are 16
hops between these two points. In |ab environnent, there is only
one hop between every pair of PNs and the ping delay is under 5ns.

2. For security, the PNs in these three points are all behind
firewall though these PNs have public I P addresses. The firewall
has its secure policy for every stream and inspects every
i ngoi ng/ out goi ng packet. So the firewall’s action has sone inpact
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on the comuni cati on between PNs. We find that the conmunication
bet ween two nei ghbor PNs is often |l ost for some reasons and this
badly affect the call success ratio. In lab environnent, there is
no firewall and direction conmmuni cation between PNs.

3. Since the PNs in different points have different configuration
the PN has different call transaction capability. In DSN Vol P
system the calls distributed for each PN are approxi mately
uniform as the call traffic increases gradually, the PN with the
| owest configuration will lead to call fails firstly. In lab
environnent, all PNs have the sane configuration and the call fai
has an even distribution

5.3. concl usi ons
Through above neasurenent, the concl usions are:

1. The DSN Vol P system can work in global internet and doesn’t
performwell conpared with the tests in |lab environnent.

2. Some issues obviously affect the performance of the system e.gqg.
limted IP interconnection bandwidth, firewall configuration
het er ogeneous pl atform configuration

Due to many unpredictable reasons in the WAN, these results show nuch
ununi formty which can’t be seen in the |ab environnent.

6. Security Considerations
This draft does not introduce any new security issues.

7. 1 ANA Consi derations
This meno includes no request to | ANA

8. Concl usi ons
Through the nmeasurenent for the denop system we validate that DSN
Vol P systemis a potential operationable system which has good cal
transaction capability, high reliability and availability to settle
sonme key problem nentioned in Sec2.2 at a certain extent.
The call transaction capability of DSN Vol P systemcan linearly
i ncrease as the server continuously joins the overlay. And this makes

it possible that we can provide Carrier-grade call transaction
capability by using normal conputer server
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The DSN Vol P system has an excellent anti-churn capability so that

this overcones the single point failure and provides the high network

and service reliability for subscribers.

The nmeasurenent in real WAN shows that the DSN Vol P system can be
deployed in the internet and affected by many unpredictable issues.
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