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Abstract

Thi s docunent specifies the behavior of a PCP Proxy el enent, for
i nstance enbedded in Custonmer Prem se routers.
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1. Introduction

PCP [I-D.ietf-pcp-base] discusses the inplenentation of NAT contro
features that rely upon Carrier Gade NAT (CGN) devices such as DS
Lite AFTR [ RFC6333].

The Custoner Premise router, the B4 element in DS-Lite, is in charge
to enforce sonme security controls on PCP requests so inplenents a PCP
Proxy function: it acts as a PCP server receiving PCP requests on
internal interfaces, and as a PCP client forwardi ng accepted PCP
requests on an external interface to a CGN PCP server. The CGN PCP
server in turn send replies (PCP responses) to the PCP Proxy externa
interface which are finally forwarded to PCP clients.

The PCP Proxy can be sinple, i.e., inplenment as transparent/ m ni mal
processing as possible, or it can be smart, i.e., handle nultiple CGN
PCP servers, cache requests/responses, etc. A snart Proxy can be
associated with UPnP | GD [ | -D. bpw pcp-upnp-i gd-interworking] or/and
NAT- PMP [ | - D. bpw pcp- nat - pnp-i nt erwor ki ng] | nt erwor ki ng Function

(1 VF).

o mmm e o + |

| PCP dient |----- + |

+--(Host 1)--+ | R + | Fome - +
e | | |

| PCP Proxy [------- | PCP Server

4o | | |

o mmm e o + | Fomm e eaaan + | Fomm e +

| PCP dient |----- + |

+--(Host 2)--+ possi bl e boundary

<- Honme side | ISP side ->

Figure 1: Reference Architecture
The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2. PCP Server Discovery and Provisioning

The PCP Proxy MJST inplenent one of the discovery nethods listed in
[I-D.ietf-pcp-base] (e.g., DHCP [I-D. bpw pcp-dhcp]).

The address of the PCP Proxy is provisioned to |local PCP Cients as
their default PCP Server: |f the PCP DHCP option is supported by an
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internal PCP Client, it will retrieve the PCP Server |P address to
use fromits | ocal DHCP server (usually enbedded on the CP router);
otherwi se internal PCP Clients will assune their default router being
the PCP Server.

3. PCP Proxy as a PCP Server

The PCP Proxy acts as a PCP server for internal hosts and accepts PCP
requests on the interface(s) facing them e.g., it creates servicing

socket (s) and bound themto each address of this (these) interface(s)
on UDP port 44323.

When t he topol ogy makes a routing | oop possible, the PCP Proxy MAY
check it is not the source of a PCP nmessage it’s received.

4. Control of the Firewall

A security policy to accept PCP nessages fromthe provisioned PCP
Server is to be enabled on the CP router. This policy can be for

i nstance triggered by DHCP configuration or by outbound PCP requests
i ssued fromthe PCP Proxy to the provisioned PCP Server

In order to accept inbound and outbound traffic associated with PCP
mappi ngs instantiated in the upstream PCP Server, appropriate
security policies are to be configured on the firewall.

For instance if the firewall rules have a lifetinme, PCP response can
be snooped in order to instantiate the corresponding firewall rules
with the same lifetime. |If they have no lifetinme, an explicit
dynani ¢ mapping table can be kept in the PCP Proxy state in order to
instantiate and renove corresponding firewall rules. This is in fact
an easy subcase of Section 5.

REMOTE_PEER FI LTER Options can be installed into the | ocal firewall
forwarded to the PCP Server so installed into the renote NAT/firewall
or both.
[Ed. Note: should we say the firewall function is already handl ed
by the PCP controlled device so it is useless at the local |evel?]
5. Enbedded NAT in the CP Router
When no NAT is enbedded in the CP router, the port nunber included in

recei ved PCP nmessages (fromthe PCP Server or PCP Cient(s)) are not
altered by the PCP Proxy.
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[Ed. Note: NAT444 seens to be the only exception?]

When the PCP Proxy is co-located with a NAT function in the CP
router, it MJST update the content of received requested nessages
with the mapped port nunber and the address bel onging to the externa
interface of the CP router (i.e., after the NAT operation) and not as
initially positioned by the PCP Client. For the reverse path, PCP
response nmessages MJST be updated by the PCP Proxy to replace the
target port nunber to what has been initially positioned by the PCP
Client. For this purpose the PCP Proxy has an access to the |oca
NAT state. Note PCP nessages with an unknown OpCode or Option can
carry a hidden target address or internal port which will not be
transl at ed:

0 a PCP Proxy co-located with a NAT SHOULD reject by an
UNSUPP_OPCODE error response a received request with an unknown
OpCode;

0 a PCP Proxy co-located with a NAT SHOULD reject by an
UNSUPP_OPTI ON error response a received request with a mandatory-
t o- process unknown Opti on;

0 a PCP Proxy co-located with a NAT SHOULD renbve any optional -to-
process unknown Options fromreceived requests before forwardi ng
t hem

When a PCP request is received and accepted by the PCP Proxy the
correspondi ng mappi ng (explicit dynam c mapping for a MAP request,
inmplicit dynam c mapping for a PEER request) is |ooked for in the
| ocal NAT state and tenporary created if it does not exist.
Tenporary nmeans it is deleted if no SUCCESS response is received,
either explicitly or because of its short lifetine at creation

If the local NAT associates explicit dynamic mappings to a lifetine,
the requested lifetinme in MAP requests SHOULD be adjusted to be in
the accepted range of the local NAT, and the assigned lifetime copied
from MAP responses to the corresponding mapping in the | ocal NAT

The sane processing applies to inplicit dynam c mappi ngs and PEER
requests/responses (but the valid requested lifetinme range begins by
zero in this case).

O herwi se explicit dynam ¢ nmappings have an undefined lifetime in the
| ocal NAT and the PCP Proxy SHOULD raintain an explicit dynanic
mappi ng tabl e and SHOULD del ete correspondi ng explicit dynamc

mappi ngs in the | ocal NAT when they expire or are deleted by the MAP
request with a zero requested lifetine.
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6

Si npl e PCP Proxy

A simple PCP Proxy perfornms mniml nodifications to PCP requests and
responses, in particular it does not change the Epoch value in
responses. So it does not handle nore than one PCP server

The detail ed behavior at the reception of a PCP request on an
internal interface is as foll ows:

(0]

check if the source I P address and the PCP target address are the
sare.

apply security controls, including with the result of the previous
item

if the request is rejected, build a synthetic error response and
send it back to the PCP client.

if the request is accepted, adjust it (e.g., adding a TH RD_PARTY
Option, updating the internal address and port to their translated
val ues as specified in Section 5 and forward it on a fresh UDP
socket connected to the PCP server

Wait for the response during a reasonabl e del ay.

when the response is received fromthe PCP server, adjust it back
(e.g., removing the THI RD_PARTY Option added previously, updating
the internal address and port to their initial values as specified
in Section 5), forward it to the source PCP client and cl ose the
socket to the PCP server.

[Ed. Note: is there extra validation useful? The response
cones fromthe PCP server and the PCP client will validated it
anyway. |

on a hard error on the UDP socket, build a synthetic |ICW error
and send it to the source PCP client.

The reasonabl e del ay m ni mum value is 20 seconds, request
retransm ssion is handl ed by PCP clients.

For each pending request, the proxy MJUST maintain in a data record:

0

(0]

t he request payl oad

the interface where the request was received
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o the source I P address of the request

o the source UDP port of the request

o the UDP socket connected to the PCP server
0 an expire timeout

Receiving interfaces can be inplenented by a set of servicing
sockets, each socket bound to an address of an internal interface.
Interface, source address and port are used to send back packets to
the source PCP client. The request payload is used to generate
synthetic I CMP. Responses are received on the UDP socket.

There is no (not yet) standardi zed way to build a synthetic error
response, in particular no way to determ ne which Epoch value to put
intoit. This is why it is better to build a synthetic |CVMP error
than a synthetic error response with NETWORK FAlI LURE on a socket hard
error.

Too | arge requests SHOULD be forwarded to the PCP server in order to
relay back the error response, i.e., the PCP Proxy is not in charge
to enforce the nessage size limt and in general the PCP Proxy SHOULD
NOT generate error response for a reason other than security

controls. No behavior is specified in the case the PCP Proxy
processing (e.g., adding a TH RD_PARTY Option) makes a valid request
too large when it is sent to the PCP Server

7. Smart Proxy

When a sinple PCP Proxy uses as gl obal variables only the CGN PCP
server | P address, a set of servicing sockets and a |list of pending
request handlers, a smart PCP Proxy inplenents nore services

Even if nost services rely on the Epoch handling one Section 7.2,
services are described below in a natural order.

7.1. Miltiple PCP Servers
A smart PCP Proxy MAY offer to handle nmultiple PCP servers at the
sane time, each PCP server is associated to each own handl ed Epoch
val ue according to Section 7.2.
The only constraint is to maintain a reasonabl e coherency as PCP

clients cannot be assuned to be prepared to this, i.e., this has to
be transparent for / hidden to them
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[Ed. Note: we propose to require a partition of clients, clients
on the sane host or sharing a target address SHOULD be in the sane
subset, i.e., the same PCP server and the same Epoch.]

[Ed. Note: the Proxy can get per PCP server capabilities, for
instance fromthe error responses.]

7.2. Epoch Handling

Wth Epoch handling the Epoch value is related to internal tinmers and
not blindly copied from PCP responses. There shoul d be no advant ages
to have nore than one managed Epoch per PCP server

The Epoch MJST be reset when explicit dynam c mappings are |ost,
i.e.:

0 at startup if the PCP proxy can't recover the state.

[Ed. Note: as it is very optional to nmanage state in the Proxy
it should be the default.]

o0 when the WAN address is changed or any simlar events which show
any previous state is no |onger valid.

0 when the Epoch value in a PCP response is too small (cf. Epoch
val ue validation rules in [I-D.ietf-pcp-base]).

o when the External Address has changed

The last two rules are per PCP server, a PCP Proxy MAY check these
conditions in all received responses for a PCP server, including when
the PCP Proxy is a part of an IW [I-D. bpw pcp-upnp-igd-interworking]
[1-D. bpw pcp-nat - pnp-i nt er wor ki ng] .

7.3. Request/ Response Caching

A PCP Proxy providing request/response caching checks each tine it
receives a PCP request if it has already seen the sane request
recently and got the corresponding PCP response. 1In this case, it
sends back directly the cached response with the proper Epoch val ue
and not forward the request to the PCP server.

[Ed. Note: this is an easy optimization, the only difficult point
can be solved by the Epoch handling.]
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7.4. Retransni ssion Handling

An extension of the previous service is to manage the retransm ssion
of pending requests to the server internally, i.e., no longer driven
by the PCP client. A cache entry SHOULD be expired after a del ay
short enough to keep it easy to distinguish it froma replay.

[Ed. Note: this allows smart retransm ssion scheduling as the
Proxy "sees" all PCP exchanges with the PCP server.]

7.5. Full State

A smart PCP Proxy can keep the full state: an inmage of all active
explicit dynamc mappings is kept in menory. This service is not
interesting by itself but it can be necessary to support enbedded
firewall or NAT Section 5 and if the PCP Proxy is integrated in an
IWF (e.g., to support UPnP I GD [|-D. bpw pcp-upnp-igd-interworking]).

In conclusion this service MAY be supported. Note when it is
supported the state SHOULD be recovered in case of failures according
to [1-D. boucadair-pcp-failure].

8. | ANA Consi derati ons
Thi s docunent nmakes no request of | ANA
Note to RFC Editor: this section may be renoved on publication as an
RFC.

9. Security Considerations
The security controls are applied on PCP requests and are about:

0 authorized target addresses, in particular in case of a third
party.

0 authorized internal and external ports (note the external port is
in general assigned by the CGN PCP server).

The default policy for requests for a third party when such a policy
exists is be to not allow them The exact rule is: PCP requests

i ncluding a TH RD_PARTY option enclosing an |IP address distinct than
the source | P address of the request MJST be rejected (by a
NOT_AUTHORI ZED error response).

When a PCP Proxy is at the boundary of two trust domai ns (naned
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"internal" and "external" sides), it MJST provide at |east these two
security controls:

o split horizon anti-spoofing: requests fromthe external side and
responses fromthe internal side MJST be dropped.

0 a policy about requests on the behalf of a third party MIST be
enf or ced.

A PCP Proxy MAY inplenent only the sinple rule about third party: al
recei ved requests including a TH RD_PARTY option are rejected.

[Ed. Note: this is stricter than the default but keeps the
m ni mal i nplementation as sinple as possible.]

A received request carrying an unknown OpCode or Option SHOULD be
dropped (or in the case of an unknown Option which is not nandatory-
to-process the Option be renoved) if it is not a priori conpatible
with security controls or correct processing. This includes at |east
all cases where received requests are scanned for elenents |like the
protocol, an address or a port.

[Ed. Note: magically a mininmal inplenentation in favorable
environnments (no enbedded NAT!) MAY accept unknown Opcodes and
Options. There is no need for a similar rule for responses as the
proxy can do nothing with a "bad" response anyway. .. ]
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