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1. Introduction

Port Control Protocol (PCP) provides a nechanismto control how

i ncom ng packets are forwarded by upstream devi ces such as NAT64,
NAT44, and firewall devices, and a nechanismto reduce application
keepalive traffic. PCPis primarily designed to be inplemented in
the context of both Carrier-Gade NATs (CGN) and small NATs (e.g.
residential NATs). PCP allows hosts to operate server for a |ong
time (e.g., a webcan) or a short time (e.g., while playing a gane or
on a phone call) when behind a NAT device, including when behind a
CCN operated by their Internet service provider

PCP all ows applications to create nappings froman external |IP
address and port to an internal |IP address and port. These mappi ngs
are required for successful inbound conmmunications destined to

machi nes | ocated behind a NAT or a firewall.

After creating a mapping for incom ng connections, it is necessary to
i nformrenote conputers about the I P address and port for the

i ncom ng connection. This is usually done in an application-specific
manner. For exanple, a conputer gane woul d use a rendezvous server
specific to that gane (or specific to that gane devel oper), and a SIP
phone woul d use a SIP proxy. PCP does not provide this rendezvous
function. The rendezvous function will support |Pv4, |Pv6, or both.
Dependi ng on that support and the application’s support of |Pv4d or

| Pv6, the PCP client will need an |Pv4 nmapping, an | Pv6 mappi ng, or
bot h.

Many NAT-friendly applications send frequent application-|eve
nmessages to ensure their session will not be tined out by a NAT
These are commonly call ed "NAT keepal i ve" nessages, even though they
are not sent to the NAT itself (rather, they are sent 'through’ the
NAT). These applications can reduce the frequency of those NAT
keepal i ve nessages by using PCP to learn (and influence) the NAT
mapping lifetime. This hel ps reduce bandwi dth on the subscriber’s
access network, traffic to the server, and battery consunption on
nobi | e devi ces.

Many NATs and firewal I s have included application | ayer gateways
(ALGs) to create mappings for applications that establish additiona
streans or accept incom ng connections. ALGs incorporated into NATs
additionally nmodify the application payload. Industry experience has
shown that these ALGs are detrinmental to protocol evolution. PCP

all ows an application create its own mappings in NATs and firewalls,
reducing the incentive to deploy ALGs in NATs and firewalls.
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2. Scope

2.1. Deploynent Scenarios
PCP can be used in various deploynent scenarios, including:
o Dual Stack-Lite [I-D.ietf-softwire-dual-stack-lite], and,

0 NAT64, both Stateful [I-D.ietf-behave-v6v4-xlate-stateful] and
Stateless [I-D.ietf-behave-v6v4-xlate], and;

0 Carrier-Gade NAT [I-D.ietf-behave-Isn-requirenments], and;
0 Basic NAT [ RFC3022], and;

0 Network Address and Port Transl ation (NAPT) [RFC3022], such as
commonl y deployed in residential NAT devices, and;

0 Layer-2 aware NAT [I-D. nil es-behave-12nat] and Dual - Stack Extra
Lite [I-D. arkko-dual -stack-extra-lite], and;

o |IPve firewall control [RFC6092].
2.2. Supported Transport Protocols

The PCP pCodes defined in this docunment are designed to support
transport protocols that use a 16-bit port nunber (e.g., TCP, UDP
SCTP, DCCP). Transport protocols that do not use a port nunber
(e.g., IPsec ESP), and the ability to use PCP to forward all traffic
to a single default host (often nicknamed "DMZ"), are beyond the
scope of this docunent.

2.3. Single-honed Customer Prenises Network

The PCP machi nery assunmes a single-honed host nodel. That is, for a
given I P version, only one default route exists to reach the
Internet. This is inportant because after a PCP mapping is created
and an i nbound packet (e.g., TCP SYN) arrives at the host, the

out bound response (e.g., TCP SYNACK) has to go through the sane path
so the proper address rewiting takes place on that outbound response
packet. This restriction exists because otherw se there woul d need
to be one PCP server for each egress, because the host could not
reliably determ ne which egress path packets woul d take, so the
client would need to be able to reliably nmake the same internal/
external mapping in every NAT gateway, which in general is not
possi bl e.
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3.

Ter ni nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in "Key words for use in
RFCs to Indicate Requirenent Levels" [RFC2119].

I nternal Host:
A host served by a NAT gateway, or protected by a firewall. This
is the host that receives the incomng traffic created by a PCP
MAP request, or the host that initiated an inplicit dynanic
mappi ng (e.g., by sending a TCP SYN) across a firewall or a NAT

Renot e Host:
A host with which an Internal Host is conmunicati ng.

I nt ernal Address:
The address of an Internal Host served by a NAT gateway (typically
a private address [RFC1918]) or protected by a firewall.

Ext ernal Address
The address of an Internal Host as seen by other Renpte Hosts on
the Internet with which the Internal Host is comrunicating, after
transl ation by any NAT gateways on the path. An External Address
is generally a public routable (i.e., non-private) address. In
the case of an Internal Host protected by a pure firewall, with no
address translation on the path, its External Address is the sane
as its Internal Address.

Renot e Peer Address:
The address of a Renpbte Host, as seen by the Internal Host. A
Renote Address is generally a public routable address. 1In the
case of a Rennte Host that is itself served by a NAT gateway, the
Renote Address may in fact be the Renote Host’'s External Address,
but since this renote translation is generally invisible to
software running on the Internal Host, the distinction can safely
be ignored for the purposes of this docunent.

Thi

rd Party:

In the common case, an Internal Host nanages its own Mappi ngs
usi ng PCP requests, and the Internal Address of those Mappings is
the sane as the source | P address of the PCP request packet.

In the case where one device is managi ng Mappi ngs on behal f of
some ot her device, the presence of the TH RD _PARTY option in the
MAP request signifies that the specified address, not the source
| P address of the PCP request packet, should be used as the
Internal Address for the Mapping. This can occur when PCP is
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proxied (e.g., UPnP IGD to PCP proxy) or if the internal host does
not i npl emrent PCP.

Mappi ng, Port Mapping, Port Forwardi ng:

A NAT napping creates a relationship between an internal IP
address, protocol, and port and an external |P address, protocol,
and port. Mdre specifically, it creates a translation rule where
packets destined to the external IP and port are translated to the
internal IP and port, and vice versa. 1In the case of a pure
firewall, the "Mapping" is the identity function, translating an
internal port nunber to the sanme external port nunber, and this
"Mappi ng" indicates to the firewall that traffic to and fromthis
internal port nunber is permitted to pass. The term "Port
Forwardi ng" is sonetines used instead of "Port Mapping" in the
case where the internal and external ports are the sane, e.g. a
mappi ng which forwards packets addressed to external address: port
192.0.2.1:12345 to internal address:port 192.168.1.1:12345.

Mappi ng Types:

There are three different ways to create mappings: inplicit
dynam ¢ mappi ngs, explicit dynam c mappi ngs, and static nmappi ngs.
Inmplicit dynam c nappings are created as a result of a TCP SYN or
out goi ng UDP packet, and allow Internal Hosts to receive replies
to their outbound packets. Explicit dynanic nappings are created
as a result of PCP MAP requests. Static mappings are created by
manual configuration (e.g., command-line interface or web page).
Explicit and static mappings allow Internal Hosts to receive

i nbound traffic that is not in direct response to any i medi ately
pr eceedi ng out bound comuni cation (i.e. allow Internal Hosts to
operate a "server", is accessible to other hosts on the Internet).
Both inmplicit and explicit dynam c mappings are dynamc in the
sense that they are created on demand, as requested (inplicitly or
explicitly) by the Internal Host, and have a lifetine, after which
they are automatically deleted unless the lifetinme is extended by
action by the Internal Host. Static mappings differ fromdynanic
mappi ngs in that their lifetinme is typically infinite (they exist
until manually renoved) but otherw se they behave exactly the sane
as an explicit dynamic mapping with infinite lifetine. For
exanpl e, a PCP MAP request to create a mapping that already exists
as a static mapping will return a successful result, confirmnng
that the requested nappi ng exists.

PCP dient:

W ng,

A PCP software instance responsible for issuing PCP requests to a
PCP server. One or several PCP Clients can be enbedded in the
sane host. Several PCP Cients can be located in the sanme |oca
network. A PCP Cient can issue PCP request on behalf of a third
party device for which it is authorized to do so. An interworking
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function, fromUPnP IG to PCP, or from NAT- PMP
[1-D.cheshire-nat-pnp] is another exanple of a PCP dient. A PCP
server in a NAT gateway that is itself a client of another NAT
gateway (nested NAT) may itself act as a PCP client to the

upst ream NAT.

PCP Server:
A network el ement which receives and processes PCP requests froma
PCP client. GCenerally this is a PCP-capabl e NAT gateway or

firewall. A NAT gateway creates nmappings determ ning how it
transl ates packets it forwards, and PCP enables clients to
conmuni cate with the NAT gateway about those mappings. In

principle it is also possible for the PCP server to be some other
device, which in turn comuni cates with the NAT gateway using sone
ot her network protocol, but this introduces additional complexity
and fragility into the system and is a deploynent detail which
shoul d be inplenmented in a way that is invisible to the PCP
client. See also Section 4.

I nt erwor ki ng Functi on:
a functional elenment responsible for interworking another protocol
with PCP. For exanple interworking between UPnP IGD [IGD] with
PCP or NAT-PMP [I-D. cheshire-nat-pnp] and PCP

subscri ber:
an entity provided access to the network. 1In the case of a
comrercial ISP, this is typically a single hone.

host :
a devi ce which can have packets sent to it, as a result of PCP
operations. A host is not necessarily a PCP client.

5-tuple The 5 pieces of information that fully identify a flow
source | P address, destination |IP address, protocol, source port
nunber, destination port nunber.
4. Relationship of PCP Server and its NAT
The PCP server receives PCP requests. The PCP server might be

integrated within the NAT or firewall device (as shown in Figure 1)
which is expected to be a common depl oynent.
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- +

R + | NAT or firewall |

| PCP client |-<network>-+ with +---<l nternet >

S + [ PCP server [
Ny +

Figure 1: NAT or Firewall w th Enbedded PCP Server

It is also possible to operate the PCP server in a separate device
fromthe NAT, so |l ong as such operation is indistinguishable fromthe
PCP client’s perspective.

5. Common Request and Response Header For mat

Al'l PCP nessages contain a request (or response) header containing an
opcode, any rel evant opcode-specific information, and zero or nore
options. The packet layout for the common header, and operation of
the PCP client and PCP server are described in the follow ng
sections. The information in this section applies to all OpCodes.
Behavi or of the OpCodes defined in this docunent is described in
Section 8 and Section 9.

5.1. Request Header
Al'l requests have the foll owing format:

0 1 2 3

01234567890123456789012345678901

T T R e e e e s S e e ik i NI SR

| Version =1 |R OpCode [ Reserved (16 bits) [

B i s T T S T et S S T S I T s sl s ol ST S S S

| Requested Lifetine |

B T i S S i S T h T i S S S S e
(optional) opcode-specific information

.+- B i e o s s S S s s T ST S S S S S S +-.+
(optional) PCP Options

o e e e e e e e e e e b e e e e e e e e b e e e e e e e e e e e

Fi gure 2: Commobn Request Packet For mat

These fields are described bel ow
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Version: This docunent specifies protocol version 1. NAT-PMP, a

R

precursor to PCP, specified protocol version 0. Should later
updates to this docunent specify different nessage formats with a
versi on nunmber greater than 1, the first two bytes of those new
message formats will continue to contain the version nunber and
opcode as shown here, so that a PCP server receiving a nessage
format newer or older than the version(s) it understands can stil
parse enough of the nessage to correctly identify the version
nunber, and determ ne whether the problemis that this server is
too old and needs to be updated to work with the PCP client, or
whet her the PCP client is too old and needs to be updated to work
with this server.

I ndi cat es Request (0) or Response (1). Al Requests MJST use O.

OpCode: Opcodes are defined in Section 8 and Section 9

Reserved: 48 reserved bits, MJST be sent as 0 and MJUST be ignored

when recei ved

Requested Lifetime: The Requested Lifetinme field is an unsigned 32-

W ng,

bit integer, in seconds, ranging fromO0 to 4,294,967, 295 seconds.
Alifetine of zero is used to signify a "del ete" operation. The
currently-defined PCP opcodes -- MAP and PEER -- both have an
associated lifetime, and it is likely that any future opcodes wl|
al so have a lifetinme associated with them so to sinplify packet
generation and parsing, this lifetine field is stored in a fixed

| ocation in the common request header. |f future opcodes are
defined that do not have a natural lifetime associated with them
then for these opcodes the Requested Lifetinme MJST be set to zero
on transni ssion and MJST be ignored on reception
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5.2.

Al

Response Header
| responses have the follow ng format:

0 1 2 3
01234567890123456789012345678901
i T e o o s T e e et e ok o Sl e

| Version =1 |R OpCode | Reserved | Result Code

B i S S T s i S T st i S S S S S S S S i
[ Lifetine [
T T e b i i e e s . S I SR S
| Epoch |
e T e e e i e S S e Tk o T

(optional) OpCode-specific response data
+ T e T S S e e i o e S e e e i e il I S R S S R +
(optional) Options

I I i i i i S ik Sl JHiE NN

Fi gure 3: Common Response Packet For mat

These fields are described bel ow

Version: Responses MJST use version 1.

R

I ndi cat es Request (0) or Response (1). All Responses MJIST use 1.

OpCode: The OpCode val ue, copied fromthe request.

Reserved: 8 reserved bits, MJST be sent as 0, MJST be ignored when

received. This is set by the server.

Result Code: The result code for this response. See Section 5.4 for

Li

W ng,

values. This is set by the server

fetime: The Lifetime field is an unsigned 32-bit integer, in
seconds, ranging fromO to 4,294,967, 295 seconds. On an error
response, this indicates how long clients should assune they’|

get the sanme error response fromthe that PCP server if they
repeat the same request. On a success response for the currently-
defi ned PCP opcodes -- MAP and PEER -- this indicates the lifetine
for this mapping. To sinplify packet generation and parsing, this
lifetime field is stored in a fixed |ocation in the conmmon
response header. |If future opcodes are defined that do not have a
lifetinme associated with them then in success responses for these
opcodes the Lifetinme MJST be set to zero on transm ssion and MJST
be ignored on reception.
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Epoch: The server’s Epoch value. See Section 6.5 for discussion
This value is set in both success and error responses.

5.3. Options

A PCP OpCode can be extended with an Option. Options can be used in
requests and responses. The deci sion about whether to include a

gi ven piece of information in the base opcode format or in an option
is an engi neering trade-of f between packet size and code conplexity.
For information that is usually (or always) required, placing it in
the fixed opcode data results in sinpler code to generate and parse
t he packet, because the information is a fixed location in the opcode
data, but wastes space in the packet in the event that that field is
al | -zeroes because the information is not needed or not rel evant.

For information that is required less often, placing it in an option
results in slightly nore conpliated code to generate and parse
packets containing that option, but saves space in the packet when
that information is not needed. Placing information in an option

al so neans that an inplenmentation that never uses that information
doesn’t even need to inplenment code to generate and parse it. For
exanple, a client that never requests mappi ngs on behal f of some
other device doesn’'t need to inplenent code to generate the

THI RD_PARTY option, and a PCP server that doesn’'t inplenent the
necessary security neasures to create third-party nappings safely
doesn’t need to inplenment code to parse the TH RD_PARTY option

Options use the foll ow ng Type-Length-Val ue fornmat:

0 1 2 3

01234567890123456789012345678901

Bl o Tk e e e e L s e e s s i R R S e S

Option Code | Reserved | Option-Length |

B s s s s S e e i e sl sl ST T S S S S S S S
(optional) data

o e e e e e e e e e e b e e e e e e e e b e e e e e e e e e e e 4

+
I
+- +-
Fi gure 4: Options Header
The description of the fields is as foll ows:
Option Code: Option code, 8 bits. The first bit of the option code
is the "O (optional) bit. |If clear, it indicates the option is

mandatory to process (that is, non-optional). If set, it
i ndi cates the option is optional
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Reserved: MJST be set to 0 on transm ssion and MJST be ignored on
reception.

Option-Length: Indicates the length of the enclosed data in octets.
Options with length of 0 are all owed.

data: Option data. The option data MJUST end on a 32-bit boundary,
padded with 0's when necessary.

A given Option MAY be included in a request containing a specific
OpCode. The handling of an Option by the PCP client and PCP server
MUST be specified in an appropriate docunment and nust include whether
the PCP Option can appear (one or nmore tines) in a request, and

i ndicate the contents of the Option in the request and in the
response. |If several Options are included in a PCP request or
response, they MUST be encoded in nuneric order by the PCP client and
are processed in the order received. The server MJST reject requests
that have nis-ordered options with the M SORDERED_OPTI ONS error, and
this al so includes checking optional -to-process options.

If, while processing an option, an error is encountered that causes a
PCP error response to be generated, the PCP request causes no state
change in the PCP server or the PCP-controlled device (i.e., it rolls
back any changes it m ght have nmade whil e processing the request).
The response MJUST encode the Options in the same order, but nay omt
some PCP Options in the response, as is necessary to indicate the PCP
server does not understand that Option or that Option is not
permtted to be included in responses by the definition of the Option
itself. Additional Options included in the response (if any) MJST be
included at the end. A certain Option MAY appear nore than once in a
request or in a response, if permtted by the definition of the
Option itself. If the Option’s definition allows the Option to
appear only once but it appears nore than once in a request, the PCP
server MJST respond with the MALFORVED OPTION result code; if this
occurs in a response, the PCP client processes the first occurrence
and ignores the other occurrences as if they were not present.

If the "O' bit in the OpCode is clear,

o the PCP server MJST only generate a positive PCP response if it
can successfully process the PCP request and this Option

o if the PCP server does not inplenent this Option, or cannot
performthe function indicated by this Option (e.g., due to a
parsing error with the option), it MJST generate a failure
response with code UNSUPP_OPTI ON or MALFORMED OPTION (as
appropriate) and include the UNPROCESSED option in the response
(Section 6.7.1).
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If the "O' bit is set, the PCP server MAY process or ignore this
Option, entirely at its discretion

Option definitions MIST include the information bel ow
This Option:
name: <nmmenoni c>
nunber: <val ue>
pur pose: <textual description>
is valid for OpCodes: <list of OpCodes>
| ength: <rules for |ength>
may appear in: <requests/responses/both>
maxi mum occur rences: <count >
Result Codes

The following result codes nay be returned as a result of any OpCode

received by the PCP server. The only success result code is 0, other

values indicate an error. |If a PCP server has encountered multiple
errors during processing of a request, it SHOULD use the nost
specific error nessage

0 SUCCESS, success

1 UNSUPP_VERSI ON, unsupported version

2 MALFORMED REQUEST, a general catch-all error

3  UNSUPP_OPCODE, unsupported OpCode.

4  UNSUPP_COPTI ON, unsupported Option. This error only occurs if the
Option is in the nandatory-to-process range.

5 NMALFORMED OPTION, mal forned Option (e.g., exists too nany tines,
invalid I ength).

6 UNSPECI FI ED_ERROR, server encountered unspecified error.
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7 M SORDERED OPTIONS, nultiple options were in the request, but were
not in the required | ower..higher order.

Addi tional result codes, specific to the OpCodes and Options defined
in this docunent, are listed in Section 8.2, Section 9.2, and
Section 10.

6. Ceneral PCP Qperation

PCP nessages MUST be sent over UDP. Every PCP request generates a
response, so PCP does not need to run over a reliable transport
pr ot ocol

PCP is idenpotent, so if the PCP client sends the sane request
multiple tinmes and the PCP server processes those requests, the sane
result occurs. The order of operation is that a PCP client generates
and sends a request to the PCP server, which processes the request
and generates a response back to the PCP client.

6.1. Ceneral PCP Client: Generating a Request

This section details operation specific to a PCP client, for any
OpCode. Procedures specific to the MAP OpCodes are described in
Section 8, and procedures specific to the PEER OpCodes are descri bed
in Section 9.

Prior to sending its first PCP nessage, the PCP client deterni nes
whi ch servers to use. The PCP client perforns the following steps to
determine its PCP server(s):

1. if a PCP server is configured (e.g., in a configuration file or
DHCP), that single configuration source is used as the |ist of
PCP server(s), else

2. the address of the default router is used as the PCP server
[[[[The followi ng text needs further review and consensus.

Wth that Iist of PCP servers, the PCP client fornulates its PCP
request. The PCP request contains a PCP commobn header, PCP OpCode
and payl oad, and (possibly) Options. As with all UDP or TCP
clients on any operating system when several PCP clients are
enbedded in the same host, each uses a distinct source port nunber
to di sanbi guate their requests and replies. The PCP client’s
source port SHOULD be randomy generated [ RFC6056].
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The PCP client initializes a tinmer to 2 seconds. The PCP client

sends a PCP nessage the first server in the list. |If no response
is received before the tiner expires, the tinmer is doubled (to 4
seconds) and the request is re-transmtted. |I|f no response is
recei ved before the tinmer expires, the tiner is doubled again (to
8 seconds) and the request is re-transnitted. |If still no

response is received, PCP client re-initializes its tiner to 2
seconds, and repeats the procedure with the next PCP server on its
list. This is repeated until a response is received or the unti
list of PCP servers is exhausted.

Once a PCP client has successfully comuni cated with a PCP server
it initializes its retransmission tinmer to 2 seconds. The PCP
client ontinues communicating with that PCP server until a
response is not received before the tiner expires. Wen that
occurs, the PCP client doubles its tinmer, and re-transnmts the
request.

1111]

If, during its comunication with the PCP server, the PCP client
receives a hard I1CVWP error ([ RFC5461] Section 2), the PCP client
SHOULD i nmedi ately abort trying to contact that PCP server
initialize its retransmssion tinmer, and try communicating with the
next PCP server on its list.

Upon receiving a response (success or error), the PCP client does not
change to a different PCP server. That is, it does not "shop around"
trying to find a PCP server to service its (sane) request.

6.2. Ceneral PCP Server: Processing a Request
This section details operation specific to a PCP server

A PCP server processes inconing requests on the PCP port fromclients
or an operator-configured interface (e.g., fromthe ISP s network
operations center). The PCP server MJST drop (ignore) requests that
arrive fromel sewhere (e.g., the Internet).

Upon receiving a nessage, the PCP server parses and validates it. A
valid request contains a valid PCP conmon header, one valid PCP
Opcode, and zero or nore Options (which the server night or might not
conprehend). If an error is encountered during processing, the
server generates an error response which is sent back to the PCP
client. Processing an OpCode and the Options are specific to each
OpCode

If the received nessage is shorter than 4 octets, has the R bit set,
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or the first bit is clear, the nmessage is sinply dropped. If the
versi on nunber is not supported, a response is generated containing
the UNSUPP_VERSI ON result code and the protocol version which the
server does understand (if the server understands a range of protoco
versions then it returns the supported version closest to the version
in the request). Version negotiation is detailed in Section 6.6.

If the OpCode is not supported, a response is generated with the
UNSUPP_OPCODE result code. |If the length of the request exceeds 1024
octets or is not a nultiple of 4 octets, it is invalid. Invalid
requests are handl ed by copying up to 1024 octets of the request into
the response, setting the result code to MALFORMVED REQUEST, and zero-
paddi ng the response to a nmultiple of 4 octets if necessary.

Error responses have the same packet |ayout as success responses,
with fields copied fromthe request copied into the response, and
other fields assigned by the PCP server MJUST be cleared to O.

6.3. Ceneral PCP Cient: Processing a Response

The PCP client receives the response and verifies the source IP
address and port belong to the PCP server of an outstanding request.
It validates the version nunber and OpCode nat ches an out st andi ng
request. Responses shorter than 12 octets, |onger than 1024 octets,
or not a multiple of 4 octets are invalid and ignored, |ikely causing
the request to be re-transmtted. The response is further matched by
comparing fields in the response OpCode-specific data to fields in
the request OpCode-specific data. After a successful match with an
out st andi ng request, the PCP client checks the Epoch field to
determine if it needs to restore its state to the PCP server (see
Section 6.5).

If the result code is 0, the PCP client knows the request was
successf ul

If the result code is not 0, the request failed. |If the result code
i s UNSUPP_VERSI ON, processing continues as described in Section 6.6.
If the result code is SERVER OVERLOADED, clients SHOULD NOT send
*any* further requests to that PCP server for the indicated error
lifetime. For other error result codes, The PCP client SHOULD NOT
resend the same request for the indicated error lifetine. If a PCP
server indicates an error lifetine in excess of 30 nminutes, A PCP
client MAY choose to set its retry tinmer to 30 mnutes.

If the PCP client has discovered a new PCP server (e.g., connected to
a new network), the PCP client MAY i nmedi ately begin communicating
with this PCP server, without regard to hold tines from conmunicating
with a previous PCP server.
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6.4. Milti-Interface |ssues

Hosts which desire a PCP mapping mght be nulti-interfaced (i.e., own
several |ogical/physical interfaces). |ndeed, a host can be
configured with several |Pv4 addresses (e.g., WFi and Ethernet) or
dual -stacked. These | P addresses nmay have distinct reachability
scopes (e.g., if I1Pv6 they m ght have global reachability scope as
for GUA (d obal Unicast Address) or limted scope such as ULA (Uni que
Local Address, [RFC4193])).

| Pv6 addresses with global reachability scope SHOULD be used as the
source interface when generating a PCP request. |Pv6 addresses with
limted scope (e.g., ULA [RFC4193]), SHOULD NOT be used as the source
i nterface when generating a PCP request. |If |IPv6 privacy addresses

[ RFC4941] are used for PCP mappings, a new PCP request will need to
be i ssued whenever the I Pv6 privacy address is changed. This PCP
request SHOULD be sent fromthe |Pv6 privacy address itself. It is
RECOMVENDED t hat mappi ngs to the previous privacy address be del et ed.

A host might gain or lose interfaces while existing mappings are
active (e.g., Ethernet cable plugged in or renoved, joining/leaving a
WFi network). Because of this, if the PCP client is sending a PCP
request to naintain state in the PCP server, it SHOULD ensure those
PCP requests continue to use the sanme interface (e.g., when
refreshing mappings). |If the PCP client is sending a PCP request to
create new state in the PCP server, it MAY use a different source
interface or different source address.

Due to the ubiquity of IPv4 NAT, |Pv4 addresses with linmted scope
(e.g., private addresses [RFC1918]) MAY be used as the source
i nterface when generating a PCP request.

As nentioned in Section 2.3, only single-homed CP routers are in
scope. Therefore, there is no viable scenario where a host |ocated
behind a CP router is assigned with two GUA addresses belonging to
different global |Pv6 prefixes.

6.5. Epoch

Every PCP response sent by the PCP server includes an Epoch field.
This field increnents by 1 every second, and is used by the PCP
client to deternmine if PCP state needs to be restored. |f the PCP
server resets or loses the state of its explicit dynanm c Mppi ngs
(that is, those mappings created by PCP MAP requests), due to reboot,
power failure, or any other reason, it MJST reset its Epoch tinme to
0. Simlarly, if the public IP address(es) of the NAT (controlled by
the PCP server) changes, the Epoch MJST be reset to 0. A PCP server
MAY i ntain one Epoch value for all PCP clients, or MAY naintain

Wng, et al. Expi res Septenber 15, 2011 [ Page 19]



Internet-Draft Port Control Protocol (PCP) March 2011

di stinct Epoch values for each PCP client; this choice is
i mpl ement at i on- dependent .

Whenever a client receives a PCP response, the client conputes its
own conservative estinmate of the expected Epoch val ue by taking the
Epoch value in the | ast packet it received fromthe gateway and
adding 7/8 (87.5% of the time el apsed since that packet was
received. |f the Epoch value in the newy received packet is less
than the client’s conservative estimate by nore than one second, then
the client concludes that the PCP server lost state, and the client
MUST i mmedi ately renew all its active port napping | eases as
described in Section 8.9.1.

When the PCP server reduces its Epoch value, the PCP clients wll
send PCP requests to refresh their mappings. The PCP server needs to
be scal ed appropriately to acconodate this traffic. Because PCP

| acks a mechanismto sinultaneously informall PCP clients of the
Epoch value, the PCP clients will not flood the PCP server

si nul t aneously when the PCP server reduces its Epoch val ue.

In the time between a PCP server |oses state and the PCP client

noti ces the | ower-than-expected Epoch value, it is possible that the
PCP client’s nmapping will be acquired by another host (via an
explicit dynanmic mapping or inplicit dynam c mapping). This neans
inconming traffic will be sent to a different host. A mechanismto
imediately informthe PCP client of state |oss would reduce this
interval, but would not elimnate this threat. The PCP client can
reduce this interval by using a relatively short lifetine; however,
this increases the amount of PCP chatter. The use of connection

aut henti cati on between peers (e.g., TLS), or persistent storage of
mappi ngs in the PCP server (so it doesn't |l ose state) elininates this
threat.

6.6. Version negotiation

A PCP client sends its requests using PCP version nunmber 1. Should

| ater updates to this docunment specify different nessage formats with
a version nunber greater than 1 it is expected that PCP servers wll
still support version 1 in addition to the newer version(s).

However, in the event that a server returns a response with error
code UNSUPP_VERSI ON, the client MAY |l og an error nessage to inform
the user that it is too old to work with this server, and the client
SHOULD set a tiner to retry its request in 30 mnutes (in case this
was a tenporary condition and the server configuration is changed to
rectify the situation).

If future PCP versions greater than 1 are specified, version
negotiation is expected to proceed as foll ows:
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1. If aclient or server supports nore than one version it SHOULD
support a contiguous range of versions -- i.e., a |lowest version
and a highest version and all versions in between.

2. dient sends first request using highest (i.e., presunably
"best’) version nunmber it supports.

3. If server supports that version it responds nornally.

4., |If server does not support that version it replies giving a
result containing the error code UNSUPP_VERSI ON, and the cl osest
versi on nunber it does support (if the server supports a range of
versions higher than the client’s requested version, the server
returns the | owest of that supported range; if the server
supports a range of versions lower than the client’s requested
version, the server returns the highest of that supported range).

5. If the client receives an UNSUPP_VERSION result containing a
version it does support, it records this fact and proceeds to use
this message version for subsequent comunication with this PCP
server (until a possible future UNSUPP_VERSI ON response if the
server is later updated, at which point the version negotiation
process repeats).

6. If the client receives an UNSUPP_VERSI ON result containing a
version it does not support then the client MAY |l og an error
message to informthe user that it is too old to work with this
server, and the client SHOULD set a tiner to retry its request in
30 minutes.

6.7. Ceneral PCP Options
The follow ng options can appear in certain PCP responses.
6.7.1. UNPROCESSED

If the PCP server cannot process a mandatory-to-process option, for
what ever reason, it includes the UNPROCESSED Option in the response,
shown in Figure 5. This helps with debugging interactions between
the PCP client and PCP server. This option MJST NOT appear nore than
once in a PCP response. The unprocessed options are |isted once, and
the option data is zero-filled to the necessary 32 bit boundary. |If
a certain Option appeared nore than once in the PCP request, that
Option value only appears once in the option-code fields. The order
of the Options in the PCP request has no relationship with the order
of the Option values in this UNPROCESSED Option. This Option MJST
NOT appear in a response unl ess the associ ated request contained at

| east one nandatory-to-process Option.
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The UNPROCESSED option is formatted as foll ows, showi ng an exanpl e of
two option codes that were unprocessed:

0 1 2 3
01234567890123456789012345678901
B E e r e s i s i o T T s S S S S 2
| option-code-1 | option-code-2 | 0 | 0 |
B i s T T S T et S S T S I T s sl s ol ST S S S

Fi gure 5: UNPROCESSED option
This Option:
name: UNPROCESSED
number: 1

purpose: indicates which PCP options in the request are not
supported by the PCP server

is valid for OpCodes: all
Il ength: 1 or nore

may appear in: responses, and only if the result code is non-
zero.

maxi mum occurrences: 1

7. Introduction to MAP and PEER OpCodes

There are three uses for the MAP and PEER OpCodes defined in this
docunent: a host operating a server (and wanting an incom ng
connection), a host operating a client (and wanting to optinize the
application keepalive traffic), and a host operating a client and
server on the same port. These are discussed in the follow ng
secti ons.

When operating a server (Section 7.1 and Section 7.3) the PCP client
knows if it wants an | Pv4 listener, |IPv6 listener, or both on the
Internet. The PCP client also knows if it has an IPv4 interface on
itself or an IPv6 interface on itself. It takes the union of this
know edge to decide to send a one or two MAP requests for each of its
interfaces. Applications that enbed | P addresses in payl oads (e.g.
FTP, SIP) will find it beneficial to avoid address fanily
translation, if possible.
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7.1. For Operating a Server

A host operating a server (e.dg., a web server) listens for traffic on
a port, but the server never initiates traffic fromthat port. For
this to work across a NAT or a firewall, the application needs to (a)
create a mapping froma public I P address and port to itself as
described in Section 8 and (b) publish that public I P address and
port via some sort of rendezvous server (e.g., DNS, a SIP nessage, a
proprietary protocol). Publishing the public IP address and port is
out of scope of this specification. To acconplish (a), the
application follows the procedures described in this section.

As nornmal, the application needs to begin listening to a port, and to
ensure that it can get exclusive use of that port it needs to choose
a port that is not in the operating systenmis epheneral port range.
Then, the application constructs a PCP nessage with the appropriate
MAP OpCode depending on if it is listening on an | Pv4 or |Pv6
interface and if it wants a public |Pv4 or |Pv6 address.

The foll owi ng pseudo-code shows how PCP can be reliably used to
operate a server:

/* start listening on the local server port */
int s = socket(...);
i nternal _sockaddr = ...
bi nd(s, & nternal _sockaddr, ...);
listen(s, ...);
request ed_external sockaddr = O;
pcp_send map_request (i nternal _sockaddr
request ed_external sockaddr, &assigned_external sockaddr
requested_lifetinme, &assigned lifetine);
updat e_rendezvous_server ("Client 12345", assigned_external _sockaddr);
while (1) {
int ¢ = accept(s, ...);
[* o0 %

Fi gure 6: Pseudo-code for using PCP to operate a server
7.2. For Reducing NAT Keepalive Messages

A host operating a client (e.g., XMPP client, SIP client) sends from

a port but never accepts incom ng connections on this port. It wants
to ensure the flowto its server is not term nated (due to
inactivity) by an on-path NAT or firewall. To acconplish this, the

applications uses the procedure described in this section.

M ddl eboxes such as NATs or firewalls need to see occasional traffic
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or will terminate their session state, causing application failures.
To avoid this, many applications routinely generate keepalive traffic
for the primary (or sole) purpose of maintaining state with such

m ddl eboxes. Applications can reduce such application keepalive
traffic by using PCP

Not e: For reasons beyond NAT, an application may find it useful to
perform application-level keepalives, such as to detect a broken
pat h between the client and server, detect a crashed server, or
detect a powered-down client. These keepalives are not related to
mai nt ai ni ng m ddl ebox state, and PCP cannot do anything useful to
reduce those keepalives.

To use PCP for this function, the applications first connects to its
server, as normal. Afterwards, it issues a PCP request with the
PEER4 or PEER6 OpCode as described in Section 9. The PEER4 OpCode is
used if the host is using IPv4 for its conmunication to its peer
PEER6 if using |Pv6. The sane 5-tuple as used for the connection to
the server is placed into the PEER4 or PEER6 payl oad.

The foll owi ng pseudo-code shows how PCP can be reliably used with a
dynanmi ¢ socket, for the purposes of reducing application keepalive
nmessages:

int s = socket(...);

connect (s, &renote_peer, ...);

get socknane(s, & nternal _address, ...);

external _address = O;

pcp_send _peer request (i nternal _address,
request ed_external address, &assigned _external _address,
renote_peer, requested lifetime, &assigned_ lifetine);

Figure 7: Pseudo-code using PCP with a dynam c socket
7.3. For Operating a Symmetric dient/ Server

A host operating a client and server on the same port (e.g.

Symretric RTP [ RFC4961] or SIP Symmetric Response Routing (rport)

[ RFC3581]) first establishes a local listener, (usually) sends the

| ocal and public I P addresses and ports to a rendezvous service
(which is out of scope of this docunent), and initiates an outbound
connection fromthat same source address and sane port. To
acconplish this, the application uses the procedure described in this
secti on.

An application that is using the same port for outgoing connections

as well as incom ng connections MJST first signal its operation of a
server using the PCP MAP OpCode, as described in Section 8, and
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receive a positive PCP response before it sends any packets fromthat
port.

Di scussion: Al though reversing those steps is tenpting (to
elimnate the PCP round trip before a packet can be sent fromthat
port) and will work if the NAT has endpoi nt-i ndependent mappi ngs
(EI'M behavior, reversing the steps will fail if the NAT does not
have El M behavior. Wth a non-ElI M NAT, the inplicit mapping
created by an outgoing TCP SYN and the explicit nmapping created
using the MAP OpCode will cause different ports to be assigned
(which is not desirable; after all, the application is using the
sane port for outgoing and incoming traffic on purpose) and they
will generally also have different lifetines. PCP does not
attenpt to change or dictate how a NAT creates its mappi ngs
(endpoi nt i ndependent mappi ng, or otherwi se) so there is no
assurance that an inplicit mapping will be EIMor non-EIM Thus
it is necessary for applications to first signal its operation of
a server using the PCP MAP OpCode.

The foll owi ng pseudo-code shows how PCP can be used to operate a
symretric client and server

/* start listening on the local server port */

int s = socket(...);

i nternal _sockaddr = ...

bi nd(s, & nternal _sockaddr, ...);

listen(s, ...);

request ed_external sockaddr = O;

pcp_send map_request (i nternal _sockaddr
request ed_external sockaddr, &assigned_external sockaddr
requested_lifetinme, &assigned lifetine);

updat e_rendezvous_server ("Client 12345", assigned_external _sockaddr);

send_packet (s, "Hello World");

while (1) {
int ¢ = accept(s, ...);
[* ... *
}
Fi gure 8: Pseudo-code for using PCP to operate a symmetric client/

server
8. MAP OpCodes

This section defines two OpCodes which control forwarding froma NAT
(or firewall) to an internal host. They are:
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MAP4=1: create a mappi ng between an internal address and externa
| Pv4 address (e.g., NAT44, NAT64, or firewall)

MAPG6=2: create a nmappi ng between an internal target address and
external | Pv6 address (e.g., NAT46, NAT66, or firewall)

The internal address is the source |IP address of the PCP request
message itself, unless the TH RD_PARTY option is used.

The operation of these OpCodes is described in this section
8.1. pCode Packet Formats

The two MAP OpCodes (MAP4, MAP6) share a simlar packet |ayout for
bot h requests and responses. Because of this simlarity, they are
shown together. For both of the MAP OpCodes, if the assigned
external | P address and assigned external port match the request’s
Internal I P address and port, the functionality is purely a firewall;
otherwise it pertains to a network address translator which night

al so performfirewall-like functions.

The follow ng di agram shows the request packet format for MAP4 and
MAP6. This packet format is aligned with the response packet fornmat:

0 1 2 3
01234567890123456789012345678901
B S S I T S S e e S S T S S S S i i S S

| Protocol [ Reserved (24 bits) [
B i i S S i I e i S S R L e e e e
| I nternal port | Suggest ed external port |

B T i S i T S i e S S i T S S
Suggested External |P Address (32 or 128, dependi ng on Cpdee);
:l-— i I T T T T N S S +-i|-
Figure 9: MAP OpCode Request Packet For nmat
These fields are described bel ow

Requested lifetinme (in commopn header): Requested lifetine of this
mappi ng, in seconds. The value 0 indicates "del ete".

Protocol: indicates protocol associated with this OpCode. Val ues
are taken fromthe | ANA protocol registry [proto_nunbers]. For
exanple, this field contains 6 (TCP) if the opcode is intended to
create a TCP mapping. The value 0 has a special neaning for ’al
protocols’, and is used only for delete requests. This neans that
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HOPOPT (which is assigned by I ANA as protocol 0) cannot have a
mappi ng del eted by PCP.

Reserved: 24 reserved bits, MJST be sent as 0 and MJUST be ignored
when received

Internal port: Internal port for the mapping. The value 0 indicates
"all ports", and is only legal in a request if lifetinme=0.

Suggested external port: suggested external port for the mapping.
This is useful for refreshing a napping, especially after the PCP
server |loses state. |If the PCP server can fulfill the request, it
will do so. |If the PCP client does not know the external port, or
does not have a preference, it uses O.

Suggested External |P Address: Suggested external |P address. This
is useful for refreshing a mapping, especially after the PCP
server |loses state. |If the PCP server can fulfill the request, it
will do so. |If the PCP client does not know the external address,
or does not have a preference, it MJST use O.

The follow ng di agram shows the response packet format for MAP4 and
MAP6 OpCodes:

0 1 2 3
01234567890123456789012345678901
B S S I T S S e e S S T S S S S i i S S

| Protocol [ Reserved (24 bits) [
B i i S S i I e i S S R L e e e e
| I nternal Port | Assi gned External Port |

B T i S i T S i e S S i T S S
Assi gned External |P Address (32 or 128, dependi ng on OpCode)
:l-— B T T i S s S I S +-;|-
Fi gure 10: MAP OpCode Response Packet For mat
These fields are described bel ow

Lifetime (in comobn header): On a success response, this indicates
the lifetime for this mapping, in seconds. On an error response,

this indicates how long clients should assunme they'Il get the same
error response fromthe that PCP server if they repeat the sane
request.
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8.

2

Protocol: Copied fromthe request

Reserved: 24 reserved bits, MJST be sent as 0 and MJST be ignored
when recei ved

Assi gned External |P Address: On success responses, this is the
assi gned external |Pv4 or | Pv6 address for the mapping; |Pv4d or
| Pv6 address is indicated by the OpCode. On error responses, this
MJUST be O.

Internal Port: Internal port for the mapping, copied fromrequest.

Assi gned External Port: On success responses, this is the assigned
external port for the mapping. |If the NAT gateway can allocate
the suggested external port it SHOULD do so. This is beneficial
for re-establishing state | ost when a NAT gateway fails or |oses
its state due to reboot. |If the NAT gateway cannot allocate the
suggest ed external port but can allocate sone other port, it MJST
do so and return the allocated port in the response. Cases where
a NAT gateway cannot all ocate the suggested external port include:

*  \Were the suggested external port is already allocated to
anot her existing explicit, inmplicit, or static napping, already
forwarding traffic to some other internal address:port.

* \Were the suggested external port is already used by the NAT
gateway for one of its own services (e.g., port 80 for the NAT
gateway’ s own configuration pages)

*  \Wien the suggested external port is otherw se prohibited by the
NAT gateway’s policy

On error responses, the Assigned External Port MJST be O.
OpCode- Speci fic Result Codes

In addition to the general PCP result codes (Section 5.4), the
followi ng additional result codes may be returned as a result of the
four MAP OpCodes received by the PCP server. These errors are
considered 'long lifetime’ or "short lifetine', which provides

gui dance to PCP server devel opers for the value of the Lifetine field
for these errors. |t is RECOMWENDED that short lifetinme errors use
30 second lifetime and long lifetime errors use 30 nminute lifetine.

19 SERVER OVERLQADED, server is processing too nmany MAP requests from
this client or fromother clients, and requests this client delay
sendi ng other requests. This is a short lifetine error
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20 NETWORK_FAI LURE, PCP server or the device it controls are
experiencing a network failure of some sort (e.g., has not
obtained an IP address). This is a short lifetine error.

21 NO RESOURCES, e.g., NAT device cannot create nore nmappings at this
time. This is a systemwi de error, and different from
USER EX QUOTA. This is a short lifetinme error.

22 UNSUPP_PROTOCOL, unsupported Protocol. This is a long lifetine
error.

23 NOT_AUTHORI ZED, e.g., PCP server supports mapping, but the feature
is disabled for this PCP client, or the PCP client requested a
mappi ng that cannot be fulfilled by the PCP server’s security
policy. This is along lifetine error.

24 USER _EX QUOTA, nmappi ng woul d exceed user’s port quota. This is a
short lifetime error.

25 CANNOT_PROVI DE_EXTERNAL_PORT, indicates the port is already in use
(e.g. already allocated to a previous PCP client) or otherw se
unavail able (e.g., special port that cannot be allocated by the
server’s policy). This error is only returned if the request
i ncluded the Option PREFER _FAILURE. This is a short lifetine
error.

26 EXCESSI VE_REMOTE _PEERS, indicates the PCP server was not able to
create the filters in this request. This result code MJIST only be
returned if the MAP request contained the REMOTE FI LTER Opti on.
This is along lifetine error. This only occurs with the
REMOTE_FI LTER opti on.

27 1 MPLI CI T_MAPPI NG _EXI STS, indicates a MAP request was received for
a port that already has an inplicit mapping.

Additional result codes nay be returned if the TH RD PARTY option is
used, see Section 10.

8.3. (pCode-Specific dient: Generating a Request

This section describes the operation of a PCP client when sending
requests with OpCodes MAP4 and MAPG.

The request MAY contain values in the suggested-external -i p-address
and suggested-external -port fields. This allows the PCP client to
attenpt to rebuild the PCP server’'s state, so that the PCP client
could avoid having to change infornmation nmaintai ned at the rendezvous
server. O course, due to other activity on the network (e.g., by
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ot her users or network renunbering), the PCP server may not be able
to fulfill the request.

An exi sting mapping can have its lifetine extended by the PCP client.
To do this, the PCP client sends a new MAP request indicating the
internal port. The PCP MAP request SHOULD al so include the currently
al l ocated external |P address and port as the suggested external IP
address and port, so that if the NAT gateway has lost state it can
recreate the I ost mapping with the same paraneters.

The PCP client SHOULD renew the napping before its expiry tine,
otherwise it will be renmobved by the PCP server (see Section 8.6). In
order to prevent excessive PCP chatter, it is RECOWENDED to send a
singl e renewal request packet when a mapping is hal fway to expiration
time, then, if no SUCCESS result is received, another single renewal
request 3/4 of the way to expiration time, and then another at 7/8 of
the way to expiration tine, and so on, subject to the constraint that
renewal requests MJST NOT be sent |ess than four seconds apart (a PCP
client MJUST NOT send an infinite nunber of ever-closer-together
requests in the last few seconds before a mapping expires).

8.4. (pCode-Specific Server: Processing a Request

Thi s section describes the operation of a PCP server when processing
a request with the OpCodes MAP4 or NMAPG.

If the server is overloaded by requests (froma particular client or
fromall clients), it MAY sinply discard requests, as the requests
will be retried by PCP clients, or MAY generate the SERVER OVERLOADED
error response, or both.

If the request contains internal-port=0 and the lifetime is non-zero,
the server MJUST generate a MALFORMED REQUEST error

If the requested lifetine is not zero, it indicates a request to
create a mapping or extend the lifetime of an existing mapping.

Processing of the lifetime is described in Section 8.6.

If the PCP-controlled device is stateless (that is, it does not
establish any per-flow state, and sinply rewites the address and/or
port in a purely algorithnmc fashion), the PCP server sinply returns
an answer indicating the external |IP address and port yielded by this
stateless algorithmc translation. This allows the PCP client to
learn its external |P address and port as seen by renote peers.
Exanpl es of stateless translators include statel ess NAT64 and 1:1
NAT44, both of which nodify addresses but not port nunbers.
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If an Option with value I ess than 128 exists (i.e. mandatory to
process) but that option does not make sense (e.g., the
PREFER FAI LURE option is included in a request with lifetinme=0), the
request is invalid and generates a MALFORVED OPTI ON error

By default, a PCP-controlled device MJIST NOT create nmappings for a
protocol not indicated in the request. For example, if the request
was for a TCP mappi ng, a UDP nappi ng MUST NOT be creat ed.

If the THI RD_PARTY option is not present in the request, the source
| P address of the PCP packet is used when creating the napping. |If
the THI RD_PARTY option is present, the PCP server validates that the
client is authorized to make mappi ngs on behal f of the indicated
internal | P address. This validation depends on the PCP depl oynent
scenario; see Section 14.3 for the validation procedure. |If the
internal IP address in the PCP request is not authorized to nake
mappi ngs on behalf of the indicated internal |IP address, an error
response MJUST be generated with result code NOT_AUTHORI ZED.

Mappi ngs typically consune state on the PCP-controlled device, and it
i s RECOVMENDED t hat a per-subscriber or per-host limt be enforced by
the PCP server to prevent exhausting the mapping state. |If this
limt is exceeded, the result code USER EX QUOTA is returned.

If all of the proceeding operations were successful (did not generate
an error response), then the requested mappings are created or
refreshed as described in the request and a SUCCESS response is
built. This SUCCESS response contains the sane OpCode as the
request, but with the "R' bit set.

As a side-effect of creating a mapping, | CWMP nessages associated with
the mappi ng MJUST be forwarded (and al so translated, if appropriate)
for the duration of the mapping’s lifetinme. This is done to ensure
that | CVMP nessages can still be used by hosts, wi thout application
programers or PCP client inplenentations needing to signal PCP
separately to create | CMP nmappi ngs for those flows.

8.5. (pCode-Specific dient: Processing a Response

This section describes the operation of the PCP client when it
receives a PCP response for the OpCodes MAP4 or NMAP6

A response is matched with a request by conparing the protocol
internal | P address, and internal port. GOher fields are not
compar ed, because the PCP server sets those fields.

If a successful response, the PCP client can use the external IP
address and port(s) as desired. Typically the PCP client will
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communi cate the external | P address and port(s) to another host on
the Internet using an application-specific rendezvous mechani sm such
as DNS SRV records.

If the result code is | MPLICI T _MAPPI NG EXI STS, it indicates the PCP
client is attenpting to use MAP when an inplicit dynam c connection
al ready exists for the same internal host and internal port. This
can occur with certain types of NATs. Wen this is received, if the
PCP client still wants to establish a mapping, the PCP client MJST
choose a different internal port and send a new PCP request

speci fying that port.

[Editor’s note: This is very bad. |magine you have an ssh daenon
listening internally on port 22, and then the PCP server tells you
"I MPLI Cl T_MAPPI NG_EXI STS" (because a previous owner of that IP
address made an out bound connection fromport 22) so your ssh
daenmon has to listen on a nonstandard port instead. W need a
better solution. Muybe we should have MAP requests trunp inplicit
mappi ngs? -- SC

On an error response, clients SHOULD NOT repeat the sane request to
the sane PCP server within the lifetine returned in the response.

8.6. Mapping Lifetime and Del etion

The PCP client requests a certain lifetine, and the PCP server
responds with the assigned lifetine. The PCP server NMAY grant a
lifetime smaller or larger than the requested lifetime. The PCP
server SHOULD be configurable for permitted mninum and naxi num
lifetime, and the RECOMMENDED val ues are 120 seconds for the m ni mum
val ue and 24 hours for the maximum It is RECOMVENDED t hat the
server restrict lifetines to |l ess than 24 hours, because they wll
consume ports even if the internal host is no longer interested in
receiving the traffic or no | onger connected to the network.

Once a PCP server has responded positively to a mapping request for a
certain lifetine, the port forwarding is active for the duration of
the lifetime unless the lifetime is reduced by the PCP client (to a
shorter lifetine or to zero) or until the PCP server loses its state
(e.g., crashes). This neans that even if there is active traffic,
the mapping will be deleted when its lifetinme expires.

If the requested lifetine is O then

o If the internal port and protocol both are non-zero, it indicates
a request to delete the indicated mapping i nmedi ately.
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o If the internal port is non-zero and the protocol is zero, it
i ndicates a request to delete all mappings for this Interna
Address for the given internal port for all transport protocols.

o If the internal port and protocol both are zero, it indicates a
request to delete all mappings for this Internal Address for al
transport protocols. This is useful when a host reboots or joins
a new network, to clear out prior stale state fromthe NAT gateway
bef ore beginning to install new mappi ngs.

The suggested external address and port fields are ignored in
requests where the requested lifetinme is O.

PCP MAP requests cannot del ete mappi ngs created by non- MAP requests.
If the PCP client attenpts to delete a static mapping (i.e., a
mappi ng created outside of PCP itself) or attenpts to delete an
inmplicit dynam c mapping (e.g., created by a TCP SYN), the PCP server
del etes all of the mappings it can and responds with a zero error
code. If the PCP client attenpts to delete a mapping that does not
exi st, the SUCCESS result code is returned (this is necessary for PCP
to be idenmpotent). |If the deletion request was properly formatted, a
SUCCESS response is generated with lifetine of 0 and the server
copies the protocol and internal port nunber fromthe request into

t he response.

An application that forgets its PCP-assigned mappings (e.g., the
application or OS crashes) will request new PCP mappings. This may
consune port mappings, if the application binds to a different
Internal Port every tinme it runs. The application will also likely
initiate newinplicit dynam c mappings (e.g., TCP connections)

wi t hout using PCP, which will also consume port mappings. |If there
is a port mapping quota for the internal host, frequent restarts such
as this may exhaust the quota. PCP provides sonme protections agai nst
such port consunption: Wien a PCP client first acquires a new I P
address (e.g., reboots or joins a new network), it SHOULD renove
mappi ngs that may already be instantiated for that Internal Address.
To do this, the PCP client sends a MAP request w th protocol

internal port, and lifetine set to 0. Sone port mapping APls (such
as the "DNSServi ceNATPort Mappi ngCreat e” APl provided by Apple’s
Bonjour on Mac OS X, i0S, Wndows, Linux, etc.) automatically nonitor
for process exit (including application crashes) and automatically
send port mapping deletion requests if the process that requested

t hem goes away w thout explicitly relinquishing them

In order to reduce unwanted traffic and data corruption, a port that
was mapped using the MAP OpCode SHOULD NOT be assigned to another
internal target, or another subscriber, for 120 seconds (MSL,

[ RFC0793]). However, the PCP server MJST allow the same interna
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address to re-acquire the same port during that same interval

The following Iist summari zes the sentinel values when deleting a
mappi ng using lifetine=0:

all ports, all protocols, all Internal Addresses for which the client
is authorized: internal address=0, via the TH RD_PARTY option

all ports, all protocols: internal port=0, protocol =0

all ports, specific protocol: internal port=0, protocol={protoco

val ue} (e.g., protocol=6 for TCP)

one port, specific protocol: internal port={port number},
prot ocol ={ prot ocol value} (e.g., port=12345, protocol =6 for TCP)

8.7. Subscriber Renumnbering

The customer prem ses router m ght obtain a new | Pv4 address or new
I Pv6 prefix. This can occur because of a variety of reasons

i ncluding a reboot, power outage, DHCP | ease expiry, or other action
by the ISP. If this occurs, traffic forwarded to the subscri ber

m ght be delivered to another custonmer who now has that address.
This affects both inplicit dynam c mappi ngs and explicit dynanic
mappi ngs. However, this same probl emoccurs today when a
subscriber’s I P address is re-assigned, w thout PCP and wi thout an

| SP-operated CGN. The solution is the same as today: the problens
associ ated with subscriber renunbering are caused by subscri ber
renunbering and are elinnated if subscriber renunbering is avoi ded.
PCP defined in this docunent does not provide machinery to reduce the
subscri ber renunbering probl em

When a new Internal Address is assigned to a host enbedding a PCP
client, the NAT (or firewall) controlled by the PCP server will
continue to send traffic to the old I P address. Assuning the PCP
client wants to continue receiving traffic, it needs to install new
mappi ngs for its new I P address. The suggested external port field
will not be fulfilled by the PCP server, in all I|ikelihood, because
it is still being forwarded to the old I P address. Thus, a mapping
is likely to be assigned a new external port nunber and/or public IP
address. Note that this scenario is not expected to happen routinely
on a regular basis for nobst hosts, since nbst hosts renew their DHCP
| eases before they expire (or re-request the same address after
reboot) and nost DHCP servers honor such requests and grant the host
the sane address it was previously using before the reboot.
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8.8. PCP Options for MAP OpCodes
8.8.1. FILTER

This Option indicates filtering incom ng packets is desired. The
renote peer port and renote peer |P Address indicate the pernitted
renote peer’s source | P address and port for packets fromthe
Internet. The renote peer prefix length indicates the I ength of the
renote peer’s | P address that is significant; this allows a single
Option to pernit an entire subnet. After processing this MAP request
and generating a successful response, the PCP-controlled device wll
drop packets received on its public-facing interface with a source IP
address (i.e., renote peer address), transport, or port that do not
match the fields, and if its security policy allows MAY generate an
ICVMP error in response to that packet.

The FILTER packet layout is described bel ow
0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Reserved | prefix-length | Renot e Peer Port [
B i i S S i I e i S S R L e e e e

Renote Peer |P address (32 bits if MAP4,
1 28 bits if MAP6)

:I-— B T i I T S S il St SIS S S +
Figure 11: FILTER option |ayout
These fields are descri bed bel ow

Reserved: 8 reserved bits, MJST be sent as 0 and MJST be ignored
when received.

prefix-length: indicates how many bits of the |IPv4 or | Pv6 address
are relevant for this filter. The value O indicates "no filter",
and will renove all previous filters. See below for detail.

Renote Peer Port: the port nunber of the renote peer. The value 0O
i ndicates "all ports"

Renote Peer |P address: The IP address of the renote peer.

This Option:
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nanme: FILTER

number: 2

is valid for OpCodes: MAP4, MAP6

is included in responses: MJST, if it appeared in the request
length: 2 if used with MAP4, 5 if used with MAP6

may appear in: requests

maxi mum occurrences: as many as fit w thin nmaxi num PCP nessage
si ze

Because of interactions with dynamic ports this Option MJST only be
used by a client that is operating a server (that is, using the MAP
OpCode), as this ensures that no other application will be assigned
the same epheneral port for its outgoing connection. It is
RECOMVENDED t hat the PCP client avoid other use, because it wll
cause some UNSAF NAT traversal mechani snms [ RFC3424] to fail where
they woul d have ot herw se succeeded, breaking other applications
running on this same host.

The prefix-length indicates how nany bits of the | Pv6 address or |Pv4
address are used for the filter. For MAP4, a prefix-length of 32
indicates the entire I Pv4 address is used. For MAP6, a prefix-length
of 128 indicates the entire |Pv6 address is used. For MAP4 the

m ni mum prefix-length value is 0 and the nmaxi nrumvalue is 32. For
MAP6 the mininum prefix-length value is 0 and the nmaxi mumvalue is
128. Val ues outside those range cause an MALFORMED OPTION resul t
code.

If multiple occurrences of the FILTER option exist in the sane MAP
request, they are processed in the sane order received, and they MJST
all be successfully processed or return an error (e.g.,

MALFORMED OPTION if one of the options was malforned). As with other
PCP errors, returning an error causes no state to be changed in the
PCP server or in the PCP-controlled device. |If an existing nmapping
exists (with or without a filter) and the server receives a MAP
request with FILTER the filters indicated in the new request are

added to any existing filters. |If a MAP request has a lifetine of O
and contains the FILTER option, the error MALFORMED OPTION is
ret ur ned.

To renove all existing filters, the prefix-length O is used. There
is no nechanismto renove a specific filter.
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To change an existing filter, the PCP client sends a MAP request
containing two FILTER options, the first option containing a prefix-
length of O (to delete all existing filters) and the second
containing the new renote peer’s |IP address and port. Qher FILTER
options in that PCP request, if any, add nore allowed renote hosts.

The PCP server or the PCP-controlled device is expected to have a
limt on the nunber of renote peers it can support. This limt mght
be as small as one. |If a MAP request would exceed this limt, the
entire MAP request is rejected with the result code
EXCESSI VE_ REMOTE_PEERS, and the state on the PCP server is unchanged.

8.8.2. PREFER_FAI LURE

This option indicates that if the PCP server is unable to allocate

t he suggested port, then instead of returning an avail able port that
it *can* allocate, the PCP server should instead allocate no port and
return result code CANNOT_PROVI DE_EXTERNAL_PORT.

This option is intended solely for use by UPnP I GD i nterworking

[1-D. bpw pcp-upnp-igd-interworking], where the semantics of |1GD
version 1 do not provide any way to indicate to an I GD client that
any port is available other than the one it wanted. A PCP server NAY
support this option, if its designers wish to support downstream
devices that perform|GD interworking. PCP servers MAY choose to
rate-limt their handling of PREFER FAILURE requests, to protect
thenselves froma rapid flurry of 65535 consecutive PREFER FAI LURE
requests fromclients probing to discover which external ports are
avail able. PCP servers that are not intended to support downstream
devices that perform |G interworking are not required to support
this option. PCP clients other than I G interworking clients SHOULD
NOT use this option because it results in inefficient operation, and
they cannot safely assune that all PCP servers will inplenment it.
The option is provided only because the semantics of I1GD version 1
offer no viable alternative way to inplenent an | GD i nterworking
function. It is anticipated that this option will be deprecated in
the future as nore clients adopt PCP natively and the need for | CGD

i nt erwor ki ng decli nes.

This Option:
nanme: PREFER_FAI LURE
nunber: 3

is valid for OpCodes: NMAP4, MAP6
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is included in responses: MJST
I ength: O
may appear in: requests
Mexi mum occurrences: no
8.8.3. TH RD _PARTY

The THI RD PARTY option is used by both the MAP OpCode and the PEER
OpCode, and defined in Section 10.

8.9. PCP Mapping State Mi ntenance

If an event occurs that causes the PCP server to |lose state (such as
a crash or power outage), the nappings created by PCP are |lost. Such
| oss of state is rare in a service provider environnent (due to
redundant power, disk drives for storage, etc.). But such |oss of
state is nore conmon in a residential NAT device which does not wite
information to its non-volatile nmenory.

The Epoch allows a client to deduce when a PCP server nmay have | ost
its state. If this occurs, the PCP client can attenpt to recreate
t he mappings followi ng the procedures described in this section

8.9.1. Recreating Mppings

The PCP server SHOULD store nappings in persistent storage so when it
is powered off or rebooted, it renenbers the port mapping state of
the network. Due to the physical architecture of some PCP servers,
this is not always achievable (e.g., sonme non-volatile nenory can

wi thstand only a certain nunber of wites, so witing PCP nmappings to
such nenory is generally avoi ded).

However, maintaining this state is not essential for correct
operation. Wen the PCP server |oses state and begi ns processing new
PCP nmessages, its Epoch is reset to zero (per the procedure of
Section 6.5).

A mappi ng renewal packet is formatted identically to an origina
mappi ng request; fromthe point of view of the client it is a renewal
of an existing mapping, but fromthe point of view of the PCP server

it appears as a new nmapping request. In the normal process of
routinely renewing its mappings before they expire, a PCP client will
automatically recreate all its | ost mappings.

In addtion, as the result of receiving a packet where the Epoch field
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indicates that a reboot or simlar |loss of state has occurred, the
client can renew its port mappings sooner, wi thout waiting for the
nornmal routine renewal tine.

The di scussion in this section focuses on recreating i nbound port
mappi ngs after | oss of PCP server state, because that is the nore
serious problem Losing port nappings for outgoing connections
destroys those currently active connections, but does not prevent
clients from establishing new outgoing connections. In contrast,

| osi ng i nbound port nappings not only destroys all existing inbound
connections, but also prevents the reception of any new i nbound
connections until the port mapping is recreated. Accordingly, we
consi der recovery of inbound port mappings the nore inportant
priority. However, clients that want outgoing connections to survive
a NAT gateway reboot can al so achieve that using PCP. After
initiating an outbound TCP connection (which will cause the NAT
gateway to establish an inplicit port nmapping) the client should send
the NAT gateway a PEER request for the source port of its TCP
connection, which will cause the NAT gateway to send a response
giving the external port it allocated for that mapping. The client
can then store this information, and use it later to recreate the
mapping if it determnes that the NAT gateway has lost its napping

st at e.

8.9.2. Muintaini ng Mappi ngs

A PCP client can refresh a mappi ng by sending a new PCP request
containing information fromthe earlier PCP response. The PCP server
will respond indicating the newlifetinme. It is possible, due to
failure of the PCP server, that the public |IP address and/or public
port, or the PCP server itself, has changed (due to a new route to a
different PCP server). To detect such events nore quickly, the PCP
client may find it beneficial to use shorter lifetines (so that it
communi cates with the PCP server nore often). |If the PCP client has
several mappings, the Epoch value only needs to be retrieved for one
of themto verify the PCP server has not |ost port forwarding state.

If the client wishes to check the PCP server’s Epoch, it sends a PCP
request for any one of the client’s mappings. This will return the
current Epoch value. In that request the PCP client could extend the
mapping lifetime (by asking for nore tinme) or nmaintain the current
lifetime (by asking for the sane nunber of seconds that it knows are
remai ning of the lifetine).

If ainternal IP address is no |longer valid (e.g., because the

i nternal host has noved to a new network), and the PCP client w shes
to still receive incomng traffic, it MJST create a new nappi nhg on
that new network. A new mapping will also require an update to the
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application-specific rendezvous server (Section 7.1).

9. PEER OpCodes

This section defines two OpCodes for controlling dynanm c connecti ons.
They are:

PEER4=3: Set or query lifetime for flow fromIPv4 address to a
renote peer’s | Pv4 address.

PEER6=4: Set or query lifetime for flow from|Pv6 address to a
renote peer’s | Pv6 address.

The operation of these OpCodes is described in this section
9.1. pCode Packet Fornats

The PEER OpCodes provide a single function: the ability for the PCP
client to query and (possibly) extend the lifetine of an existing

mappi ng.

The two PEER OpCodes (PEER4 and PEER6) share a simlar packet |ayout
for both requests and responses. Because of this similarity, they
are shown together.

The foll ow ng di agram shows the request packet format for PEER4 and
PEER6. This packet format is aligned with the response packet
format:

0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
| Protocol [ Reserved (24 bits) [
T T e e i i e s i s ik S SN SR SR
| I nternal Port | Reserved (16 bits) |
e T e e e i e S S e Rk o o R
| Renot e Peer Port | Reserved (16 bits) |
B i S S T s i S T st i S S S S S S S S i

Renote Peer | P Address (32 bits if PEER4, 128 bits if PEERG)
.+- B R e et e s o o R E ok Tk T +-.+
Reserved (128 bits)

T I I S i T i T S S e It L i T S A s
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Figure 12: PEER OpCode Request Packet For mat
These fields are descri bed bel ow

Requested Lifetinme (in commopn header): Requested lifetine of this
mappi ng, in seconds. Unlike the MAP OpCode, where 0 neans
"delete’, there is no special neaning of 0, and the PCP client
cannot reduce the lifetime of an inplicit dynam c connection
(Section 9.4).

Protocol : indicates protocol associated with this OpCode. Val ues
are taken fromthe | ANA protocol registry [proto_numbers]. For
exanple, this field contains 6 (TCP) if the OpCode is describing a
TCP peer.

Reserved: 24 reserved bits, MJST be 0 on transm ssion and MJST be
i gnored on reception.

Internal Port: Internal port for the of the 5-tuple.

Reserved: 16 reserved bits, MJST be 0 on transm ssion and MJST be
i gnored on reception.

Renote Peer Port: Renote peer’s port of the 5-tuple.

Reserved: 16 reserved bits, MJST be 0 on transm ssion and MJST be
i gnored on reception.

Renote Peer | P Address: This is the Renpote peer’s |P address from
t he perspective of the PCP client so that the PCP client does not
need to concern itself with NAT64 or NAT46 (which both cause the
client’s idea of the renpte peer’s IP address to differ fromthe
renote peer’s actual |IP address). This field allows the PCP
client and PCP server to disanbiguate nultiple connections from
the sane port on the internal host to different servers. Note
this field has no bearing whatsoever on any filtering associated
with the mapping.

Reserved: 128 reserved bits, MJST be 0 on transm ssion and MJST be
i gnored on reception.
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The follow ng di agram shows the response packet format for PEER4 and
PEERS:

0 1 2 3
01234567890123456789012345678901
B E e r e s i s i o T T s S S S S 2
| Protocol | External AF | Reserved (16 bits) |
B i s T T S T et S S T S I T s sl s ol ST S S S
| I nternal Port | Ext ernal Port |
B T i S S i S T h T i S S S S e
| Renot e Peer Port | Reserved (16 bits) |
B E e r e s i s i o T T s S S S S 2

Renote Peer | P Address (32 bits if PEER4, 128 bits if PEERG)
:I-— B R L s s o s i S S S S T T T T S S S S S e SR S S S +-:+
External | P Address (always 128 bits)
.+- B T S e i =i S S S B T i S S S +-.+
Fi gure 13: PEER OpCode Response Packet For mat

Lifetime (in comobn header): On a success response, this indicates
the lifetime for this mapping, in seconds. On an error response,

this indicates how long clients should assunme they' Il get the same
error response fromthe that PCP server if they repeat the sane
request.

Protocol: Copied fromthe request.

External _AF For success responses, this contains the address fanmily
of the external |P address associated with this peer connection,
to properly decode the External | P Address. Values are from
| ANA's address fanmily nunbers (IPv4 is 1, IPv6 is 2). For error
responses, the value MJST be 1.

Reserved: 16 reserved bits, MJST be 0 on transm ssion, MJST be
i gnored on reception.

Internal Port: copied fromrequest.
External Port: For success responses, this is the external port
nunber, assigned by the NAT (or firewall) to this mapping. |If

firewall or 1:1 NAT, this will match the internal port. For error
responses, this MJST be O.
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Renote Peer port: Copied fromrequest.

Reserved: 16 reserved bits, MJST be 0 on transm ssion, MJST be
i gnored on reception.

Renote Peer | P Address Copied fromthe request.

External | P Address For success responses, this contains the
external | P address, assigned by the NAT (or firewall) to this
mapping. This field allows the PCP client and its renote peer to
determine if there is another NAT between the PCP-control |l ed NAT
and renote peer. |f the PCP-controlled device is a firewall, this
will match the internal IP address. This field is always 128 bits
long. |If External AF indicates |IPv4, the I Pv4 address is encoded
inthe first 32 bits of the External I P Address field and the
remaining 96 bits are zero. the renote peer

9.2. (pCode-Specific Result Codes

In addition to the general PCP result codes (Section 5.4) the
followi ng additional result codes may be returned as a result of the
two PEER OpCodes received by the PCP server

50 NONEXI ST_PEER, the connection to that peer does not exist in the
mappi ng tabl e.

[Editor’s Note: Maybe it should just go ahead and make the
mappi ng, instead of conplaining about it? -- SC

Additional result codes nay be returned if the TH RD PARTY option is
used, see Section 10.

9.3. pCode-Specific dient: Generating a Request

This section describes the operation of a client when generating the
OpCodes PEER4 or PEER6

The PEER4 or PEER6 OpCodes MUST NOT be sent until establishing bi-
directional communication with the renote peer. For TCP, this nmeans
compl eting the TCP 3-way handshake. This is because the PCP-
controll ed device may not be able to extend the lifetinme of a mapping
until after bi-directional comunications has been established. The
Internal Address for the PEER request is the the PEER request’s
source | P address. [Wiy not? Wy not all ow the PEER request to make
a mapping, just like a TCP SYN does?]

The PEER4 and PEER6 OpCodes contain a description of the renote peer
address, fromthe perspective of the PCP client. This is inportant
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when the PCP-controlled device is performng address fanmily

transl ati on (NAT46 or NAT64), because the destination address from
the perspective of the PCP client is different fromthe destination
address on the other side of the address fanily transl ation device.

9.4. (pCode-Specific Server: Processing a Request

This section describes the operation of a server when receiving a
request with the OpCodes PEER4 or PEERG.

On receiving the PEER4 or PEER6 OpCode, the PCP server exam nes the
mappi ng table. |f a mapping does not exist, the NONEXI ST _PEER error
is returned. [Way not? Wy not allow the PEER request to nake a
mappi ng, just like a TCP SYN does?]

The PEER4 or PEER6 OpCodes MUST NOT reduce the lifetine of an
existing mapping. |If the mapping is termnated by the TCP client or
server (e.g., TCP FIN or TCP RST), the mapping will eventually be
destroyed normal ly; the earlier use of PEER does not extend the
lifetime in that case.

If the PCP-controlled device can extend the lifetime of a mapping,
the PCP server uses the smaller of its configured maximumlifetine
val ue and the requested lifetime fromthe PEER request, and sets the
lifetime to that val ue.

If all of the proceeding operations were successful (did not generate
an error response), then a SUCCESS response is generated, with the
assigned-lifetime containing the lifetinme of the mapping.

After a successful PEER response is sent, it is inplenmentation-
specific if the PCP-controll ed device destroys the nmappi ng when the
lifetime expires, or if inside->outside traffic keeps the mapping
alive. Thus, if the PCP client wants the mapping to persist beyond
the lifetinme, it MJST refresh the mappi ng (by sendi ng anot her PEER
message) prior to the expiration of the lifetine.

9.5. pCode-Specific dient: Processing a Response

This section describes the operation of a client when processing a
response with the OpCodes PEER4 or PEERG.

A response is matched with a request by conparing the protocol
external AF, internal |IP address, internal port, renote peer address
and renote peer port. Oher fields are not conpared, because the PCP
server changes those fields to provide infornmation about the napping
created by the OpCode.
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If the error response NONEXI ST_PEER is received, this could have
occurred if the PCP client sent its PEER request before the PCP-
controll ed device had installed the mappi ng, or because the mapping
has been destroyed (e.g., due to a TCP FIN). If the PCP client
bel i eves the mappi ng should exist, the PCP client SHOULD retry the
request after a brief delay (e.g., 5 seconds).

O her error responses SHOULD NOT be retried.

If a successful response, the PCP client uses the assigned lifetine
value to reduce its frequency of application keepalives for that
particul ar NAT mapping. O course, there may be ot her reasons,
specific to the application, to use nore frequent application

keepal ives. For exanple, the PCP assigned-lifetinme could be one hour
but the application may want to ensure the server is still accessible
(e.g., has not crashed) nore frequently than once an hour

If the PCP client wishes to keep this mapping alive beyond the
indicated lifetime, it SHOULD i ssue a new PCP request prior to the
expiration. That is, inside->outside traffic is not sufficient to
ensure the mapping will continue to exist. It is RECOMVENDED to send
a single renewal request packet when a mapping is halfway to
expiration tinme, then, if no SUCCESS response is received, another
single renewal request 3/4 of the way to expiration tine, and then
another at 7/8 of the way to expiration tinme, and so on, subject to
the constraint that renewal requests MJUST NOT be sent |ess than four
seconds apart (a PCP client MJUST NOT send an infinite nunber of ever-
cl oser-together requests in the |last few seconds before a mapping
expires).

9.6. PCP Options for PEER OpCodes

9.6.1. TH RD_PARTY
The THI RD _PARTY option is used by both the MAP OpCode and the PEER
OpCode, and defined in Section 10.

10. THI RD_PARTY Option for MAP and PEER OpCodes
This Option is used when a PCP client wants to control a mapping to
an internal host other than itself. This is used with both MAP and
PEER OpCodes.
A THI RD_PARTY Option MJST NOT contain the sane address as the source
address of the packet. A PCP server receiving a TH RD PARTY Option

specifying the sane address as the source address of the packet MJST
return a MALFORMED REQUEST result code. This is because many PCP
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servers may not inplenment the TH RD _PARTY Option at all, and a client
usi ng the THI RD_PARTY Option to specify the sane address as the
source address of the packet will cause mapping requests to fai

where they woul d ot herwi se have succeeded

A PCP server will only process this option if sent by an authorized
PCP client, otherwise will return an error. Determ ning which PCP
clients are authorized to use the TH RD_PARTY option depends on the
depl oynent scenario. For Dual-Stack Lite deploynents, the PCP server
only supports this option if the source |IPv6 address is the B4's
source | P address. For other scenarios, the subscriber has only one
| Pv4 address and this Option serves no purpose (and will only
generate error messages fromthe server). |f a subscriber has nore
than one I Pv4 address (fromthe sane ISP, often called "business-
class"), the ISP MIUST determine its own policy for howto identify
the trusted device within the subscriber’s hone. This mght be, for
exanpl e, the | owest- or highest-nunbered host address for that user’s
I Pv4 prefix. On the other hand, sone credible cryptographic security
coul d be used to deternine whether a PCP client is authorized to make
or del ete mappi ngs on behalf of a given Internal Address.

0 1 2 3
01234567890123456789012345678901
T I T S S T i T S S M T s

Internal I P Address (32 bits of 128 bits, depending
: on Option | ength) :
B T i S S i S T h T i S S S S e
THI RD_PARTY option packet fornmat

The fields are described bel ow

Internal | P Address: | P address of this mapping. |If the Iength of
this Option is 4, this is a 32-bit IPv4 address. |If the length of
this Option is 16, this is a 128-bit | Pv6 address. This can
contain the special value "0" (all zeros), which indicates "al
Internal Addresses for which this client is authorized" which is
used to delete all pre-existing mappings with the MAP Cpcode.

This Option
name: THH RD_PARTY
nunber: 4

purpose: Indicate the MAP or PEER request is for a host other than
t he host sending the PCP option
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is valid for OpCodes: NMAP4, NMAP6, PEER4, PEER6

length: 4 if OpCode is MAP4 or PEER4, 16 if OpCode is MAP6 or
PEER6

may appear in: request. My appear in response only if it
appeared in the associated request.

mexi mum occurrences: 1

The follow ng additional result codes nmay be returned as a result of
using this Option.

51 UNAUTH_TARCGET_ADDRESS, indicting the internal |IP address specified
is not pernmitted (e.g., client is not authorized to make mappi ngs
for this Internal Address, or is otherw se prohibited.). This
error can be returned for both MAP and PEER requests. |If this is
a MAP request, this is a long-termerror

A PCP server is configured to permit or to restrict the use of the
THI RD_PARTY option. If this option is permtted, any host can
create, nodify, or destroy mappings for another host on the network,
which is generally undesirable. |If third party nmappings are
restricted, only a authorized clients can performthese operations.
If a PCP server is configured to restrict third party mappi ngs, and
receives a PCP MAP request with a TH RD PARTY option, it MJST
generate a UNAUTH TARCET_ADDRESS response.

It is RECOWENDED that PCP servers enbedded into custoner premn se
equi pmrent be configured to refuse third party mappings. Wth this
configuration, if a user wants to create a third party mapping, the
user needs to interact out-of-band with their custoner premi se router
(e.g., using its HITP adnministrative interface).

It is RECOWENDED that PCP servers enbedded into service provider NAT
and firewall devices be configured to pernmit the TH RD PARTY option
when sent by the custonmer prem se router. Wth this configuration

if a user wants to create an explicit dynam c mappi ng or query an
inmplicit dynam c mapping for another host within their network, the
user needs to interact out-of-band with their custoner prem se router
(e.g., using its HITP adninistrative interface). To acconplish this,
the PCP server processes requests with the TH RD_PARTY option if they

arrived fromthe | P address of the custonmer premise router. In
depl oynents with only one I P address (e.g., which is comon in
residential networks), the PCP nessages will -- by necessity --
arrive fromthe | P address of the custoner prenise router router. In

net wor ks where users have nultiple IPv4 or nultiple |IPv6 addresses,
the PCP server MJST only allow the TH RD_PARTY option if the PCP
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11.

11.

message was sent by the | P address of the subscriber’s customer
premi se router. In Dual-Stack Lite, this would be the B4 el enment’s
| Pv6 address. |If the packet arrived froma different address, the
PCP server MJST generate an UNAUTH TARGET_ADDRESS error

If authorized to do so, a PCP client can delete all the PCP-created
explicit dynami c mappings (i.e., those created by PCP MAP requests)
for all hosts belonging to the same subscriber. This is done by
sending a PCP MAP request including the TH RD_PARTY option with its
Internal Address field set to O.

NAT- PMP Transition

Port Control Protocol (PCP) is a successor to NAT Port Mapping

Prot ocol (NAT-PMP), and shares simlar semantics, concepts, and
packet formats. Because of this NAT-PMP and PCP can both use the
same port, and use the protocol’s built-in version negotiation
capabilities to determne which version to use. It is hoped that in
relatively short time nmost shipping NAT-PMP clients and gateways wil |
be updated to support PCP as well, but there will be a transition
period. During this transition period devel opers updati ng NAT- PMP
clients to add PCP will still want to work with existing NAT- PMP

gat eways, and devel opers updating NAT-PMP gateways will still want to
support existing NAT-PMP clients. This section describes how an
orderly transition may be achi eved.

1. NAT-PMP Cdients Updated to Add PCP Support

A client supporting both NAT-PMP and PCP SHOULD optim stically assune
that the gateway supports PCP, since we expect that this will rapidly
becone the case, and we want to optinize for better performance in
this case. A dual-node client SHOULD send all its requests first
usi ng PCP packet format. |If the gateway responds with a packet four
or nore bytes long, containing the followi ng (NAT-PVP fornmat) data in
the first four bytes, then the dual -npde client SHOULD concl ude t hat
this NAT gateway supports only NAT-PMP, and SHOULD retry its request
in the ol der NAT-PWMP format.

NAT- PMP gat eways respond to PCP requests with the foll owi ng packet.
The first byte (supported version) is zero. The second byte (opcode)
echoes back the request opcode, with the top bit set. The third byte
(high byte of the NAT-PMP error code) is zero. The fourth byte is 1
(NAT- PMP and PCP error code "Unsupported Version").
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0 1 2 3
0123456789012345678901234567890
B i S S T s i S T st i S S S S S S S S i
|0] Version =0 |R OP = any | Zero | Result =1 [
B i i S S i I e i S S R L e e e e

1

Fi gure 14: NAT- PMP Gat eway Response to PCP Request
11.2. NAT-PMP Gateways Updated to Add PCP Support

A gateway supporting both NAT-PMP and PCP is able to handl e and
respond to requests using both packet formats. |If the first byte of
the packet is zero, a dual-node gateway SHOULD parse the request as a
NAT- PMP- f or mat nessage and reply using a NAT- PMP-fornmat response.

O herwi se it should parse the request as a PCP-format nessage and
respond accordi ngly.

A PCP-only gateway receiving a NAT-PMP request (identified by the
first byte being zero) MJST reply with the packet shown bel ow, so
that the NAT-PMP may | og an error nessage informng the user that
they need to update to a PCP-capable client.

PCP gat eways respond to NAT-PMP requests (identified by the first
byte being zero) with the foll owing packet. The first byte
(supported version) is 1. The second byte (opcode) echoes back the
request opcode, with the top bit set. The third byte (high byte of
the NAT-PMP error code) is zero. The fourth byte is 1 (NAT-PW and
PCP error code "Unsupported Version").

0 1 2 3
0123456789012345678901234567890¢0
B T T i I T T o S S S e b S S S
| 0] Version =1 |R OP = any | Zero | Result =1 |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o

1

Fi gure 15: PCP Gateway Response to NAT- PMP Request

12. Depl oynment Consi derations
12.1. Maintaining Sane External |P Address

It is REQU RED that the PCP-controlled device assign the same
external | P address PCP-created explicit dynam ¢ mappings and to
inmplicit dynam c mappings. It is RECOWENDED that static mappings
(e.g., those created by a conmand-line interface on the PCP server or
PCP-control | ed device) also be assigned to the sane | P address.

Wng, et al. Expi res Septenber 15, 2011 [ Page 49]



Internet-Draft Port Control Protocol (PCP) March 2011

12.

12.

13.

13.

13.

Once all internal hosts belonging to a given subscriber have no
inmplicit dynam c mappi ngs and have no explicit dynam c mappings in
the PCP-controll ed device, a subsequent PCP request for that interna
host MAY be assigned to a different external |P address. Generally,
this re-assignnent would occur when a CGN device is |oad bal anci ng
new y-seen hosts to its public |IPv4 address pool

2. Ingress Filtering

To prevent spoofing of PCP requests, ingress filtering [ RFC2827] MJST
be perforned by devices between the PCP clients and PCP server. For
exanple, with a PCP server integrated into a custonmer prem se router
the Ethernet switch needs to performingress filtering. As another
exanple, with a PCP server deployed by a service provider, the
service provider’s aggregation router (the first device connecting to
subscri bers) needs to do ingress filtering.

3. Per-Subscriber Port Forwardi ng Quota

On PCP-control |l ed devices that create state when a mapping i s created
(e.g., NAPT), the PCP server SHOULD maintain a per-subscriber nmapping
quota for PCP-created nappings. It is inplenentation-specific if the
PCP server has a separate or conbined quota for both inplicit dynanic
mappi ngs (e.g., created by TCP SYNs) and explicit dynam c nappi ngs
(created using PCP).

Depl oynment Scenari os
1. Dual Stack-Lite

The interesting conmponents in a Dual-Stack Lite deployment are the B4
el ement (which is the custoner premi ses router) and the AFTR (Address
Family Transition Router) elenent. The AFTR el enent termi nates the

| Pv6-over-1Pv4 tunnel and also inplenents the Carrier-Gade NAT44
function. The B4 el enent does not need to performa NAT function
(and usually does not performa NAT function), but it does operate
its own DHCP server and is the local network’s default router.

1.1. Overview

Various PCP depl oynment scenarios can be considered to control the PCP
server enbedded in the AFTR el ement:

1. UPnP I GD and NAT-PMP [I-D.cheshire-nat-pnp] are used in the LAN
an interworking function is required to be enbedded in the B4
el ement to ensure interworking between the protocol used in the
LAN and PCP. UPnP | GD PCP I nterworking Function is described in
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[I-D. bpw pcp-upnp-igd-interworking].

2. Hosts behind the B4 elenent will either include a PCP client or
UPnP I GD client, or both.

A if aUPnP IG client, the B4 element will need to include an
i nterworking function fromUPnP I GD to PCP

B. if a PCP client, the PCP client will comunicate directly
with the PCP server.

3. The B4 elenent includes a PCP client which is invoked by an HTTP-
based configuration (as is comon today). The internal IP
address field in the PCP payl oad woul d be the internal host used
in the port forwarding configuration

In Dual Stack-Lite, the B4 el enent encapsulates its PCP nessages into
the 1Pv6 tunnel towards the AFTR elenment. It is expected the B4
element will also performas a proxy fromPCP to PCP

[I-D. bpw pcp-proxy], and may al so proxy fromother protocols to PCP
(e.g., [!-D. bpw pcp-upnp-igd-interworking]. Wen proxying for other
hosts, the B4 el enent might have to use the THI RD PARTY option with
the MAP and PEER OpCodes if it nodifies the packet’s source address
before forwarding it upstream

13. 2. NAT64

Hosts behi nd a NAT64 device can nmake use of PCP in order to perform
port reservation (to get a publicly routable |IPv4 port).

13.3. NAT44 and NAT444

Resi dential subscribers in NAT44 (and NAT444) depl oynents are usually
gi ven one | Pv4 address, but may al so be given several |Pv4 addresses.
These addresses are not routable on the IPv4 Internet, but are

rout abl e between the subscriber’s hone and the ISPs CG\. To
acconmodate nultiple hosts within a hone, especially when provided
insufficient |1 Pv4 addresses for the nunber of devices in the hone,
subscri bers operate a NAPT device. Wen this occurs in conjunction
with an upstream NAT44, this is nicknamed "NAT444".

13.4. |1 Pv6 Sinple Firewal

Many | Pv6 depl oynents will include a sinple firewall [RFC6092], which
permts outgoing packets to initiate bi-directional conmunication but
bl ocks unsolicited inconm ng packets, which is simlar to PCP' s
security nodel that allows a host to create a mapping to itself. In
many situations, especially residential networks that lack an IT
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14.

14.

14.

staff, the security provided by an IPv6 sinple firewall and the
security provided by PCP are conpatible. |In such situations, the

I Pv6 sinple firewall and the I Pv6 host can use the MAP6 (OpCode to
al | ow unsolicited i ncom ng packets, so the host can operate a server

Security Considerations

Thi s docunment defines Port Control Protocol and two types of OpCodes,
PEER and MAP. The PEER pCode al |l ows querying and extending (if
permitted) the lifetime of an existing inplicit dynanic mapping, so a
host can reduce its keepalive nessages. The MAP OpCode al |l ows
creating a mappi ng so a host can receive incoming unsolicited
connections fromthe Internet in order to run a server.

The PEER OpCode does not introduce any new security considerations.

On today's Internet, |SPs do not typically filter incomng traffic
for their subscribers. However, when an ISP introduces statefu
address sharing with a NAPT device, such filtering will occur as a
side effect. Filtering will also occur with I Pv6 CPE [ RFC6092]. The
MAP OpCode allows a PCP client to create a nmapping so that a host can
receive inbound traffic and operate a server. Security

consi derations for the MAP OpCode are described in the follow ng
secti ons.

1. Deni al of Service

Because the state created in a NAPT or firewall, a per-subscriber
quota will likely exist for both inplicit dynam ¢ nmappings (e.g.

out goi ng TCP connections) and explicit dynam c mappings (PCP). A
subscri ber m ght nake an excessive nunmber of inplicit or explicit
dynanmi ¢ mappi ngs, consum ng an inordi nate nunber of ports, causing a
deni al of service to other subscribers. Thus, Section 12.3
reconmends that subscribers be linted to a reasonabl e nunber of
explicit dynam ¢ mappi ngs.

2. Ingress Filtering

It is inportant to prevent a subscriber fromcreating a mapping for
anot her subscriber, because this allows inconing packets fromthe

I nternet and consumes the other user’s mapping quota. Both inplicit
dynani ¢ mappi ngs (e.g., outgoing TCP connections) and explicit
dynanmi ¢ mappi ngs (PCP) need ingress filtering. Thus, PCP does not
create a new requirenment for ingress filtering.
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15.

15.

15.
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3. Validating the Internal Address

The THI RD_PARTY Option contains a Internal Address field, which
allows a PCP client to create an explicit dynam ¢ mappi ng for another
host. Hosts within a subscriber’s network cannot create, nodify, or
del et e mappi ngs of other hosts, except by using the adnministrative
interface of the customer premise router (e.g., HITP interface), as
described in Section 10.

| ANA Consi derati ons
| ANA is requested to performthe follow ng actions:
1. Port Number
| ANA has assigned UDP port 44323 for PCP
2. OpCodes

| ANA shall create a new protocol registry for PCP OpCodes, initially
popul ated with the values in Section 8 and Section 9. The values 0
and 128 are reserved.

Addi tional OpCodes in the range 4-95 can be created via Standards
Action [RFC5226], and the range 96-127 is for Private Use [ RFC5226].

3. Result Codes

| ANA shall create a newregistry for PCP result codes, nunbered
0-255, initially populated with the result codes from Section 5. 4,
Section 8.2, Section 8.8.1, Section 9.2, and Section 10. The val ues
0 and 255 are reserved.

Addi tional Result Codes can be defined via Specification Required
[ RFC5226] .

4. Options

| ANA shall create a newregistry for PCP Options, nunbered 0-255 with
an associ ated menoni c. The val ues 0-128 are nandatory-to-process,
and 128-255 are optional -to-process. The initial registry contains
the options described in Section 8.8 and Section 10. The option

val ues values 0 and 255 are reserved.

Addi tional PCP option codes in the ranges 5-63 and 128-191 can be
created via Standards Action [RFC5226], and the ranges 64-127 and
192-255 are for Private Use [ RFC5226].
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Change History

[Note to RFC Editor: Please renove this section prior to
publication.]

A. 1. Changes fromdraft-ietf-pcp-base-06 to -07

o tightened up TH RD_PARTY security discussion. Rempoved "highest
nunbered address”, and left it as sinply "the CPE s | P address"”.

o renoved UNABLE TO DELETE ALL error.

o renunbered Opcodes

0 renunbered sone error codes

0 assigned value to | MPLI CI T_MAPPI NG _EXI STS.

Wng, et al.
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W ng,

UNPROCESSED can i nclude arbitrary nunber of option codes.

Moved lifetinme fields into common request/response headers

W' ve noticed we're having to repeatedly explain to peopl e that
the "requested port" is nerely a hint, and the NAT gateway is free
to ignore it. Changed name to "suggested port" to better convey
this intention.

Added NAT-PMP transition section

Separated I nternal Address, External Address, Renote Peer Address
definition

Uni fied Mappi ng, Port Mapping, Port Forwarding definition

adj usted so DHCP configuration is non-normative.

nmenti oned PCP refreshes need to be sent over the sane interface.
renaned the REMOTE_PEER FILTER option to FILTER

Clarified FILTER option to all ow sending an ICMP error if policy
al | ows.

for MAP, clarified that if the PCP client changed its | P address
and still wants to receive traffic, it needs to send a new MAP
request.

clarified that PEER requests have to be sent fromsane interface
as the connection itself.

for MAP opcode, text now requires mappi ng be deleted when lifetime
expires (per consensus on 8-Mar interimneeting)

PEER OpCode: better description of renpote peer’s | P address,
specifically that it does not control or establish any filtering,
and explaining why it is '"fromthe PCP client’s perspective’
Renoved | atent text allowing DMZ for "all protocols’ (protocol=0).
Whi ch woul dn’t have been | egal, anyway, as protocol 0 is assigned
by I ANA to HOPOPT (thanks to Janes Yu for catching that one).
clarified that PCP server only listens on its internal interface

abandoned 'target’ termand reverted to sinplier "internal’ term
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A 2.

(0]

W ng,

Changes fromdraft-ietf-pcp-base-05 to -06

DS-Lite: consensus was encapsul ation node. Included a suggestion
that the B4 will need to proxy PCP-to-PCP and UPnP-to- PCP

defined TH RD_PARTY option to work with the PEER OpCode, too.
This neant noving it to its own section, and having both MAP and
PEER OpCodes reference that common section

used "target" instead of "internal", in the hopes that clarifies
i nternal address used by PCP itself (for sending its packets)
versus the address for MAPpi ngs.

Options are now required to be ordered in requests, and ordering
has to be validated by the server. Intent is to ease server
processi ng of mandatory-to-inpl ement options.

Swapped Option values for the nmandatory- and optional -to-process
Options, so we can have a sinple | owest..highest ordering.

added M SORDERED CPTI ONS error.

re-ordered sonme error nessages to cause MALFORMED REQUEST (which
is PCP's nost general error response) to be error 1, instead of
buried in the mddle of the error nunbers.

clarified that, after successfully using a PCP server, that PCP
server is declared to be non-responsive after 5 failed
retransm ssions.

tightened up text (which was inaccurate) about how | ong genera
PCP processing is to delay when receiving an error and if it
shoul d honor OpCode-specific error lifetime. Useful for MAP
errors which have an error lifetime. (This all feels awkward to
have only sone errors with a lifetine.)

Added better discussion of nultiple interfaces, including

hi ghli ghti ng WFi +Et hernet. Added di scussi on of using |IPv6
Privacy Addresses and RFC1918 as source addresses for PCP
requests. This should finish the section on nulti-interface
i ssues.

added sone text about why server might send SERVER OVERLOADED, or
m ght sinmply di scard packets.

Di s-all ow internal -port=0, which nmeans we dis-allow using PCP as a
DMz-1i ke function. Instead, ports have to be mapped individually.
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W ng,

Text describing server’s processing of PEER is tightened up.
Server’s processing of PEER now says it is inplenentation-specific
if a PCP server continues to allow the mapping to exist after a
PEER nessage. Cdient’s processing of PEER says that if client
wants mapping to continue to exist, client has to continue to send
recurring PEER nessages.

Changes fromdraft-ietf-pcp-base-04 to -05

t weaked PCP conmon header packet |ayout.

Re- added port=0 (all ports).

m ninmum size is 12 octets (mssed that change in -04).

renoved Lifetinme from PCP conmmon header

for MAP error responses, the lifetinme indicates how long the
server wants the client to avoid retrying the request.

More clearly indicated which fields are filled by the server on
success responses and error responses.

Renmoved UPnP interworking section fromthis docunment. It wll
appear in [I|-D. bpw pcp-upnp-igd-interworking].

Changes fromdraft-ietf-pcp-base-03 to -04
"Pi nhol e" and "PIN' changed to "mappi ng" and " NMAP".

Reduced from four MAP OpCodes to two. This was done by inplicitly
using the address famly of the PCP nessage itself.

New option THI RD PARTY, to nore carefully split out the case where
a mapping is created to a different host within the hone.

Integrated a |l ot of editorial changes from Stuart and Francis.

Renoved nested NAT text into another docunent, including the | ANA-
regi stered | P addresses for the PCP server

Renmoved suggestion (MAY) that PCP server reserve UDP when it maps
TCP. Nobody seens to need that.

Clearly added NAT and NAPT, such as in residential NATs, as within
scope for PCP
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W ng,

HONOR_EXTERNAL_PORT renaned to PREFER _FAI LURE

Added 'Lifetinme’ field to the conmon PCP header, which repl aces
the functions of the 'tenporary’ and ’pernmanent’ error types of
the previous version

Allow arbitrary Options to be included in PCP response, so that
PCP server can indicate un-supported PCP Options. Satisfies PCP
| ssue #19

Reduced scope to only deal with mapping protocols that have port
nunbers.

Reduced scope to not support DMZ-style forwarding

Clarified version negotiation

Changes fromdraft-ietf-pcp-base-02 to -03

Adj usted abstract and introduction to make it clear PCP is
intended to forward ports and intended to reduce application
keepal i ves.

First bit in PCP common header is set. This allows DTLS and non-
DTLS to be multiplexed on sanme port, should a future update to
this specification add DTILS support.

Moved subscriber identity fromcomobn PCP section to MAP* section

made cl earer that PCP client can reduce mapping lifetine if it
wi shes.

Added di scussion of host running a server, client, or symetric
client+server.

I ntroduced PEER4 and PEER6 (pCodes.

Renmoved REMOTE_PEER Option, as its function has been repl aced by
t he new PEER OpCodes.

| ANA assigned port 44323 to PCP

Renmoved AMBI GUOUS error code, which is no | onger needed.
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A 6.

(0]

W ng,

Changes fromdraft-ietf-pcp-base-01 to -02

nore error codes

PCP client source port nunmber should be random
PCP nmessage mini num 8 octets, maxi num 1024 octets.

tweaked a lot of text in section 7.4, "Opcode-Specific Server
Qperation".

openi ng a mapping al so allows | CMP nessages associated with that
mappi ng.

PREFER FAI LURE val ue changed to the mandat ory-to-process range.

added text recommendi ng applications that are crashing obtain
short lifetimes, to avoid consuning subscriber’s port quota.

Changes fromdraft-ietf-pcp-base-00 to -01

Signi ficant docunent reorganization, prinmarily to split base PCP
operation from QpCode operation

packet format changed to nove ’'protocol’ outside of PCP comon
header and into the MAP* opcodes

Renaned | nformational Elenents (IE) to Options.

Added REMOTE _PEER (for disanbiguation with dynam ¢ ports),
REMOTE_PEER_FI LTER (for sinple packet filtering), and
PREFER FAI LURE (to optim ze UPnP | GD interworking) options.

I's NAT or router behind B4 in scope?

PCP option MAY be included in a request, in which case it MJST
appear in a response. It MJST NOT appear in a response if it was

not in the request.

Result code nost significant bit now indi cates pernanent/tenporary
error

PCP Options are split into mandatory-to-process ("P" bit), and
into Specification Required and Private Use.

Epoch di scussion sinplified.
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