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Abst ract

Thi s docunent identifies and anal yzes several PCP failure scenari os.
A procedure to retrieve the explicit dynam ¢ mapping(s) fromthe PCP
Server is proposed. This procedure relies upon the use of a new PCP
OpCode and Option: GET/ NEXT.
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1. Introduction

Thi s docunment di scusses several failure scenarios that nay occur when
depl oying PCP [I-D.ietf-pcp-base].

2. PCP Failure Scenarios
2.1. Change of the IP Address of The PCP Server

When a new | P address is used to reach its PCP Server, the PCP Cient
MUST re-create all of its explicit dynam c mappi ngs using the newy
di scovered | P address.

The PCP dient MJIST undertake the sanme process as per refreshing an
existing explicit dynami c mapping (see [|-D.ietf-pcp-base]); the only
difference is the PCP Requests are sent to a distinct IP address. No
specific behavior is required fromthe PCP Server for handling these
requests.

2.2. Application Crash

When a fatal error is encountered by an application relying on PCP to
open explicit dynami ¢ nmappi ngs on an upstream devi ce, and upon the
restart of that application, the PCP dient should issue appropriate
requests to refresh the explicit dynam ¢ nmappings of that application
(e.g., clear old mappings and install new ones using the new port
nunber used by the application).

If a distinct port nunber is used by the application to bound its
service (i.e., a newinternal port nunber is to be signaled in PCP)
the PCP Server may honor the refresh requests if the per-subscriber
quota is not exceeded. A distinct external port nunmber would be
assigned by the PCP Server due to the presence of "stale" explicit
dynanmi ¢ mappi ng(s) associated with the "ol d" port nunber.

To avoid this inconvenience induced by stale explicit dynanmic

mappi ngs, the PCP Client MAY clear the "ol d" mappings before issuing
the refresh requests; but this would require the PCP Client to store
the informati on about the "ol d" port nunber. This can be easy to
solve if the PCP Client is enbedded in the application. |In sone
scenarios, this is not so easy because the PCP dient nay handl e PCP
requests on behalf of several applications and no neans to identify
the requesting application may be supported. Means to identify the
application are inplenentation-specific and are out of scope of this
docunent .

It is NOT RECOMVENDED for a PCP Client to issue a request to delete
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all the explicit dynam c mappi ngs associated with an internal IP
address since other applications and PCP Client(s) nay use the same
internal IP address to instruct their explicit dynam c mappings in
the PCP Server.

[Ed. This is in fact about the "application ID' idea. An
alternative is to inplement a per host service which provides
medi ati on between applications and PCP (it is the only PCP Cient
runni ng on the host).]

2.3. PCP dient Crash

The PCP Cient may encounter a fatal error leading to its restart.
In such case, the internal |IP address and port numbers used by
requesting applications are not inpacted. Therefore, the explicit
dynani ¢ mappi ngs as nai ntai ned by the PCP Server are accurate and
there is no need to refresh them

On the PCP dient side, a new UDP port should be assigned to issue
PCP requests. As a consequence, if outstanding requests have been
sent to the PCP Server, the responses are likely to be |ost.

If the PCP Client stores its explicit dynanic mappings in a
persistent nmenory, there is no need to retrieve the list of active
mappi ngs fromthe PCP Server. |If several PCP Cients are co-located
on the sane host, related PCP nmapping tables shoul d be uniquely

di stinguished (e.g., a PCP dient does not delete explicit dynamc
mappi ngs instructed by another PCP dient.)

If the PCP Client (or the application) is crashing, it should be
al l ocating short PCP lifetimes until it is debugged and running
properly. If it is never debugged and never running properly, it
shoul d continue to request short PCP |ifetines.

2.4. Change of the Internal |P Address

When a new | P address is assigned to a host enbedding a PCP dient,
the PCP dient MIST install on the PCP Server all the explicit
dynanmi ¢ mappi ngs it manages, using the new assigned |IP address as the
internal | P address. The hinted external port nunber won't be
assigned by the PCP Server since a "stale" napping is already
instantiated by the PCP Server (but it is associated with a distinct
internal |P address).

For a host configured with several addresses, the PCP dient MJST
mai ntain a record about the target I P address it used when issuing
its PCP requests. |If no record is maintained and upon a change of
the I P address or de-activation of an interface, the PCP-instructed
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explicit dynani c mappi ngs are broken and i nbound conmuni cations wil |l
fail to be delivered

Dependi ng on the configured policies, the PCP Server may honor all or
part of the requests received fromthe PCP Cient. Upon receipt of
the response fromthe PCP Server, the PCP Cient MJST update its

I ocal PCP state with the new assigned port nunbers and external |P
addr ess.

[Ed. Note: Do we need to support neans to clear stale explicit
dynani ¢ mappings first? This nay have an inpact if the quota is
exceed due to the presence of stale mappings.]

A PCP Client may be used to manage explicit dynam c mappi ngs on
behal f of a third party (i.e., the PCP Cient and the third party are
not co-located on the sane host). |If a newinternal |IP address is
assigned to that third party (e.g., webcam), the PCP dient SHOULD be
instructed to delete the ol d mapping(s) and create new one(s) using
the new assigned internal |IP address. Wen the PCP Cient is co-

| ocated with the DHCP server (e.g., PCP Proxy [I|-D. bpw pcp-proxy],
IWF in the CP router [I-D. bpw pcp-upnp-igd-interworking]), the state
can be updated using the state of the | ocal DHCP server. O herwi se,
it is safe to recommend the use of static internal |IP addresses if
PCP is used to configure third-party explicit dynani c mappi ngs.

2.5. Change of the CPE WAN | P Address

The change of the I P address of the WAN i nterface of the CPE woul d
have an inpact on the accuracy of the explicit dynam c nmappi ngs
instantiated in the PCP Server

o0 For the DS-Lite case [I-D.ietf-softwire-dual-stack-lite]: if a new
| Pv6 address is used by the B4 el enent when encapsul ating | Pv4
packets in | Pv6 ones, the explicit dynam c mappi ngs SHOULD be
refreshed: If the PCP Cient is enbedded in the B4, the refresh
operation is triggered by the change of the B4 | Pv6 address. This
woul d be nore conplicated when the PCP Cient is located in a
devi ce behind the B4.

[Ed. Note: how an | Pv4 host behind a DS-Lite CPE is aware that
a new | Pv6 address is used by the B47?]

0 For the NAT64 case [|-D.ietf-behave-v6v4-xl ate-stateful], any
change of the assigned | Pv6 prefix delegated to the CPE will be
detected by the PCP Client (because this leads to the allocation
of a new | Pv6 address). The PCP Client has to undertake the
operation described in Section 2.4.
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0 For the NAT444 case, sinmilar problens are encountered because the
PCP client has no reasonable way to detect the CPE s WAN address
changed.

2.6. Restart or Failure of the PCP Server
This section covers failure scenarios encountered by the PCP Server
2.6.1. Basic Rule

In any situation the PCP Server |loses all or part of its PCP state,
the Epoch val ue MUST be reset when replying to received requests.
Doing so would allow PCP Client to audit its explicit dynanic mapping
tabl e.

If the state is not lost, the PCP Server MJST NOT reset the Epoch
val ue returned to requesting PCP Clients.

2.6.2. Cear PCP Mappings

When a command line or a configuration change is enforced to clear
all or a subset of PCP explicit dynam c mappi ngs nai ntai ned by the
PCP Server, the PCP Server MJST reset its Epoch to zero val ue.

In order to avoid all PCP Cients to update their explicit dynanic
mappi ngs, the PCP Server SHOULD reset the Epoch to zero val ue only
for inpacted users.

[Ed. Note: This may contradict Epoch being a gl obal -w se
paraneter and not a per-user paraneter]

2.6.3. State Redundancy is Enabled

When state redundancy is enabled, the state is not |ost during
failure events. Failures are therefore transparent to requesti ng PCP
Clients. Wen a backup device takes over, Epoch MJST NOT be reset to
zero.

2.6.4. Cold-Standby wi thout State Redundancy

In this section we assune that a redundancy nechanisns is configured
between a primary PCP-controll ed device and a backup one but without
activating any state synchronization for the PCP-instructed explicit
dynani ¢ mappi ngs between the backup and the primary devices.

If the primary PCP-controll ed device fails and the backup one takes

over, the PCP Server MJST reset the Epoch to zero value. Doing so
woul d allow PCP Clients to detect the loss of states in the PCP

Boucadair, et al. Expi res Septenber 15, 2011 [ Page 6]



Internet-Draft PCP Fail ure Scenari os March 2011

Server and proceed to state synchronization
2.6.5. Anycast Redundancy Mbde

When an anycast - based node is deployed (i.e., the sane |P address is
used to reach several PCP Servers) for redundancy reasons, the change
of the PCP Server which handles the requests of a given PCP Cdient
won't be detected by that PCP Cient.

Rel ying on the Epoch to detect the |loss of state won't help in this
scenario to re-create mssing explicit dynam c nappi ngs.

Proprietary solutions MAY be envi saged to coordi nate anongst
anycasted PCP Servers; otherw se the use of the anycast is NOT
RECOMVENDED.

3. PCP State Synchronization: Overview
The follow ng sketches the state synchronization | ogic:

0 One elenent (i.e., PCP dient/host/application, PCP Server, PCP
Proxy, PCP IW) of the chain is REQU RED to use stabl e storage

o If the PCP dient (resp., the PCP Server) crashes and restarts it
just have to synchronize with the PCP Server (resp., the PCP
Client);

o |If both crash then one has to use stable storage and we fall back
in the previous case as soon as we know whi ch one (the Epoch val ue
gives this information);

0o PCP Server -> PCP Cdient not-disruptive synchronization requires a
GET/ NEXT nmechanismto retrieve the state fromthe PCP Server
wi thout this nechanismthe only way to put the PCP Server in a
known state is for the PCP Client to send a delete all request, a
clearly disruptive operation.

o PCP Cient -> PCP Server synchronization is done by a re-create or
refresh of the state. The PCP dient MAY retrieve the PCP Server
state in order to prevent stale explicit dynam ¢ mappi ngs.

4. GET/ NEXT Operation

This section defines a new PCP (OpCode called GET and its associ ated
Option NEXT
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[Ed. Note: The NEXT nane is surely not the best one.]

[Ed. Note: In http://tools.ietf.org/htm/
draft - bpw softwi re-pcp-fl ow exanpl es-00#section-3, this option is
called Forwarding Entry Option.].

These PCP Opcode and Option are used by the PCP Client to retrieve an
explicit mapping or to wal k through the explicit dynam c mappi ng
tabl e mai ntai ned by the PCP Server for this subscriber and retrieves
a list of explicit dynam c mapping entries it instantiated.

4.1. OpCode For nat

The GET OpCode payl oad contains a Filter used for explicit dynamc
mappi ng mat ching: only the explicit dynam c mappi ngs of the
subscri ber which match the Filter in a request are considered so
could be returned in response.

The | ayout of GET OpCode is shown in Figure 1.

0 1 2 3
01234567890123456789012345678901
T S T i T S S s i S s
| Pr ot ocol | I'nternal _AF | External _AF | Reserved |
B i s T T S T et S S T S I T s sl s ol ST S S S
|

: Filter internal |IP address (always 128 bits) :
T S T i S T iy S S S S S
: Filter external |IP address (always 128 bits) :
B T i S S i S T h T i S S S S e
| Filter internal port | Filter external port |
T S T i S i

Figure 1: GET: OpCode format
For all fields, including Address Famlies, the value 0 in a request
means wildcard filter/any value matches. O course this has to be
sound: no defined port with protocol set to any, or address with AF

any.

These fields are described bel ow
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Protocol: Same than for MAP [I-D.ietf-pcp-base].
Internal AF: The Address Family of the Filter internal |P address.

External AF: The Address Family of the Filter external |P address
(sane than for PEER [I-D.ietf-pcp-base]).

Reserved: 8 reserved bits, MJST be sent as 0 and MJST be ignored
when received

Filter internal IP address: |If the Internal Address Fanily is |Pv4,
an | Pv4 address (including the unspecified | Pv4 address 0.0.0.0)
foll owed by 96 zero bits. |If the Internal Address Fanmily is |Pv6,
an | Pv6 address (including the unspecified |Pv6 address ::).

Filter external IP address: |If the External Address Fanmily is |Pv4,
an | Pv4 address (including the unspecified | Pv4 address 0.0.0.0)
foll owed by 96 zero bits. |If the External Address Fanmily is |Pv6,
an | Pv6 address (including the unspecified |IPv6 address ::).

Filter internal port: The internal port (including 0).

Filter external port: The external port (including 0).

Responses include a bit-to-bit copy of the OpCode found in the
request.

4.2. OpCode-Specific Result Code
Thi s OpCode defines a new specific Result Code

TBD: NONEXI ST_MAP, e.g., no explicit dynam c mappi ng mat ching the
Filter was found.

4.3. Odering and Equality

The PCP server is required to inplenment an order between matching
explicit dynanm c mappings. The only property of this order is to be
stable: it doesn’t change (*) between two CET requests with the sane
Filter.

(*) "change" nmeans two nappings are not gratuitously swapped:
expiration, renewal or creation are authorized to change the order
but they are at |east expected by the PCP client.

[Ed. Note: W have two proposals for the order: | exicographica

order and lifetinme order. Both work, this should be left to the
i mpl emrent or . ]
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Equality is defined by:

0 sanme protocol and;
0 sane internal address fam ly and;
0 sane external address famly and;
0 sane internal address and;
0 sane external address and;
0 same internal port and;
0 same external port.
NEXT Option

Formal definition:
Name: NEXT
Nunber: at npbst one in requests, any in responses.

Purpose: <carries a Locator in requests, matching explicit dynanic
mappi ngs greater than the Locator in responses.

Is valid for OpCodes: GET OpCode
Length: variable, the mninmnumis 11.
May appear in: both requests and responses.

Maxi mum occurrences: one for requests, bounded by maxi num nessage
size for PCP responses [|-D.ietf-pcp-base].

The | ayout of the NEXT Option is shown in Figure 2.
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0

01234567890123456789012345678901

1 2 3

B S S I T S S e e S S T S S S S i i S S

Pr ot ocol | I'nternal _AF | External _AF | MORE/ END

B o T S T i T TN Hu S S s T

Mappi ng internal |P address (always 128 bits)

B S T i S S e e s 2 st Sl S S S S S S S S

I
+-
I
+-
I
+-
I
I
I
+-

In requests the NEXT Option carries a Locator:

Mappi ng external |P address (always 128 bits)

Mapping remaining lifetime

Mappi ng i nternal port [ Mappi ng external port

Mappi ng Opti ons

Fi gure 2: NEXT: Option format

of explicit dynam c mappi ngs which match the Filter. The follow ng
two useful forms of Locators are considered:

o the "Undefined" formwhere the Protocol, Address Fanilies,
Addresses, Ports fields are set to zero.

o the "Defined" formwhere none of the Protocol, Address Famli es,
Addresses and Ports is set to zero.

The new fields in a Locator (a.k.a., the NEXT Option in a GET
request) are described bel ow

MORE/ END: The value 0 denotes "MORE' and neans the response NAY
include multiple NEXT Options; a value other than 0 (1 is
RECOMVENDED) denotes "END' and neans the response SHALL include at
nost one NEXT Option.

Mapping remaining lifetime: MJST be sent as 0 and MJUST be ignored
when received.

Boucadai r,

T S I i S i S e

B T S S e S S s S w S S S

e T Sl I e s

B S T S S S e e T e 2 e S

a position in the list
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Mappi ng Options: The Option Codes of the PCP Cient wants to get in
the response. The format is the same than for the UNPROCESSED
Option [I-D.ietf-pcp-base].

In responses the NEXT Options carry the returned explicit dynamc
mappi ngs, one per NEXT Option. The fields are described bel ow

Protocol: The protocol of the returned mapping.

Internal _AF: The family of the internal address of the returned
mappi ng.

External _AF: The fanmily of the external address of the returned
mappi ng.

MORE/ END: The value 0 when there are explicit dynani c napping
mat ching the Filter and greater than this returned mapping; a
val ue other than 0 (1 is RECOWENDED) when the return mapping is
the greatest explicit dynanmi c mappi ng matching the Filter.

Mappi ng internal |IP address: the internal address of the returned
mappi ng. When the address famly is IPvd the | Pv4 address is
foll owed by 96 zero bits.

Mappi ng external |P address: the external address of the returned
mappi ng. When the address famly is IPv4d the | Pv4 address is
foll owed by 96 zero bits.

Mapping remaining lifetime: The remaining lifetine in seconds of the
returned mappi ng.

Mappi ng internal port: the internal port of the returned mapping.
Mappi ng external port: the external port of the returned mapping.
Mappi ng Options: An enbedded list of option values. Each
correspondi ng Option Code MJUST be present in the request NEXT
Option, each option MIST be related to the returned mappi ng or not
related to any nmappi ng.

GET/ NEXT PCP Cient Theory of Operation

GET requests without a NEXT Option have | ow usage but with a full
wildcard Filter they ask the PCP Server to know if it has at |east

one explicit dynam c mapping for this subscriber.

GET requests with an END NEXT Option are "pure" CET: they asks for
the status and/or the remaining lifetinme or options of a specific
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explicit dynamic mapping. It is recommended to use an Undefi ned
Locator and to use the Filter to identify the mapping.

GET requests with a MORE NEXT Option are for the whole explicit
dynani ¢ rmapping table retrieval fromthe PCP Server. The initia
request contains an Undefined Locator, other requests a Defined
Locator filled by a copy of the last returned mapping with the
Lifetime and Option fields reseted to the original values. An END
NEXT Option marks the end of the retrieval

4.6. GET/NEXT PCP Server Theory of Cperation
The PCP Server behavior is described bel ow

0o on the reception of a valid GET request the ordered list of
explicit dynam c nmapping of the subscriber matching the given
Filter is (conceptually) built.

o if the list is enpty a NONEXI ST_MAP error response is returned.
It includes no NEXT Option.

o the list is scanned to find the Locator using the Equality defined
in Section 4.3. If it is found the nappings |ess than the Locator
are renoved fromthe list, so the result is a |ist which begins by
the mapping equals to the Locator foll owed by greater mappings.

o if the NEXT Option in the request is an END one, the first mapping
of the list is returned in an only NEXT option, marked END if the
list contains only this mapping, nmarked MORE ot herw se.

o if the NEXT option in the request is a MORE one, as many as can
fit mappings are returned in order in the response, marked as MORE
but if the whole list can be returned the last is marked END.

"Ret urned" neans to include required options when they are defined
for a mapping: if the mapping Mhas 3 REMOTE_PEER FI LTERs and the
REMOTE_PEER_FI LTER code was in the request NEXT, the NEXT carrying M
will get the 3 REMOTE_PEER FI LTER options enbedded

5.  Fl ow Exanpl es

As an illustration exanple, let’s consider the follow ng explicit
dynani ¢ mapping table is maintained by the PCP Server:
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oo - - o e Fomme e oo o e oo Fomme e oo dommm e e - +
| Pro | Internal 1P| Internal | External | External | Remai ni ng

| | Addr ess | Por t | I P | Por t | Lifetime |
[ [ [ | Address | [ [
oo o - oo oo oo oo o e +
| UDP | 198.51.100.1 | 25655 | 192.0.2.1 | 15659 | 1659 |
| TCP | 198.51.100.2 | 12354 | 192.0.2.1 | 32654 | 3600 |
| TCP | 198.51.100.2 | 8596 | 192.0.2.1 | 25659 | 6000 |
| UDP | 198.51.100.1 | 19856 | 192.0.2.1 | 42654 | 7200 |
| TCP | 198.51.100.1 | 15775 | 192.0.2.1 | 32652 | 9000 [
oo o - oo oo oo oo o e +

Tabl e 1: Excerpt of a mapping table

As shown in Table 1, the PCP Server sorts the explicit dynamc
mappi ng table using the internal | P address and the renaining
lifetine.

Figure 3 illustrates the exchange that occurs when a PCP Client tries
to retrieve the information related to a non-existing explicit
dynanmi ¢ mappi ng.

| PCP | | PCP |
| dient| | Server |

[ (1) PCP GET Request [
| prot ocol = TCP |
| internal-ip-address= 198.51.100.1 |
| i nternal - port= 59864 |
| Undefi ned Locat or |
I
I
I
I

(2) PCP GET Response

|
| error= NONEXI ST_MAP
I
I

Figure 3: Exanple of a failed GET operation

Fi gure 4 shows an exanple of a PCP Cient which retrieves
successfully an existing mapping fromthe PCP Server.
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| PCP | | PCP |
| dient| | Server |

| (1) PCP GET Request

| prot ocol = TCP

| internal-ip-address= 198.51.100.1
| i nternal - port= 25655

| Undefi ned Locat or

I

I

I

I

I

|
(2) PCP GET Response |
END |

pr ot ocol = TCP |

i nternal -i p-address= 198.51. 100.1 |
i nternal - port= 25655 [
external -i p-address= 192.0.2.1 |
ext ernal - port= 15659 |

remai ning-lifetime= 1659 |

I

(3) PCP MAP4 Request [

prot ocol = TCP |

i nternal -ip-address= 198.51.100.1 |
i nternal - port= 25655 [
external -i p-address= 192.0.2.1 |
ext ernal - port= 15659 |
requested-lifetinme= 0 [

I

I

Figure 4: Exanple of a successful GET operation
In reference to Figure 5, the PCP Server returns the explicit dynamc

mappi ngs having the internal address equal to 192.0.2.1 ordered by
increasing remaining lifetine.
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| PCP | | PCP |
| dient| | Server |

| (1) PCP GET Request
| internal-ip-address= 198.51.100. 2
| Undefi ned Locat or

(2) PCP GET Response
MORE

I
I
I
I
I I
I I
I I
| prot ocol = TCP |
| internal-ip-address= 198.51.100.2 |
| i nternal - port= 12354 |
| external -i p-address= 192.0.2.1 |
[ external - port= 32654 [
| remai ning-1ifetinme= 3600 |
| END |
| pr ot ocol = TCP |
| internal-ip-address= 198.51.100.2 |
| i nternal - port= 8596 |
[ external -i p-address= 192.0.2.1 |
| ext ernal - port = 25659 |
| remai ning-1ifetime= 6000 |
I
I

Fi gure 5: Fl ow exanpl e of GET/ NEXT

In reference to Figure 6, the PCP Server returns the explicit dynanic
mappi ngs having the internal address equal to 192.0.2.2 ordered by
increasing remaining lifetime. |In this exanple, the same interna
port is used for TCP and UDP
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| PCP | | PCP |
| dient| | Server |

| (1) PCP GET Request

| internal-ip-address= 198.51.100.1
| i nternal -port= 25655

| Undefi ned Locat or

I
I
I
I
I
I I
| (2) PCP GET Response |
| MORE [
| pr ot ocol = UDP |
| internal-ip-address= 198.51.100.1 |
| i nternal - port= 25655 |
[ external -i p-address= 192.0.2.1 |
| ext ernal - port= 15659 |
[ remai ning-1ifetine= 1659 |
[ END [
| pr ot ocol = TCP |
| internal-ip-address= 198.51.100.1 |
[ i nternal -port= 25655 [
| external -i p-address= 192.0.2.1 |
[ ext ernal - port= 32652 |
| remai ning-1ifetime= 9000 [
I
I

Figure 6: Fl ow exanpl e of GET/NEXT: same internal port nunber

6. Security Considerations
TBD.
[Ed. Two conments:
* About the stable storage if this scenario is possible:
1. subscriber A gets a mapping
2. the PCP Server crashes and reboots
3. subscriber B gets the same mappi ng

then the PCP Server MJST keep its state in a stable storage,
i.e., it MJST NOT forget nappings.
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*  About GET/NEXT, typically if a PCP Cient is allowed to delete
a mapping it SHOULD be allowed to retrieve it; and if it is not
allowed to delete a mapping it MJST NOT be allowed to retrieve
it.]

7. | ANA Consi derati ons

TBD. (no defined registry yet)
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